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Is Seeing the Instructor’s Face or Gaze in Online
Videos Helpful for Learning?

Bertrand Schneider' and Gahyun Sung?

Abstract

Over the last decade, the prevalence of online learning has dramatically increased. As part of their curriculum,
students are expected to spend more and more time watching videos. These videos tend to follow a widespread
format: a screen recording of slides with a picture-in-picture (PiP) image of the instructor’s face. While this format
is ubiquitous, there is mixed evidence that it supports student learning. In this paper, we explore alternative formats
for designing educational videos. Based on prior work showing the significance of joint attention for social learning,
we create instructional videos augmented with the instructor's gaze and/or face. Testing these formats in a
semester-long online course using a 2x2 experimental design, we found that showing the instructor’s face had no
significant effect on learning, while adding the instructor’s eye-tracking data to the video promoted conceptual
understanding of the material. Mediation analysis showed that joint visual attention played a significant mediatory
role for learning. We conclude by discussing the implications of these findings and formulate recommendations for
designing learning videos.

Notes for Practice

e Instructional videos are becoming increasingly prevalent. However, there is a lack of research on how
different formats affect learning. This paper contrasted the effect of adding the instructor’s gaze and/or
face to videos during a semester-long course. Findings suggest that the instructor’s face had no
significant effect, while adding the instructor’s eye-tracking data to the video promoted conceptual
learning.

e By analyzing the eye-tracking data, we found that joint visual attention between the teacher and
students was a significant mediator for learning. This means that teachers should carefully cue learner
attention to important visual information when designing instructional videos.

e One implication for practice is that sensor data (such as eye tracking) has the potential to both capture
learning processes and support them by making invisible information visible.
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1. Introduction

In the last decade, educational videos have become one of the most prevalent forms of learning. The democratization of free
video publishing has allowed anyone to upload instructional videos that are accessible worldwide. This movement was
encouraged by charismatic educators and popular tutoring websites (e.g., Khan Academy), who popularized the idea that
anyone can be an online teacher. Additionally, schools and companies started creating Massive Online Open Courses
(MOOCs) where courses were made accessible at scale. At the same time, the popularity of “new” pedagogical approaches
such as the flipped classroom model encouraged teachers to use pre-recorded videos for students to watch at home and focus
class time on discussion and problem-solving. These developments mean that teaching through videos is no longer a niche
area of education. Teachers, professors, professionals, and hobbyists across domains are now recording themselves to reach
learners worldwide. The global COVID-19 pandemic has accelerated these changes and made learning from pre-recorded
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videos the norm instead of the exception.

A common video design found on platforms like YouTube© follows the “Picture-in-Picture” (PiP; or “stamp the
instructor’s face on a series of slides”) format. One advantage of this format is that it is easy to generate with a standard laptop
and webcam, and thus easily accessible to teachers worldwide; one disadvantage is that research suggests that this format
does not enhance learning and might increase distraction and cognitive load (e.g., Wermeskerken et al., 2018; Kizilcec et al.,
2014,2015) This disconnect between research and practice has important implications for the millions of learners who spend
hours every day learning from online platforms. We believe that there is much room for improvement when designing
educational videos: it is a rich design space where more could be done to support learners’ cognitive and affective engagement
with the material taught. In short, we need more research to study the effect of different video augmentations and create new
formats that go beyond recording the face of the instructor.

In this paper we propose to augment instructional videos with sensor data intended to enhance comprehension of the
material taught. This approach leverages methods from a new field of research called Multimodal Learning Analytics
(MMLA; Blikstein & Worsley, 2016), where high frequency sensors are used to support and assess learning. High frequency
sensors refer to data collection tools that allow researchers to collect a large number of data points per second; for example,
eye-trackers can capture gaze data between 30 and 120 times per second; or electrodermal data can be captured with devices
such as the Empatica (Garbarino et al., 2014) and generate four data points per second. MMLA is becoming a popular
methodology because of increasingly accessible sensing technology (such as affordable eye tracking, motion sensing, emotion
detection, speech analysis, and physiological data collection tools) that allows researchers to capture fine-grained process data
to complement scarce outcome measures, such as quizzes or tests (Schneider et al., 2024). More recently, computer vision
algorithms have allowed researchers to collect data directly from video streams, for example about facial expressions
(OpenFace; Baltrusaitis et al., 2016) or body pose (OpenPose; Cao et al., 2017). Of particular interest, eye-tracking technology
allows us to observe how people communicate information through gaze (D’Angelo & Schneider, 2021), a key nonverbal
mode of communication. Thus, our research questions are about understanding the effect of adding the instructor’s face or
gaze to instructional videos, and how this might facilitate or hinder learning. We also investigate the use of multimodal
predictors for learning.

Subsequent sections are structured as follows. First, we review prior work on augmenting videos with the face or the gaze
of an instructor. Second, we describe our study and interventions. We implemented these videos in a semester-long course
taken by 52 university students during the COVID-19 pandemic. Third, we analyze the effect of the augmenting videos with
facial or gaze information from the teacher on various learning dimensions. Fourth, we analyze student eye-tracking data and
use joint visual attention as a predictor and assess its mediatory effect on learning. Finally, we summarize our findings and
discuss implications for designing instructional videos that go beyond the PiP format.

2. Literature Review: The Challenges of Designing Learning Videos

Online learning has shown considerable growth over the last decade. Particularly, the COVID-19 pandemic has forced many
institutions to switch to e-learning strategies. This shift was rarely viewed positively by students and teachers (Al-Mawee et
al., 2021) and was found to be even more detrimental to learners in developing countries (Adnan & Anwar, 2020), students
with disabilities (Denisova et al., 2020) and non-native English speakers (Hartshorn & McMurry, 2020). A major constituent
of the online learning experience in both formal and informal learning environments is the asynchronous video lecture. These
videos have effectively replaced many traditional in-person lectures, and students are now expected to spend increasing
amounts of time watching them. Prior work suggests that the common PiP format does not have strong empirical evidence for
its effectiveness (see section below on the “Instructor Presence Effect”). Thus, it is important to rethink how we deliver
educational material online, especially through instructional videos. This paper investigates alternative video formats
augmented with informational cues (other than the instructor’s face). Below, we review the literature on Multimedia Principles
for Designing Instructional Videos, the PiP format, then our suggested alternative format (i.e., videos with instructor gaze).
Next, we discuss research on using multimodal data for educational research in order to contextualize the multimodal metrics
used in the current study.

2.1. Multimedia Principles for Designing Instructional Videos

Mayer’s (2005) multimedia theory offers several principles for designing effective instructional videos. These principles can
explain why some video augmentations support learning more than others. Most importantly, any extraneous information that
increases cognitive load and does not facilitate conceptual understanding should be avoided. Applied to instructional videos
(Mayer, 2021), the Coherence Principle states that any irrelevant material should be removed to avoid overwhelming the
learner. Additionally, the Redundancy Principle suggests that adding on-screen text that simply duplicates the narration can
overload the learner’s cognitive processing. Mayer also mentions that adding an instructor’s image might not necessarily
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enhance learning (Image Principle); however, using a human voice rather than a machine voice can be more engaging for
learners. For a more recent systematic review of video design principles, see Fyfield et al. (2022).

Of interest to this study is the Signalling Principle: “Teachers should highlight important information to guide learners
through the content.” This can be achieved with visual cues or markers. As such, any information that can orient learners
toward relevant content can help learning. Stull et al. (2018) provide some examples of signalling interventions: teachers can
draw graphics in real time, instead of referring to already drawn graphics (Dynamic Drawing Principle); they can shift gaze
between the audience and a board to cue learner attention (Gaze Guidance Principle); or they can shoot videos from a first-
person perspective instead of a third-person perspective (Perspective Principle). Several studies have found that signalling
can support learning: for example, in a narrated animation explaining how airplanes take off, teachers can emphasize some
terms (a type of verbal signalling); Mautone and Mayer (2001) found that this improved transfer compared to students in a
control group. Another type of signalling is using pointing gestures to guide the learner’s visual attention; Li et al. (2019)
found that this improved retention and transfer immediately after the lesson and after a one-week delay. These principles
inspired the interventions of this study, where the eye-tracking data of the teacher is used to augment instructional videos.

2.2. Instructor Presence Effect: Augmenting Learning Videos With the Instructor’s Face (PiP)

One widespread assumption is that seeing an instructor is beneficial to learning. There are several reasons why: seeing the
instructor is supposed to increase social presence and motivation, which is hypothesized to have a positive effect on learning
(Alemdag, 2022). A more practical reason is technical access: every computer is equipped with a webcam, and there are many
software programs that can overlay a person’s face onto a screen recording. Finally, teachers have a penchant to replicate in-
person instruction, for example where lecturing plays a predominant role.

However, the advantages of doing so are mixed. Several recent literature reviews on instructor presence conclude that
showing the face of an instructor has a null or mixed effect on learning. Alemdag (2022) analyzed 20 studies and found no
significant effect of instructor presence on learning but found that it increased cognitive load and motivation. Henderson and
Schroeder (2021) looked at 12 studies and found no evidence that an instructor should be included on instructional videos,
besides the fact that some studies reported increased student satisfaction when the instructor was present. While some argue
for the inclusion of the teacher’s face (Paciej-Woodruff, 2021) supported by studies finding that learning performance is
improved with PiP or lecture recordings compared to Khan-style voice-over videos (Chen & Wu, 2015; Kokog et al., 2020),
others find that it has no significant effect on retention (Ng & Przybytek, 2021) or that it attracts learner attention at the
expense of what is explained (van Wermeskerken et al., 2018). Indeed, studies find that an instructor’s face attracts up to 40%
of learner attention if present in a video (Kizilcec et al., 2014), or that a human face deters the learning of information nearest
to the face (Djamasbi et al., 2012). In other cases, studies have found that while students like seeing the instructor’s face, it
does not enhance comprehension (Kizilcec et al., 2014, 2015; Wilson et al., 2018). In sum, the literature casts doubt on the
fact that instructor presence is beneficial to learning, prompting the investigation of alternative formats.

2.3. Shared Gaze Visualizations: Augmenting Learning Videos With the Instructor’s Gaze
Developmental and educational theories show that joint attention plays a significant role in learning and teaching. Joint
attention (JA) refers to the shared focus of two individuals on an object or a topic. It is achieved when one individual alerts
another to an object by means of eye-gazing, pointing, or other verbal or nonverbal indications. Joint attention is considered
a critical component in social development, language acquisition, and cognitive understanding (Tomasello, 1995). Humans
need joint attention to coordinate their actions with others and to learn from them. From children acquiring their first words,
teenagers learning from schoolteachers, students collaborating on a project, to any group of adults working toward a common
goal, joint attention is a fundamental mechanism for establishing a common ground between individuals (Clark & Brennan,
1991). A good common ground ensures that group members refer to the same objects, locations, facts, concepts, and ideas. It
is a fundamental building block for effective communication between human beings, even more so in situations where skills
or knowledge are exchanged. Autistic children, for instance, are known for lacking the ability to coordinate their visual
attention with their caregivers, which is associated with many social impairments, including uneven language development
and learning disabilities (Mundy et al., 1990). The importance of joint visual attention (JVA) in learning has been demonstrated
for young adult learners both qualitatively (Barron, 2003) and quantitatively (e.g., using eye tracking; Schneider & Bryant,
2024). The results have inspired various interventions to support collaboration and learning, for example through shared gaze
visualizations (SGVs). SGVs are either live or pre-recorded eye-tracking visualizations that indicate what an individual is
looking at, aiming to facilitate referencing, disambiguate utterances, and improve mutual understanding (for a review of the
benefits of SGVs, see Angelo & Schneider, 2021).

For pre-recorded videos, research shows that Eye Movement Modelling Examples (EMME) have the potential to support
integrative processing of different representations (such as text and images) to facilitate recall and transfer (Mason et al.,
2015). A recent review article finds that EMME:s lead to a net performance gain (d = 0.43; Xie et al., 2020). Specifically, gaze
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augmented videos have been found to aid learners in attending faster and longer to task-relevant materials, minimizing the
likelihood of miscommunication, and letting them follow the thought process of an instructor (Pi et al., 2020; Melnyk et al.,
2021). These effects can vary across task and learner contexts; for instance, while it can be helpful for conducting visual
searches in complex diagrams (Jarodzka et al., 2013), it can be distracting when gaze wanders without a clear intention to
signal (D’Angelo & Gergle, 2016). Similarly, SGVs have been shown particularly to help low-achieving learners who need
additional cues from instructors (D’Angelo & Schneider, 2021).

EMME has been applied to various settings, such as MOOCs. For example, Sharma et al. (2015) found that showing the
gaze of the teacher made the video content easier to follow. Sharma et al. (2016) designed a feedback tool to increase joint
visual attention with the teacher when it fell below a certain threshold and found that it significantly increased learning gains.
Sharma, D’ Angelo, et al. (2016) augmented video recordings on cloud identification (e.g., stratus, cumulus, cirrus) with the
teacher’s gaze or a pointer, and found that SGV increased learning gains compared to no visual aid (but not with the pointer).
In more traditional settings, Spakov et al. (2019) designed a two-way gaze sharing system in a tutor-tutee situation; they found
that students liked the tutor’s gaze marker during exercises but found it distracting during slide reading. The tutor used the
student gaze point to see what they were focusing on when helping them individually. Sauter et al. (2022) replaced eye-
tracking data with a pointer manipulated by the teacher; they found that the distance between student gaze and the pointer
predicted student learning.

While SGVs show promise, they do not guarantee that learners process the explanations of instructors just because they
are cued to follow their gaze. For example, Stull et al. (2018) found that gaze guidance cues did not increase student learning
or engagement. As such, continued research is needed to optimize the design and deployment of SGVs in instructional videos
for widespread use.

2.4, New Methods for Assessing Online Learning from Videos

While multimodal data streams can augment video recordings (for example by overlaying the eye-tracking data from the
instructor onto a video), they can also provide new ways to compute learning indicators, for example by analyzing the eye-
tracking data from students. This is important because the most traditional way of assessing learning from videos is to
administer short quizzes or learning tests. This kind of measure is a limited one-time assessment of student learning. Recently,
educational researchers have started to pay more attention to process data (Schneider, 2023), especially how it can be
automatically collected from high frequency sensors, for example by capturing what learners pay attention to (eye-tracking
data; Schneider, 2020), their affective state (electrodermal data; Schneider et al., 2020), or their bodily movement (motion
data; Blikstein & Worsley, 2016); for a review on how sensors can capture social interactions, see Schneider et al. (2022). For
this reason, we are interested in exploring alignment measures between students and the instructor. Based on our prior work,
there are reasons to believe that joint visual attention might be correlated with student learning (Sharma, Jermann &
Dillenbourg, 2014; Schneider & Bryant, 2020). While JVA has often been explored in collaborative contexts (e.g., Chen et
al., 2021; Guo & Barmaki, 2020) and teaching (e.g., Sung et al., 2021), we are interested in computing the extent to which
students align their attention with the visualized gaze of the instructor in the current setting. We believe that this measure
would not only capture whether students are following along but also processing information like the instructor. In our study,
we collected eye-tracking data from student webcams as they were watching the videos and computed JV A with the instructor.
See section 4.6 below for more information.

2.5. General Description of the Study and Contributions

To our knowledge, no study has attempted to directly compare SGV and the Instructor Presence Effect in a semester-long
course. Most prior work was lab-based and collected data on a shorter time frame. Additionally, other studies have primarily
relied on outcome measures (e.g., learning tests) and few of them have collected fine-grained process-data. Finally, we did
not find any comparable study that has collected and assessed the predictive value of webcam-based attentional measures for
learning.

Given these gaps in the literature, we assessed the benefits of SGVs and the instructor’s face on instructional videos.
Students (N=52) enrolled in a semester-long course watched weekly videos on using quantitative data in educational research
and took a weekly quiz to measure their learning. While students were watching the instructional videos, we also collected
web-based eye-tracking data on them. We assess the effects of these interventions on learning and investigate whether they
had an impact on joint visual attention with the instructor.

The contributions of this paper are as follows. First, we augment online learning videos with multimodal information
(i.e., with the instructor’s gaze and/or face) and assess the effect of this intervention on learning. Second, we explore the
usefulness of webcam-based sensing technologies for deriving indicators of student learning. Most prior work used dedicated
hardware for collecting eye-tracking data; in this project, we investigate whether webcam-based data can yield useful metrics
for predicting learning. This is a key factor to consider if we are to scale up subsequent research. Third, we compute measures
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of joint visual attention between students and the instructor and assess the mediatory effect of this measure on learning.
Finally, we provide some preliminary design principles for augmenting videos with gaze data so that our approach might be
replicated in research or practice. We conclude by discussing the implications of our findings and conclude with
recommendations for designing online videos.

3. Research Questions

Based on this literature review, our main research questions (RQs) are as follows:
RQ1. Do videos augmented with the instructor’s face (Instructor Presence) and/or gaze (Shared Gaze Visualizations)
have a positive effect on student learning?
RQ2. Does joint visual attention mediate learning?

4. Methods

4.1 Participants

Participants (N=52) were graduate students at a private graduate school of education in the Northeastern region of the U.S.
enrolled in an introductory quantitative data analysis course. Fifty-four percent were female and 46% male. Most students
were in their twenties. Before enrolling in the course, students were asked to complete a brief interest and skills assessment
survey. Students indicated having little to no experience with data mining techniques (69%), or psychometrics (79%); in
contrast, they indicated having some or strong experience (69%) with learning theories such as constructivism or
constructionism. Student interest in the class limited participant recruitment. We note that our sample size is similar to that of
researchers who used a similar multi-conditions experimental design (e.g., McAlpin et al., 2023). Later, we also conducted a
post-hoc power analysis, using a type 1 error rate of 0.05 and observed effect sizes. This resulted in an estimated power of
77%, which is interpreted as a 77% likelihood to detect an existing effect. This does not exceed, but very closely approaches
the conventional power threshold of 80% used in medical trials (Serdar et al., 2021).

4.2, Context

Participants were enrolled in a 13-week course in the Fall 2020 semester. Due to the pandemic, the course was taught
exclusively online. The course structure involved real-time instruction, hands-on projects, and twelve weekly asynchronous
videos. The videos were uploaded to an online learning platform that captured and locally processed participant webcam feeds
as they watched videos to generate eye-tracking data. Participants were informed of the purposes of the recordings and had
continuous access to their own data on the learning platform. All participants signed a consent form to agree to the data
collection process.

4.3. Material

When recording the video lectures, a webcam captured the instructor’s face and a Tobii 4C eye tracker captured his eye
movements. Four versions of the videos were created: some of the videos had the instructor’s face overlaid on top, and some
were augmented with the instructor’s gaze (see Table 1). In each video, the instructor tried to exhibit various affective states
(e.g., enthusiasm, frowning when concepts were more difficult, etc.) to make the content as engaging as possible.

After each video, participants took a quiz testing their knowledge of the content of the video. There were ten items each
week, for a total of 120 questions over the entire semester. The quizzes included questions about facts, concepts, procedures,
and examples of applications of large datasets in education. For example, in weeks 6—7, where the topic was machine learning,
conceptual questions included these: “What are potential solutions to a model underfitting the data?”’; “What are potential
solutions to a model overfitting the data?” Factual questions included “Which of the following algorithms are probabilistic?”
Procedural questions included “What is the first step in the K-means algorithm?” Finally, application questions included
“Which of the following are examples of applications of machine learning?” In total, there were 50 factual questions, 35
conceptual questions, 24 procedural questions, and 11 questions about applications. We double coded 20% of the questions
and reached an agreement of 83% (Krippendorff’s Alpha = 0.72), which indicates a “good” agreement between raters.

4.4. Design

We used a 2x2 experimental design to test the effect of the instructor’s face and gaze on the videos: a quarter of the students
saw the raw video; a quarter saw the instructor’s face next to the video; a quarter saw the instructor’s gaze on the video; and
a quarter saw both (Table 1). We used a 2x2 design to test for an interaction effect between the two interventions: prior work
has shown that seeing the gaze of an instructor is beneficial to learning (e.g., Mason et al., 2015), even though it increases
cognitive load; however, we expected that adding the face would create too much cognitive load and be detrimental to learning,
by having students monitor both the gaze and the face of the instructor.
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To assess the effect of each intervention, we compared students who saw the videos with and without the instructor’s
gaze, and students who saw the same videos with and without the instructor’s face. Participants were randomly assigned to
one of the experimental conditions for the entire semester. While we cannot guarantee that students did not exchange
information about their experimental conditions, this potential bias is mitigated by the fact that this was an online course and
students never met in person.

While the sample size per cell could be larger (N=13), what matters most is the total sample size (N=52) because we are
not interested in conducting comparisons between individual cells (Westfall, 2015). What we care about is the difference
between control and treatment groups (e.g., with/without the face of the instructor), which means that we have 26 data points
for each condition.

Table 1: Sample Snapshots of Instructor Gaze

Conditions  No instructor’s gaze (N=26) With instructor’s gaze (N=26)

No
instructor’s
face (N=26)

With
instructor’s
face (N=26)

Note: The table shows sample snapshots of a video in each of the 2x2 experimental conditions used in this study. Each
row/column contained 26 participants. The grey circle on the right column indicates the location of the instructor’s gaze as
seen by the students. In this example, student attention is drawn to the y-axis (Which is crucial in understanding why data
normalization leads to better clusters).

4.5. Procedure

Each week, students watched an instructional video on the topics mentioned above. Each video was between 20 and 30 minutes
long, and provided factual, procedural, and conceptual information. There was no time limit for watching the video, and
students could watch it as many times as they wanted. When they felt ready, students took a 10-question quiz with multiple-
choice answers. The time limit on the quiz was 15 minutes, to ensure that students used their own notes and understanding of
the material to answer the questions. We found that the time limit minimized overreliance on the video. Students had until a
specified deadline to complete the quiz, after which the correct answers were released.

4.6. Multimodal and Outcome Measures

Table 2 provides an overview of the measures used in this study. Independent variables (interventions and demographics; left
column) are described in sections 4.1 and 4.4 Mediator (middle column) are described below. Dependent variables (right
column) are described in section 4.3.

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 4.0 International
License (CC BY-NC-ND 4.0)
215



Table 2: Summary of the Variables Used in Analysis

Independent variables Mediator Dependent variables
Intervention Eye-tracking data Learning outcomes (Quiz scores)
Presence/absence of gaze  Joint visual attention 50 factual questions
Presence/absence of face 35 conceptual questions

24 procedural questions
11 questions about applications

We captured the instructor’s eye gaze using a Tobii 4C, and student gaze using WebGazer (Papoutsaki et al., 2016).
WebGazer.js is an open-source, web-based eye tracking library that leverages common web technologies such as JavaScript,
HTML, and CSS to provide real-time gaze prediction on the screen of a computer or mobile device. It uses data from a
webcam to estimate where a user is looking on the screen. WebGazer improves its accuracy over time, by using user clicks at
calibration data for estimating the x and y coordinate of user gaze on a screen. To compute joint visual attention, we compared
the location of the instructor and student gaze for each video frame. We standardized gaze coordinates between 0 and 1
because the video dimensions varied based on student/instructor browser window size and resolution. We then computed the
distances between the instructor’s coordinates and each student’s coordinates and assessed different thresholds to determine
if they shared the same attentional focus. Because the resolution of webcam-based eye tracking is less accurate than with
dedicated hardware, we considered larger thresholds than traditional eye-tracking studies (e.g., Schneider & Bryant, 2024).
While we found similar trends across different threshold values, we took a more conservative approach and considered
distances below 0.25 (i.e., a quarter of video size) between two gazes to count as joint visual attention. Table 3 provides a
high-level overview of the data collected for each student and averaged over the entire semester (scores and synchrony
measures are expressed in percentages), and Table 2 provides a summary of the variables considered in the analyses below.

Table 3: Head of the High-Level Data Frame

Note: Head of the high-level data frame used to compare experimental conditions (presence of face, gaze) on quiz scores
(fact, concept, procedure, application). The last column is a synchrony measure of the gaze (jva = joint visual attention).

4.7. Data Analysis

In this section, we describe the measures we computed from the data and how we addressed our research questions. For RQ1,
we used a between-subjects Multivariate Analysis of Variance (MANOVA) to assess the effect of the instructor’s gaze and
face overlaid on the weekly videos. Learning was measured through student scores on the quiz questions. For RQ2, we
correlated joint visual attention with learning scores and assessed several mediation models.

5. Results

5.1. Exploratory Data Analysis
A preliminary step in our data analysis was to check the quality of the data collected while students were watching the videos.
Since there were hardware, environmental, and individual differences between students, data quality tended to vary. We
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computed students’ joint visual attention with the instructor and plotted the data for the entire semester. We show six exemplar
graphs in Figure 1 for the eye-tracking data. Each graph represents a student, and the colours represent the different weeks of
the semester. The leftmost two graphs show “healthy” data with a sizable dataset for each week. The next two graphs each
show “borderline” data sizes of around five thousand, suggesting that the data may not be comparable to that of other students.
The next two graphs show unusable datasets due to missing data. The rightmost graph shows the number of data points for
each student (i.e., each student is represented by a bar). We looked at a bar graph to identify “dips” in the data (i.e., when the
slope significantly increased). In the case of the eye-tracking data, we used two thresholds for removing students: when they
had less than 5k and 10k data points. We found a stronger correlation with a more conservative threshold (i.e., 10k), which
we used for our analyses.

Figure 1: Left: eye-tracking data for six students (the distance with the instructor’s gaze is shown on the y-axis;
time is shown on the x-axis; colours represent the different weeks of the semester). Right: total number of
data points for the semester (each bar represents a distinct student enrolled in the course).

5.2. RQ1: Do Videos Augmented With the Instructor’s Face and/or Gaze Positively Affect Student Learning?
To answer the first research question, we aggregated student quiz scores over the entire semester (see Figure 2) in four
categories (facts, concepts, procedures, applications) and assessed for significant differences using a MANOVA. Each variable
was checked for normality, outliers, and homogeneity of variance. For testing homogeneity of variance, we used Leven’s test
(based on medians) and found that none of the results were significant. This means that across groups, quiz scores are
considered to have comparable variance. For outliers, we generated boxplots (see Figure 2, left side) for each question
category. Factual and procedural questions had a few outliers; we replicated our analyses below without them and found that
they did not affect the significance of our results. We assessed normality using the Kolmogorov-Smirnov test and found that
responses on procedural (p < 0.001) and application (p < 0.05) questions were significant (i.e., not normal). For these
categories, we also conducted non-parametric tests.

The MANOVA revealed a significant effect of overlaying the gaze of the instructor on conceptual questions: F(1,44) =
4.42, p=0.04, Cohen’s d = .77 (no-gaze: mean=0.48, SD=0.27; visible-gaze: mean=0.67, SD=0.22), but not on other question
types (factual, procedural, applications). We did not find any significant effect of seeing the instructor’s face on any of the
four question types, or any significant interaction effect between the two conditions (# < 1). Because some of our dependent
variables were not normally distributed, we conducted the same analyses using a non-parametric test (Kruskal-Wallis H Test).
The results were unchanged: only the gaze intervention had a significant effect on conceptual scores: U(1) =4.27, p <0.05.

Figure 2: Left: boxplots of learning scores on the four subdimensions of the quizzes over the entire semester.
Right: bar charts for the different experimental conditions (whiskers indicate standard errors).
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To take the temporal dimension of our data into account (i.e., students were tested every week for an entire semester), we
replicated the results above using a multilevel model in SPSS. Weeks and experimental conditions were modelled as fixed
effects, and we looked at their effect on conceptual scores. We again found a significant effect of seeing the gaze of the
instructor on conceptual questions: F(1,531) =4.12, p < 0.05. There was no significant interaction effect between time (i.e.,
weeks) and experimental conditions: F(1,531) =2.5, p=0.11.

5.3. RQ2: Does Joint Visual Attention Mediate Learning?

First, we assessed whether joint visual attention was correlated with quiz scores. We found that joint visual attention was
significantly correlated with conceptual scores: 7(24) = 0.48, p < 0.005, but not other categories (fact, procedures,
applications). Second, we assessed a mediation model (see Figure 3) to further delineate the significance of joint visual
attention. The model examined the effect of the experimental conditions on conceptual learning, mediated by joint visual
attention. Because of our small sample size, we used a bootstrapping with 1,000 replicates for uncertainty estimation. We
mark a finding as significant if zero is outside the resulting 95% bootstrap confidence interval (Efron & Tibshirani, 1993).

~

| _ 2

Experimental innt Quiz
- —a—>| Visual —b—>
conditions ; scores
Attention

Figure 3: The mediation model assessed in this paper.

The effect of experimental conditions (i.e., the instructor’s face or gaze) on joint visual attention was significant (p<.01,
CI: [.012; .08]) as was the effect of JVA on conceptual questions (p<.01, CI: [.53; 3.34]). The total effect of the model was
significant (p<.05, CI: [.047; 0.33]).

In summary, the correlation analysis shows that joint visual attention seems to be associated with higher quiz scores on
conceptual questions. Additionally, the mediation analysis suggests, together, that joint visual attention is a significant
mediator for the experimental conditions on learning. We further discuss these findings below.

6. Discussion

We compared the effect of seeing the instructor’s gaze and face in an instructional video during a semester-long course.
Students watched weekly videos and completed a quiz testing their understanding of the material. We collected eye-tracking
data while they learned from the videos and explored the predictive value of joint visual attention.

Our first research question was about the effect of adding the instructor’s face or gaze to the videos and how it impacted
student learning. We found that adding the face of the instructor had no effect on learning, which is in line with prior work
(Djamasbi et al., 2012). This is not to suggest that showing the instructor’s face is without benefit; this may influence aspects
of student learning experiences other than conceptual understanding, such as their enjoyment, long-term motivation, or rapport
with the instructor (Kizilcec et al., 2014, 2015; Wilson et al., 2018). However, what effect it may have had did not translate
into learning. Visualizing eye-tracking data, on the other hand, increased scores on conceptual questions (but did not affect
other types of learning, such as learning about facts, procedures, or applications). This is also in line with prior work that has
found that gaze augmented videos aid learners attend to task-relevant materials, minimize the likelihood of
miscommunication, and help students follow the thought process of an instructor (Pi et al., 2020; Melnyk et al., 2021). There
are several potential interpretations of this result, inspired by the signalling effect described by Mautone and Mayer (2001):
The gaze might have served as a nonverbal cue that guides student attention toward critical elements or ideas in the lesson,
enhancing conceptual understanding. Since facts and procedures can often be outlined or highlighted in text or verbally
emphasized, the effect of gaze guidance may not be as pronounced for these types of learning, since student cognitive load
might be lower in these situations. Additionally, the inclusion of the teacher’s gaze might help manage cognitive load (Mayer,
2005; Mayer, 2021): conceptual understanding requires connecting new knowledge with existing cognitive structures, and
effective management of cognitive load would particularly benefit this process. The memorization of facts or the learning of
procedures might rely less on cognitive load management and more on repetition. Finally, gaze awareness can also “contribute
to an improved feeling of social presence” (Akkil et al., 2018), making students feel more connected and thus more motivated
to engage with conceptual material. The implication of these findings is that it might be more beneficial to add gaze data to
learning videos, contrary to the customary practice of adding the teacher’s face, if we primarily care about supporting student
conceptual learning.
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In our second research question, we explored the predictive value of eye-tracking data. Prior work suggests that shared
attention tends to be linked to interactions of higher quality (Schneider et al., 2018), and increased learning gains (D’ Angelo
& Schneider, 2021). Indeed, we found in our dataset that joint visual attention was positively and significantly associated with
student scores on conceptual questions. This suggests that students who paid attention to what the instructor was looking at
tended to learn concepts better, which is in line with prior findings (Schneider et al., 2023). Additionally, a mediation analysis
suggests that joint visual attention significantly explains the variance in learning, and similarly, JVA is a significant mediator
for the association between experimental conditions and learning (as found in other studies by Schneider & Pea, 2013). This
suggests that students were not absent-mindedly following the moving dot representing the gaze of the instructor on the video:
establishing joint visual attention with the instructor was associated with higher learning scores.

While our results are mostly consistent with prior work, they generalize findings from shorter, controlled (lab) studies
(e.g., Sharma et al., 2014; Jarodzka et al., 2013) to a course taught during an entire semester. We also assessed whether
webcam-based eye-tracking measures could be used to compute measures of joint visual attention, which previously had been
done with dedicated hardware (e.g., Schneider et al., 2023; Mason et al., 2015). Finally, this paper extends prior results by
directly comparing the “instructor presence” with shared gaze visualizations and showing that the latter seems more beneficial
to student learning.

6.1. Design Considerations

While we found a positive effect of sharing gaze data, we do not believe that it is a silver bullet for making online videos
easier to understand. According to a review on SGVs (D’Angelo & Schneider, 2021) there is a tension between gaze
supporting communication (e.g., by facilitating referencing) and distracting the viewer (e.g., by displaying fine-grained
fixations or saccades). In the design of the videos presented in this study, the instructor had to consciously minimize scanning
behaviours and maximize the use of his gaze as a communication medium. This was not intuitive for the instructor since we
usually do not consciously control our eye movements. While there is time and energy gained by not having to manually
annotate every slide with arrows and highlights for comparable effect, recording eye-tracking data adds cognitive load when
recording a lesson. Consequently, instructors who know their material well and have been teaching it for several years may
be the best candidates for creating high-quality learning videos augmented with gaze data. Additionally, particular concepts
and formats might benefit more from SGVs than others (e.g., material involving complex representation). These design
considerations are in line with best practices for designing educational videos (Mayer et al., 2020).

6.2. Limitations

There are several limitations to this study. First, our data cleaning steps include removing participants who did not have enough
data. This reduced our sample size and introduced the risk that data may have not been missing at random (e.g., students who
were less engaged spent less time on lessons). For these reasons, some of our findings should be replicated before any
generalization claims can be made. Second, we acknowledge that webcam-based data collection tools (eye trackers) are not
as accurate as solutions using dedicated hardware. This limits the accuracy of the data, especially across a variety of
participants and settings (e.g., lighting, hardware). Lastly, related to this point, there are several unknown factors that can
compromise the quality of the data. Different students had different hardware, sometimes more affordable laptops that are not
suited for processing real-time webcam data. Sanity checks, such as the one discussed in the “Exploratory Data Analysis”
section, will be continuously needed in future studies to discern the reliability of the data.

6.3. Future Work

For future work, we plan to replicate these results with a new cohort of students. This will increase confidence in the
generalizability of our findings. Because recording the videos increases the instructor’s cognitive load, we are also interested
in developing better tools for recording their gaze (e.g., by changing the type of visualization used, or by letting the instructor
turn it on and off when necessary). Alternatively, new implications may be found by providing the same features to students,
so that they can customize the gaze visualization to their personal preferences (D’Angelo et al., 2019). Lastly, since prior work
has identified effects of video interventions on learners’ cognitive loads (Alemdag, 2022), this should be considered in future
work.

7. Conclusion

Our results suggest that SGVs may be a promising way to enhance the traditional PiP video format in online learning for
conceptual learning and for learners who need additional support in cognitive resources. Given that this is a result from one
class with an idiosyncratic population, topic, and social setting, we do not argue that SGVs are panaceas; rather, we contend
that there is a need to conduct future tests to validate their effects, focusing on certain areas found to be promising in the
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current study. Namely, our results suggest that SGVs are helpful in online learning when presenting complex, multiple
representations (for additional considerations, see D’ Angelo & Schneider, 2021).

As an additional contribution, we find that webcam-based multimodal measures could be meaningful proxies of the
learner’s cognitive process. We found that joint visual attention is a particularly theoretically sound construct, as well as an
empirically promising indicator of conceptual understanding. In sum, these findings further our understanding of the factors
that contribute to effective online learning experiences and pave the way for studying innovative ways of augmenting videos
with multimodal information.
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