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Highlights  Abstract  

• This research draws attention to the level of 
agreement, strength, and direction of the 
relationship between academic writing scores 
assigned by a large language learning model 
(ChatGPT, in this paper) and human raters.  

• This research highlights the finding that the 
level of agreement in the scores assigned by 
two of the human raters and ChatGPT is slight 
to fair and significant.  

• This research emphasizes that the scores the 
five human raters assigned reveal a significant 
low-to-high positive correlation.  

• This research suggests reliable scores could be 
obtained when ChatGPT scores are paired with 
those obtained from human raters to assess 
second-language college writing. 

The quality of writing in a second language (L2) is one of the 
indicators of the level of proficiency for many college students to be 
eligible for departmental studies. Although certain software 
programs, such as Intelligent Essay Assessor or IntelliMetric, have 
been introduced to evaluate second-language writing quality, an 
overall assessment of writing proficiency is still largely achieved 
through trained human raters. The question that needs to be 
addressed today is whether generative artificial intelligence (AI) 
algorithms of large language models (LLMs) could facilitate and 
possibly replace human raters when it comes to the burdensome task 
of assessing student-written academic work. For this purpose, first-
year college students (n=43) were given a paragraph writing task 
which was evaluated through the same writing criteria introduced to 
the generative pre-trained transformer, ChatGPT-3.5, and five 
human raters. The scores assigned by the five human raters revealed 
a statistically significant low to high positive correlation. A slight to 
fair but significant level of agreement was observed in the scores 
assigned by ChatGPT-3.5 and two of the human raters. The findings 
suggest that reliable results could be obtained when the scores of an 
application and multiple human raters are considered and that 
ChatGPT may potentially assist human raters in assessing L2 college 
writing. 
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1. Introduction 
Assessment literacy refers to an understanding of fundamental principles underlying effective assessment 
practices (Popham, 2004). Starting with formulating an age and level-appropriate assessment tool, writing 
assessment literacy for many second-language (L2) writing instructors requires the process of editing, 
providing effective feedback, and evaluating the written work. The process remains difficult since it 
requires clear assessment criteria, relevant pedagogical knowledge, and overcoming time constraints and 
biases (White, 2009; Zhang, 2013). When human raters are involved, the writing scoring process inevitably 
becomes time-consuming, labor-intensive and inconsistent among and within the raters (Hua & Wind, 
2019; Uto & Ueno, 2018). Despite the vast amount of time good teachers dedicate to ensure the validity 
and reliability of their writing assessment practices (Coombe, 2010), human-related factors, including 
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fatigue, subjectivity, and inconsistency, can still interfere with the reliability of writing scores (Hussein et 
al., 2019; Peng et al., 2012). Understanding language assessment practices to achieve reliable and consistent 
scoring is crucial for teachers and students to prevent loss of time, money, motivation, and confidence 
(Crusan et al., 2016). In the face of all these challenges, the employment of Automated Essay Scoring 
(AES) tools can offer benefits such as reduced rating times and increased homogeneity in scoring student-
written work in a range of educational settings. In spite of the benefits AES tools offer, they do not come 
free of shortcomings. For one, these tools did not prove to be effective, and students do not favor such 
assessment tools (Chen & Cheng, 2008). For another, these tools may overlook content development and 
coherence of the written work and may put students at an advantage when compared to scores assigned by 
human raters (Doewes, & Pechenizkiy, 2012).  
Since the introduction of the first AES tool, the Project Essay Grader (PEG), numerous (non)commercial 
AES applications have been developed as tools for writing assessment to assist writing instructors in the 
time-consuming task of writing assessment (Page, 1966; 2003). AES tools act as a measurement of 
technology and evaluate the written work. The major task of any AES system is to classify the essay types 
and turn each essay into a measurable unit in terms of style, word use, syntax structure, and content by 
using algorithms and statistical methods and assigning a numeric value. PEG starts with a training phase 
where the system is trained on a sample of 100-400 essays, and then it assigns scores to the essays based 
on estimated coefficients in the scoring stage. It exhibited a positive correlation of .87 with human raters 
(Dikli, 2006; Refaat et al., 2012). Non-commercial popular AES tools such as the Tool for the Automatic 

Analysis of Cohesion (TAACO) and the L2 Syntactic Complexity Analyzer (L2SCA) are used to explore the 
relationship between text cohesion and essay quality (Crossley & McNamara, 2016) and the syntactic and 
lexical complexity of the written work (Lu, 2010). Some well-known commercial AES tools such as 
Intelligent Essay Assessor (IEA; Pearson Education, 2010), e-rater (Educational Testing Service, n.d.), and 
IntelliMetric (Vantage Learning, n.d.) rely on assessing the writing style and the content of the essay. All 
these AES applications are reported to correlate with human rater scores to a certain extent (Gierl et al., 
2014) even though they may fail to detect off-topic or plagiarized essays, which human raters have 
developed a critical eye for (Hoang, 2011).  According to Lim et al. (2021) and Ifenthaler (2022) the most 
widely used AES tools are listed as PEG, IEA, e-rater and IntelliMetric.  
One of the latest large language learning models (LLMs) based on artificial intelligence (AI) that teachers 
and students could benefit from is an AI form based on a generative pre-trained transformer (GPT) 
architecture named ChatGPT. The benefits and challenges ChatGPT offers have been well articulated in 
the field of higher education (Rasul et al., 2023) and foreign language teaching, learning, and assessment 
(Hong, 2023). On one hand, this form of AI could generate ideas, analyze and write tasks, and enhance the 
learning experiences of both the teachers and the students. It performs various language-related tasks, 
including generating texts, answering questions, doing translation, and producing responses that look like 
the human language, thanks to powerful algorithms structured within deep learning mechanisms (Lund et 
al., 2023). Moreover, the chatbot employs a text-based interface (Fraiwan & Khasawneh, 2023; Xames & 
Shefa, 2023). On the other hand, dissemination of false information, a lack of deep understanding, and 
potential academic integrity issues (Farrokhnia et al., 2023) cannot be overlooked, as anyone can sign in 
and start using the beta version of GPT-3.5 for free or the latest version GPT-4 on a monthly fee of $20 
without any prior training (OpenAI, 2023).  
This paper follows this latest fade in writing assessment and aims to contribute to the existing literature on 
the consistency of scores assigned by the AES systems and human raters in assessing the written work of 
college students. This case study examines the scores assigned to student paragraphs in an English as a 
Foreign Language (EFL) context and compares correlational relationships and levels of interrater 
agreement between ChatGPT-3.5 and five human evaluators. The paper is structured as follows. First, we 
will discuss previous work on using AI in writing assessment tools and introduce our study. After detailing 
the method and the results, we will offer a discussion of our findings with respect to the relevant work in 
the literature.  
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2. Literature 
Using AI as an AES tool in assessing writing is not a new phenomenon. Some research findings report 
promising results in using algorithms in scoring student written work. Some AES products which utilize 
rubrics on a particular scoring algorithm are commercially available to score essays on the TOEFL or 
GMAT papers. In contrast, some other products have been developed and trialed in non-western countries. 
In the Malaysian context, for example, the Intelligent Essay Grader (IEG) has been used to score essays 
written as a part of the Malaysian University Test of English (Wong & Bong, 2021). A total of 459 English 
essays were analyzed via IEG, which introduced a rubric consisting of language appropriacy and accuracy 
and indicators of coherence, cohesion, language functions, and task fulfillment. The scores assigned to the 
essays were correlated with language and semantic analyses. Language features are cited as a better 
predictor of an essay's score than semantic features. 
Similarly, the scores assigned to the essays (n=326) of Chinese undergraduate English majors were 
correlated with those scored by the application WriteToLearn and four human raters (Lui & Kunnan, 2016). 
The scoring application was more consistent and stringent than the trained human raters, but it still failed 
to score seven essays. In another study, a total of 3453 essays from American middle and high schoolers 
were evaluated by the AES system, IEA, and experienced human raters (n=19) through the given 
informative and persuasive prompts (Chan et al., 2023). It was found that the scores assigned by the 
application and the human raters were more consistent than the scores obtained from the human raters only. 
Lu (2019) examined the English writing level of Chinese students (n=114) through the automated writing 
evaluation system, Juku, which was reported to be less effective than human raters in giving a proper 
evaluation. Tsai (2012) analyzed the essays of Chinese senior high schoolers (n=953) and reported that the 
scores of human raters were more consistent than the conjoined scores of the human raters and the AES 
system. However, the system can assign consistent scores based on grammar errors, paragraphing, 
mechanics, and word count (Tsai, 2010).  
Some research findings suggest that the scores assigned to written work could be more reliable when a 
human rater is matched with an application rather than when the scores of two trained human raters are 
considered. In one of the very early studies, Landauer et al. (2003) found that the scores assigned to the 
essays of middle schoolers by the IEA and human raters showed a correlation of .90. Hoang and Kunnan 
(2016) explored the effectiveness of the scoring program MY Access! with a comparison to human raters. 
The scores assigned to the essays, written by learners of English as a foreign language on three different 
prompts by MY Access!, were found to be moderately correlated with those of the human raters. Even 
though the application detected content words, it fell behind the human raters in recognizing these words 
within discourse. Similarly, Azmi et al. (2019) reported that the scores assigned to the essays (n=350) of 
Arab middle and high schoolers by the AES system, the Automatic Arabic Essays Evaluators (AAEE) met 
90% accuracy with a correlation of more than .75 with the scores assigned by the human raters. The 
correlation between the human-application pairings was found to be higher than that of the human-human 
pairings. Mizumoto and Eguchi (2023) used ChatGPT to analyze 12.000 essays written by second-language 
learners of English on the TOEFL database. ChatGPT was introduced a writing rubric, on a scale from 0 to 
10, which was developed in accordance with the linguistic correlates of human rating scores. The scores 
assigned by ChatGPT reflected three different levels of proficiency and could be used reliably with the 
scores of the human raters. Alikaniotis et al. (2016) analyzed the style and content of a dataset of nearly 
13.000 essays written by middle and high schoolers. The observed correlation to the scores between the 
human raters and the augmented model of score-oriented word embeddings and long and short-term 
memory network was more than .90. Taghipour and Ng (2016) trained a neural network model to evaluate 
the style and content of the essays on the Kaggle dataset (https://www.kaggle.com/c/asap-aes7data)  and 
correlated the scores obtained from their system with those from the AES system, Enhanced AI Scoring 

Engine (EASE), which is publicly available. The correlation between the scores assigned by these two 
systems was .75, and the correlation between the scores assigned by the developed neural network and the 
human raters was .76. The similarity between the average scores of the human raters and the two AES 
systems seemed promising in developing a finely tuned scoring system. 

https://www.kaggle.com/c/asap-aes7data
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Similarly, Dong and Zhang (2016) found that the correlation between the scores given by human evaluators 
and the neural network to the syntactic and semantic features of the essays was .75. Dasgupta et al. (2018) 
developed another neural network architecture that acted as the AES system. The model was fed on 
linguistic features such as part of speech, cohesion, lexical diversity, causality, and informativeness of the 
AES system to evaluate around 20.000 essays. The correlation between the AES tool and the human raters 
was more than .90. Overall, recent research suggests time and cost-effective results in using AI-based 
algorithms to score students' written work reliably and consistently without any frustration or exhaustion. 
Now we introduce our study. 

3. Methodology 

3.1. Research Design 

The research design is correlational, in which five different scorers who were trained on the same rubric 
marked a single group of writing papers. Participant recruitment was made through convenience sampling 
among college freshmen students who were instructed in an English medium program. The paper explored 
the level of agreement and correlation between the grades assigned by human raters and the generative pre-
trained transformer, ChatGPT-3.5. The specific research questions addressed were the following: 

(i) What is the level of agreement between five human raters in assessing student paragraphs 
written in a second language? 

(ii) What is the level of agreement between the human raters and ChatGPT in assessing student 
paragraphs in a second language? 

(iii) What is the relationship between the scores assigned to student paragraphs in a second 
language by these human raters? 

(iv) What is the relationship between the scores assigned to student paragraphs in a second 
language by the human raters and ChatGPT? 

3.2. Data Collecting Tools 

Three instruments were used to collect data: (i) two demographic questionnaires, one of which aimed at 
exploring students’ perceived level of proficiency in second-language writing, and the other of which aimed 
at eliciting human rater information, (ii) a writing rubric to grade the papers and (iii) a paragraph writing 
task. The writing task comprised an age-appropriate and intriguing topic and some writing prompts (See 
Appendix A). A holistic rubric1 was provided to five human raters2 and ChatGPT-3.5 with explicit 
instructions to evaluate the given paragraphs based on the given criteria (See Appendix B). The rubric 
components were introduced to ChatGPT-3.5, and the human raters were given an hour of a standardization 
session to get familiarized with the rubric and the grading process.  
3.3. Participants  

The participants were Turkish advanced-level learners of English as a foreign language. They were all first-
year college students who were qualified to pursue their departmental studies in a department where the 
medium of instruction was English. Nearly half of the participants had to complete a year of prep school to 
be eligible for departmental studies. After completing the required two-semester freshmen academic writing 
courses, the participants had prior experience writing in a second language at the sentence, paragraph, and 

 

1 Previous work suggests that the kind of rubric (e.g., holistic vs. analytic) used to rate written work, the number of raters who 
do the scoring and their level of experience affect the scores assigned to student written work. The reason why we used a 
holistic rubric was that all the human raters were experienced in assessing college level student writing and even when the 
raters were asked to use an analytic rubric, they may still tend to give overall grades based on their personal impression (Çetin, 
2011:483). 
2 We would like to thank one of the anonymous reviewers who suggested that we needed to increase the number of the raters 
to five. As suggested in the literature, even though it is practically difficult, employing five raters could improve scoring 
reliability (Arslan Mancar & Gulleroglu, 2022:528).  
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text levels. The task was given at the end of the second semester of the 2023 Spring academic year. A total 
of 60 students were assigned the task, but 43 were evaluated by the GPT and the human raters. Of these 
participants, 20 were males, and 23 were females. Since all the classes were held online, the written 
paragraphs were submitted on a digital learning platform. The tables below summarize participant 
demographics: 
Table 1a.  
Student demographics 

Characteristics Mean (SD) Range 
Age 
Age of onset in L2 writing 
Age of perceived fluency in L2 writing 

19.4 (1.6) 
12.5 (3.7) 
16.4 (2.1) 

18-26 
6-19 
11-20 

As seen in the table above, the mean age of the participants was 19, and the reported mean age when they 
started to write in English was before age 13. Their perceived mean age to have gained fluency in writing 
in English was reported to be age 16. Next, we introduce the rater demographics. 

Table 1b.  

Rater demographics 

Characteristics Gender Age Years of teaching experience  
Rater A 
Rater B 
Rater C 
Rater D 
Rater E 

male 
female 
female 
female 
female 

28 
29 
36 
30 
34 

7(7 years of teaching writing at college level) 
7(5 years of teaching writing at college level) 
14(13 years of teaching writing at college level) 
7(7 years of teaching writing at college level) 
11(6 years of teaching writing at college level) 

As given in Table 1b, the raters came from a similar educational background and teaching experience. The 
recruitment criterion for the raters was to have a minimum of five years of teaching experience in college-
level second-language writing. 

3.4. Data Analysis 

After receiving the grades assigned by the five human raters and ChatGPT-3.5, the scores were entered 
anonymously into Excel sheets. Then, tests of normality, correlation, and reliability were run on the 
statistical software Statistical Package for Social Sciences (IBM, 2017) to address the relevant research 
questions. Since the data did not meet the assumptions of normality and the sample size (n<50) was small, 
level of agreement (Kappa values) and correlation coefficients (Spearman's rho values) were reported to 
explore the relationship between the scores assigned by the chatbot and the human raters. 
3.5. Validity and Reliability 

The content validity of the instrument, the writing task, and the rubric was ensured through the opinions of 
three experts in the field. Necessary amendments were made to the rubric and the task based on the feedback 
received from the experts. The writing rubric was adapted from Rosmawan (2017). The instrument was 
piloted on five participants before the main data collection. Face validity was granted through the opinions 
of the focus group who participated in the pilot study. These five papers ensured that the human raters and 
the chatbot got familiarized with the writing rubric.  
3.6. Research Procedures 

Ethics clearance was obtained from the university board of ethics (ID: 2023/08-03). The participants were 
recruited through convenience sampling. First, the participants were given a demographic questionnaire. 
Then the students were asked to do a thorough reading on the topic and write a paragraph discussing the 
causes of unemployment among young people in developing countries. The students were given a week to 
do the task. A detailed writing rubric was used to score the students’ written paragraphs. The rubric was 
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introduced to ChatGPT-3.5, and the five human raters were trained to ensure the standardization of the 
writing scoring process. After the standardization session, which took around an hour, the human raters 
were given a week to score the student paragraphs according to the rubric that they were introduced. 
Research participation was voluntary, and the students were awarded extra points for their time and effort.  

3.7. Findings  

Recall that the study investigated the level of agreement, the strength and direction of the relationship 
between the scores assigned by the human raters and Chat GPT-3.5. The table below gives descriptive 
statistics of the scores assigned by different raters: 
Table 2a.  

Writing scores 
Raters Mean (SD) Range 
ChatGPT 
Rater A 
Rater B 
Rater C 
Rater D 
Rater E 
Human (Avr) 

76.98 (17.66) 
86.51 (13.61) 
73.49 (17.98) 
76.28(13.63) 
77.91 (13.55) 
64.30 (15.98) 
75.70 (12.15) 

40-100 
40-100 
10-100 
50-100 
50-100 
15-90 
10-100 

As can be seen in Table 2a, the mean scores assigned to the student paragraphs by ChatGPT and the third 
human rater were similar. However, the first human rater gave higher scores to the students’ written work. 
Since we had a small sample size (n=43), determining the distribution of the scores was important for 
choosing an appropriate statistical method. The results of a series of the Shapiro-Wilk test showed that the 
distribution of the scores assigned by ChatGPT (W= .885, p< .001), Human Rater A (W= .836, p< .001), 
Human Rater B (W= .915, p= .004), Human Rater C (W= .934, p= .018), Human Rater D (W= .918, p= 
.005), Human Rater E (W= .923, p= .008) and the Average Human Rater Scores (W= .944, p= .039),    
departed significantly from normality. Next, we report the level of agreement between the raters:  
Table 2b. 

Agreement across raters 
Raters Kappa Value(κ) Approximate significance (p) Level of agreement 

ChatGPT vs. Rater A 
ChatGPT vs. Rater B 
ChatGPT vs. Rater C 
ChatGPT vs. Rater D 
ChatGPT vs. Rater E 
ChatGPT vs. Human (Avr) 
Rater A vs. Rater B 
Rater A vs. Rater C 
Rater A vs. Rater D 
Rater A vs. Rater E 
Rater B vs. Rater C 
Rater B vs. Rater D 
Rater B vs. Rater E 
Rater C vs. Rater D 
Rater C vs. Rater E 
Rater D vs. Rater E 

.027 

.124 

.098 

.260 

.101 

.061 
-.052 
.155 
.023 
-.086 
.252 
.263 
.020 
.224 
.069 
.019 

.653 
  .036* 
.090 

      .000*** 
.069 

  .045* 
.404 

    .018** 
.711 
.062 

      .000*** 
      .000*** 

.762 
     .001*** 

                      .292 
                      .763 

Slight 
Slight  
Slight 

             Fair 
             Slight 
             Slight 
             Slight 
             Slight 
             Slight 
             Slight 
             Fair 
             Fair 
             Slight 
             Fair 
             Slight 
             Slight 

    *p<.05.** p<.01, *** p<.001 
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As shown in Table 2b, human raters showed some level of agreement among themselves and ChatGPT also 
exhibited some level of agreement with the human raters. More precisely, Human Raters A & C showed a 
statistically significant slight level of agreement. A significant and fair level of agreement was observed 
between Human Raters B &C, B&D and C&D. The scores assigned by ChatGPT showed a slight but 
statistically significant agreement with Human Rater B and the average scores assigned by the five human 
raters. The finding that the scores assigned by Human Rater D and ChatGPT showed statistically significant 
fair level of agreement is promising. Based on this outcome, we used a non-parametric test to determine 
the correlational relations between the scores given by different raters. Table 2c gives the correlation 
coefficients across raters: 

Table 2c. 
Correlation coefficients across raters 

Raters Spearman’ rho (rs) Approximate significance (p) Size of correlation 
ChatGPT vs. Rater A 
ChatGPT vs. Rater B 
ChatGPT vs. Rater C 
ChatGPT vs. Rater D 
ChatGPT vs. Rater E 
ChatGPT vs. Human (Avr) 
Rater A vs. Rater B 
Rater A vs. Rater C 
Rater A vs. Rater D 
Rater A vs. Rater E 
Rater B vs. Rater C 
Rater B vs. Rater D 
Rater B vs. Rater E 
Rater C vs. Rater D 
Rater C vs. Rater E 
Rater D vs. Rater E 
 

.138 

.049 
    .398** 
    .390** 

.128 

.237 
  .362* 

    .471** 
  .370* 

      .619*** 
    .494** 
    .548** 
    .587** 
    .734** 
    .504** 
    .583** 

.376 

.753 

.008 

.010 

.413 

.130 

.017 

.001 

.015 

.000 

.001 

.000 

.000 

.000 

.001 

.000 

negligible 
negligible 

low positive  
low positive  
negligible 
negligible 

low positive  
low positive  
low positive  

moderate positive 
low positive  

moderate positive 
moderate positive 

high positive 
moderate positive 
moderate positive  

    *p<.05.** p<.01, *** p<.001 

As summarized in Table 2c, Spearman’s correlation analysis was run to determine the strength and direction 
of the relationship between the scores assigned by the raters. A significant low to moderate positive 
correlation existed between Human Raters A and B (rs= .36, n = 43, p= .017), Human Raters A and C (rs= 
.47, n = 43, p= .001), Human Raters A and D (rs= .37, n = 43, p= .015), and Human Raters B and C (rs= 
.49, n = 43, p= .001).  A significant moderate to high positive correlation existed between Human Raters A 
and E (rs= .62, n = 43, p< .001), Human Raters B and D (rs= .55, n = 43, p< .001), Human Raters B and E 
(rs= .59, n = 43, p< .001), Human Raters C and E (rs= .50, n = 43, p= .001) and Human Raters D and E (rs= 
.58, n = 43, p<.001). A high positive correlation existed between Human Raters C and D (rs= .73, n = 43, 
p< .001). The correlational values between the individual human raters A, B and E and the Averaged Human 
scores and ChatGPT were positive but negligible. A significant low to moderate positive correlation existed 
between ChatGPT and Human Rater C (rs= .40, n = 43, p= .008) and Human Rater D (rs= .39, n = 43, p= 
.010). 

4. Discussion  

This study explored the correlational relationship and agreement between the scores assigned to student 
paragraphs by human raters and those by the generative pre-trained transformer ChatGPT-3.5. The first two 
research questions explored the degree of agreement between the human raters and the degree of agreement 
between the human raters and ChatGPT. The results of this study suggest that there was a slight to fair level 
of agreement in the scores assigned between four human raters. Similarly, there was a slight to fair level of 
agreement between the generative transformer and two individual human raters and the average scores 
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assigned by the human raters. Two of the human raters showed a slight but statistically significant 
agreement with ChatGPT in the scores assigned to the student paragraphs. The next two research questions 
dealt with the correlational relationship among the human raters and between the chatbot and the human 
raters. All the human raters manifested a statistically significant positive correlation with each other. This 
study lends support to the findings, which suggest that for the sake of interrater reliability, a neural network 
algorithm can be matched with a human rater (Mizumoto & Eguchi, 2023) and that pairing the application 
and the human rater would yield more consistent results than pairing the human raters to evaluate student 
written work (Hoang & Kunnan, 2016). The scores assigned by ChatGPT showed a significant positive low 
to moderate correlation with the scores assigned by two of the human raters. The conjoined use of ChatGPT 
with human raters is in-line with the domineering view in the literature (Attali et al., 2013). 

What is more, our study mirrored the findings of Tsai (2012) in the sense that the correlation between the 
human scorers was higher and more significant than the correlation between the system and the human 
raters. However, it needs to be pointed out that the AES system that Tsai (2012) used rated 13% of the 
essays unscorable, with comments such as “syntax problem” or “off-topic” (p. 332). In our study, ChatGPT 
rated all the paragraphs without any exceptions. Similarly, Wang and Brown (2008) found that the scores 
assigned to student essays (n=107) by the AES IntelliMetric and two human raters on a holistic rubric did 
not show a significant correlation; however, there existed a significant correlation between the scores 
assigned by the human raters and the AES tool at the sentence level. This may suggest that the AES tool 
could function more accurately than the human raters when assessing surface-level writing features at the 
sentence level. 

On the other hand, human raters could give equal weight to writing features at the sentence level and other 
dimensions, including focus, development, organization, and mechanics. Thus far, neural network models 
extracted statistical-based, style (syntax)-based, and content-based features from the essays that go into 
AES analyses (Ramesh & Sanampudi, 2022). Amorim and Veloso (2017) identified two broad categories 
of features to be extracted by the AES systems. Domain features included simple linguistic features such 
as the number of pronouns and verbs, general features, on the other hand, encompassed grammar and style, 
organization and development, lexical complexity, and prompt-specific vocabulary use. Our rubric 
included mechanics, sentence level accuracy, development and organization, and vocabulary use. Using a 
more detailed rubric covering all the domains and general features with multiple dimensions could result 
in more consistency between the human raters and ChatGPT.  

The study offers attractive findings for teachers and testers in utilizing a chatbot in addition to a human 
rater in assessing writing to receive immediate, reliable scores within a transparent and objectively scored 
rubric in a shorter period (Hussein et al., 2019). However, the deep learning models of GPT are still obscure 
since we are not that familiar with the processes that take place in the analyses (see Uto, 2021 for a review).  
Thus, the interpretability and explicability of these models need to be made available (Kumar & Boulanger, 
2020) to the users, including teachers and test developers. For instance, human raters use trins which are 
variables of interest such as sentence structure, word choice and organization while grading student written 
work. AI-based tools, on the other hand, extract features termed as proxes which are variables that are 
chosen to proximate with the human trins (Bai et al., 2022). The issue arises when proxes cannot 
differentiate between surface level features such as spelling mistakes and sentence and essay length and 
deeper features that reflect the semantic and rhetoric dimensions of the written piece (Raković et al., 2021). 
More specifically, non-content-based features such as word and sentence counts are extracted at a higher 
rate than content-based features which focus on the semantic features of a text (Ramesh & Sanampudi, 
2022). Finally, it needs to be noted that GPT-3.5 has been upgraded to GPT-4 by March 2023, which could 
result in improved efficacy and performance in writing assessment.  

5. Conclusions and Suggestions 
This paper suggests promising results with respect to matching a human rater with a chatbot, ChatGPT in 
this case, to obtain reliable and consistent results in assessing college-level writing. The study has 
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limitations, including the limited number of participants, lack of different writing genres, lack of a more 
detailed writing rubric, and an absence of a second chatbot to average the obtained scores. 
The findings of this study come with certain benefits of incorporating AI algorithms in second language 
writing assessment process. For instance, human raters are reported to overlook grammatical errors unless 
they are errors of pronoun use or word choice which impede understanding the intended meaning (Ma & 
Slater, 2015: 411). AES tools, on the other hand, offer a more consistent, expertise and bias-free evaluation 
of the student written work (Taghipour, 2017). Moreover, these tools save time in scoring essays and 
providing explanations in real-time (Kumar & Boulanger, 2020). They establish a fair, unbiased, and 
transparent scoring process which could decrease teacher burden in large-scale assessments (Rupp et al., 
2019).  
 Although the findings of this study suggest that ChatGPT can be considered a promising and viable 
alternative that can act as an AES tool for writing assessment purposes, one needs to be cautious about the 
limitations and drawbacks of this AES tool before launching it for use by test developers and assessors. 
First, the model to be introduced to the chatbot needs to be finely tuned for improved accuracy (Sethi & 
Singh, 2022). Even though we did not employ such a model, there existed a certain level of correlation and 
agreement between the human raters and GPT. Introducing fine-grained measures of syntactic and lexical 
complexity and diversity would enhance the model and help attain reliable results in terms of writing 
quality. Second, the chatbot lacks the sense of a human rater (Deane, 2013), the shortcoming of which can 
be compensated by correlating the scores assigned by the AES tool and the human raters (Page, 2003). 
Third, measures such as the length of the written work could trick the AES tool, and a higher score could 
be assigned to a poorly written piece (Ifenthaler & Dikli, 2015). That is why the system cannot be trusted 
as the sole evaluator of written pieces since once the students figure out how it works, they can easily fool 
it (Dwivedi et al., 2023; Perelman, 2020). The last challenge is to program the AES tools and introduce 
rubrics that could measure human creativity. Further research needs to be conducted to explore the full 
capabilities and acknowledge the limitations of AI algorithms in order to assess the second language writing 
proficiency of larger numbers of students with a comparison of other AI-based scoring systems. Despite 
being criticized as a form of ‘high-tech plagiarism’ (EduKitchen, 2023), the technology is here to stay 
especially for Gen Z who suffers from nomophobia (Düzenli, 2021). What could be done further is to 
educate the teachers, students, and test developers on the ethical use of these AES tools. 
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Appendix A (Writing Task) 

Instructions: Write a paragraph discussing the causes of unemployment among young people in 
developing countries. Write between 15-20 sentences. Make sure that you follow the guidelines of writing 
a paragraph. You may use the following points or any others that you wish to.  
Possible causes: 
• Rapid growth of population 
• Existence of the defective (poor) education system 
• Rural/ urban migration 
• Use of inappropriate technology 
• Wage policy problem 
• Decline of expectations of recruitment 
• Demographic issues 
 
  

https://intellimetric.com/direct
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Appendix B (Rubric) 
Instruction: Please evaluate the papers according to the rubric below. If you hesitate to decide on any 
exact score, please take the average score of two (adapted from Rosmawan, 2017).  

         Level                                                     Criteria 

Proficient 
(100 pts.) 

- Writes the paragraph with clear topic sentence, fully developed ideas, and 
finishes with a concluding sentence. 

- Uses appropriate verb tense and a variety of grammatical and syntactical 
structures; uses complex sentences effectively; uses smooth transitions. 

- Uses varied, precise vocabulary. 
- Has occasional errors in mechanics (spelling, punctuation, and 

capitalization), which do not detract from meaning. 

Fluent  
(80 pts.) 

- Writes single or multiple paragraphs with main idea and supporting detail; 
presents ideas logically, though some parts may not be fully developed. 

- Uses appropriate verb tenses and a variety of grammatical and syntactical 
structures; errors in sentence structure do not detract from meaning; uses 
transitions. 

- Uses varied vocabulary appropriate for the purpose. 
- Has few errors in mechanics, which do not detract from meaning. 

Expanding 
(60 pts.) 

- Organizes ideas in logical or sequential order with some supporting detail; 
begins to write a paragraph. 

- Experiments with a variety of verb tenses but does not use them consistently; 
makes subject/verb agreement errors; uses some compound and complex 
sentences; has limited use of transitions. 

- Vocabulary is appropriate to purpose but is sometimes awkward. 
- Uses punctuation, capitalization, and mostly conventional spelling; errors 

sometimes interfere with meaning. 

Developing 
(40 pts.) 

- Writes sentences around an idea; some sequencing is present but may lack 
cohesion. 

- Writes in present tense and simple sentences; has difficulty with subject/verb 
agreement; run-on sentences are common; begins to use compound 
sentences. 

- Uses high frequency words; may have difficulty with word order; omits 
endings or words. 

- Uses some capitalization, punctuation, and spelling; errors often interfere 
with meaning. 

Beginning 
(30 pts.) 

- Begins to convey meaning through writing. 
- Writes predominantly phrases and simple sentences.  
- Uses limited and repetitious vocabulary. 
- Uses incorrect spelling. 

Emerging 
(10pts.) 

- Shows no evidence of idea development or organization. Uses simple words 
and expressions. 

- Copies from a model. 
- Shows little awareness of spelling, capitalization, and punctuation. 
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