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Abstract: This study investigates the factors influencing the adoption of Generative-AI tools amongst Thai university 
students, employing the Technology Acceptance Model (TAM) as a theoretical framework. Data from 911 higher education 
students from 10 different Thai Universities Health Sciences, Sciences and Technology, Social Sciences and Humanities, and 
Vocational Fields were analysed via Structural Equation Modelling (SEM). The instrument used in collecting the data was a 
questionnaire. Results indicated that Expected Benefits, Perceived Usefulness, Attitude Toward Technology, and Behavioural 
Intention all significantly impacted student adoption of Generative AI. Intriguingly, Perceived Ease of Use was negatively 
correlated with Perceived Usefulness, challenging conventional TAM assumptions. This study underscores the need to 
address language barriers, foster a culture of innovation, and establish ethical guidelines to promote responsible AI use 
within education. Despite inherent limitations, this research contributes to our understanding of AI adoption in educational 
settings and helps inform strategies for equitable access and responsible innovation. The result demonstrated that the easier 
a tool was to use, the less value leaners seemed to see in it for their learning process. It can be implied that as Generative-
AI get more intuitive, learners think they're less helpful. These finding challenges a few of those assumptions we usually 
make within the TAM model. It also points out the characteristic of learners which affects their learning preferences and 
expectation. Another finding showed the impact of language barrier on non-native English speaker that obstruct the user 
experience in AI services.  Moreover, the role of universities in fostering both AI integration for learning for and the ethical 
implementation of Generative AI. By providing a supportive environment that encourages AI experimentation, redesign 
learning, empowering learners and faculty instructors to investigate how Generative AI can be applied across disciplines, and 
developing guidelines for ethical use, universities play a critical role in shaping the effective and responsible integration of 
AI into the next educational landscape.  

Keywords: Artificial Intelligence in education, Educational technology, Generative-AI, Student perceptions, Technology 
Acceptance Model, SEM research 

1. Introduction 

Education is an ever-evolving field significantly influenced by technological advancements. One of the pivotal 
drivers of change in educational development has consistently been technology (Dwivedi et al., 2021; 
Murugesan and Cherukuri, 2023). In this continuum of technological evolution, Artificial Intelligence (AI) has 
emerged as a transformative force, reshaping learning experiences and pedagogical approaches. 

Recent advancements have seen the rise of Generative-AI, a subset of AI that autonomously creates content 
and data, distinguishing itself from other AI forms primarily focusing on data analysis or interpretation. This type 
of AI has the unique capability to generate new, personalised content, thereby offering significant potential to 
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revolutionise educational methodologies and learning experiences (Cooper, 2023; Dai, Liu and Lim, 2023; 
Zawacki-Richter et al., 2019). 

However, integrating Generative-AI into the education sector is not without challenges. These include the need 
for a comprehensive approach to ensure sustainable development, inclusivity, and equity in AI applications 
within education (Ahmad et al., 2021; Dai, Liu and Lim, 2023; UNESCO, 2023a, UNESCO 2023b). Additionally, 
there is a pressing need for inclusive data systems and adequate preparation of educators and students for an 
AI-enhanced educational landscape (Hutson et al., 2022; Rasul et al., 2023). 

The potential of Generative-AI in education is particularly notable in creating personalised and unique 
educational materials. It can understand and adapt to individual students' learning patterns and needs, offering 
customised learning experiences that can significantly enhance engagement and learning outcomes (Celik et al., 
2022; Gimpel et al., 2023). Such personalised approaches can lead to more effective learning, catering to 
individual preferences and learning styles, thereby potentially improving the overall quality of education. 

Nevertheless, the adoption of Generative AI in higher education, especially in Thailand, is still nascent. There are 
various challenges to its widespread adoption, including concerns over its ability to understand and interpret 
complex educational content, ethical considerations, issues of plagiarism, and maintaining academic integrity 
(Chan and Hu, 2023; Nguyen, 2023; Wang et al., 2023; Su and Yang, 2023). 

Addressing these challenges, this study explores the factors influencing the adoption of Generative-AI 
technologies in Thai higher education. It seeks to understand how Thai higher education students perceive 
Generative-AI and identify the key factors influencing its acceptance and integration into educational practices. 
By examining these factors, the study intends to contribute valuable insights toward developing effective 
strategies that enhance learning outcomes, ensure equitable access to AI's benefits, and maintain academic 
integrity in an increasingly AI-integrated educational landscape (Song, 2024). 

This paper presents the factors influencing the Technology Acceptance Model (TAM) amongst Thai university 
students, by Structural Equation Modelling to clarify the relationships that reflect the actual use of Generative-
AI. This study reviews related literature to identify the factors in the development of a research framework and 
hypotheses between TAM and Generative-AI. The outlines are included the research methodology, sample 
sampling procedures, instruments, and data analysis. The results, discussion, and implications are subsequently 
presented, emphasising the key findings on the relationships between TAM factors. This paper concludes with 
recommendations for the application of Generative-AI in higher education, as well as suggestions for future 
research and a discussion of the study’s limitations. 

1.1 Research Questions 

RQ1: How do higher education students perceive the Expected Benefit, Perceived Usefulness, and Perceived Ease 
of Use of Generative-AI, and how do these perceptions influence their Attitude Toward Using and Behavioural 
Intention to use Generative-AI, as well as its Actual Use? 

RQ2: What are the relationships between Expected Benefit, Perceived Usefulness, and Perceived Ease of Use of 
Generative-AI, and Behavioural Intention, and how do these relationships affect the Actual Use of Generative-AI 
in higher education? 

RQ3: How do Expected Benefits, Perceived Usefulness, Perceived Ease of Use, and Behavioural Intention influence 
the adoption and integration of Generative-AI technologies in higher education? 

1.2 Research Objectives 

This research aims to investigate the factors influencing the adoption of Generative-AI amongst higher education 
students using the TAM. The specific objectives are: 

• To study the Expected Benefit, Perceived Usefulness, Perceived Ease of Use, Attitude Toward Using 
Generative-AI, Behavioural Intention, and Actual Use of Generative-AI amongst higher education 

students. 
• To study the relationship between Expected Benefit, Perceived Usefulness, Perceived Ease of Use, 

Attitude toward Generative-AI, Behavioural Intention, and Actual Use of Generative-AI amongst 

higher education students. 
• To determine the influences of Expected Benefit, Perceived Usefulness, Perceived Ease of Use, and 

Behavioural Intention towards Generative-AI adoption. 
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2. Literature Review and Hypothesis Development 

2.1 Generative-AI in Higher Education  

Generative-AI has been increasingly integrated into the educational sector, providing a transformative approach 
to teaching and learning (Lim et al., 2023). It has been utilised to create personalised learning experiences, 
enhance student engagement, and improve educational outcomes (Gustafson, 2023). Generative-AI tools, such 
as chatbots and virtual tutors, have facilitated interactive learning environments, provided instant feedback, and 
supported personalised learning paths (Gustafson, 2023). Generative-AI can be divided into four main types: 
text generation, image creation, and video production (Jiayang Wu et al., 2023).  

• Text generation: Generative-AI includes the areas of structured composition, imaginative writing, and 
conversational scripting as its primary branches such as ChatGPT, Google Gamini, Claude, etc. 

• Image generation: Utilizing Generative-AI allows individuals to modify and introduce additional 
components into their images in response to specific instructions such as DALL-E, Midjourney, etc. 

• Sound generation: Generative-AI in audio involves two main types: synthesis of speech from text and 
replicating existing voices such as MURF, Soundraw, Botnoi, etc. 

• Video generation: The application of Generative-AI in creating video content is employed in making 
movie trailers and advertising clips such as Synthesia, Maverick, etc. 

Owing to the diversity of Generative-AI, which can serve as a learning aid amongst students, adopting AI in higher 
education is a topic of increasing interest and relevance. AI technologies, including Generative-AI, have the 
potential to revolutionise the way education is delivered, making it more personalised, efficient, and effective 
for learning in higher education (Lim et al., 2023; Sandu and Gide, 2019). Some studies adopted Generative-AI 
as a tool with constructivism learning theory, such as knowledge co-creation and collaborative learning (Salinas-
Navarro et al, 2024, Zhou and Schofield, 2024) 

One of the key factors influencing the adoption of AI in higher education is the technology's perceived usefulness 
and ease of use. This is consistent with the Technology Acceptance Model (TAM), which posits that these two 
factors significantly influence the intention to use technology (Davis, 1989). In the context of AI in education, 
perceived usefulness could be related to the potential of AI to enhance teaching and learning, while ease of use 
could be associated with the user-friendliness of the AI system (Lim et al., 2023). 

Therefore, the integration of Generative-AI entails a process of endorsement through which an individual's 
behaviour demonstrates acceptance and engagement. The utilisation and cognitive development behaviours 
associated with Artificial Intelligence as an educational instrument enhance the efficacy of learning, facilitating 
the production of informational and media data, thereby improving educational outcomes (Kelly et al., 2023; Li, 
2023; Pillai et al., 2023). 

2.2 Technology Acceptance Model 

To explore the receptivity and application of Generative-AI technologies amongst Thai higher education 
students, this investigation employs the Technology Acceptance Model (TAM) proposed by Davis (1989). This 
model provides a comprehensive theoretical framework for understanding the adoption and acceptance of 
technologies within information systems domains. In several years, the TAM has developed into an authoritative 
model elucidating the acceptance, refusal, and use of innovative technologies across diverse disciplines, 
including digital learning, information and communication technologies, and educational technology (Khlaisang, 
Teo, and Huang, 2019, Liu G et al., 2022, Ma and Huo, 2023) 

The Technology Acceptance Model (TAM), as proposed by Davis (1989), suggests that users' acceptance and 
adoption of technology can be anticipated through their Behavioural Intention (BI) to use it. Behavioural 
intention refers to a person's belief in an action or behaviour that is about to happen in the future by predicting 
the outcome or impact of that action). BI can be measured using three types of questions: expect, want, and 
intend (Chuenphitthayavut, Zihuang and Zhu, 2020). BI can positively or negatively impact yourself or others, 
provided sufficient resources about user attitudes and subjective norms are provided for that action. Attitude 
has a significant positive effect on the intention to use AI. Personal concerns significantly negatively affect the 
intention to use AI (Cao et al., 2021). 

In the TAM framework, BI is influenced by users' Perceived Usefulness (PU) of the technology in accomplishing 
specific tasks and the Perceived ease of use (PEOU) with which they can employ the technology. PU refers to an 
individual's awareness that technology can help improve learning performance. The awareness of its usefulness 
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influences the choice and use of technology in learning. Including attitudes that affect acceptance and 
demonstrate a willingness to increase learning efficiency (Dhingra and Mudgal, 2019; Nugroho, Dewanti and 
Novitasari, 2018). Then, PEOU means “the degree to which a person believes using a particular system will be 
effortless.” Rosenberg (1983) stated that many people's acceptance of technology depends on their use and 
learning to use it themselves. Learning how to use technology for people in society will result in continuously 
developing and improving technology. Sallam et al. (2023) state that perceived ease of use is the user's 
expectation that technology can be used quickly and effortlessly. The technology must be easily recognisable 
and have no complexity. 

Moreover, PU and PEOU are influenced by Expected Benefits (EB), which means the degree to which students 
believe that AI applications improve the quality of learning and education. AI provides many ready-made 
programmes for self-learning or teacher-assisted learning (Al Darayseh, 2023; Nazaretsky, Cukurova, and 
Alexandron, 2022).  

The model's attitudinal variables address Attitudes toward using (AT) or their BI towards technology use, 
typically quantified through the Intention to Use as a marker of attitudinal readiness towards embracing specific 
technologies (Davis, 1989; Venkatesh, 2000). According to Kim et al. (2020), technology is believed to be 
beneficial for users and easy to use, with a cheerful outlook towards its usage. In this study, the attitude toward 
using artificial intelligence consists of the perception that AI is easy to use and valuable. The positive or negative 
feelings of an individual towards the use of cognitive artificial intelligence in the educational process (Al-Adwan 
et al., 2023; Chatterjee and Bhattacharjee, 2020; Chou et al., 2022; Cruz-Benito et al., 2019; Sing et al., 2022). 

Then, the foundational TAM elements in this research consist of EB, PEOU, PU, AT, BI, and AU. These components 
underscore a progression from cognitive recognition through attitudinal response to Actual use (AU) (Al-Emran, 
Mezhuyev, and Kamaludin, 2018; Davis, 1989). Furthermore, TAM encourages the exploration of AU patterns, 
thereby connecting theoretical constructs with practical observations. As Davis (1989) elucidates, the perceived 
user-friendliness of an application significantly enhances its perceived utility, thereby increasing the likelihood 
of its acceptance and adoption by individuals. 

This study aims to investigate the application of Generative-AI technologies by Thai higher education students. 
The conceptualisations of the primary variables within the Technology Acceptance Model (TAM) have been 
refined and adopted. Hence, we set the operational definition in TAM for this study as follows in the Table 1. 

Table 1: Definitions of main TAM components in this study 

TAM components Definitions 

Expected Benefits (EB) The degree to which students anticipate significant improvements in their learning 
outcomes because of integrating Generative-AI technologies into their learning. 

Perceived Usefulness (PU) The degree to which students are convinced that using Generative-AI technologies will 
significantly contribute to their learning. 

Perceived Ease of Use (PEOU) The degree to which students perceive that employing Generative-AI technologies will 
necessitate minimal exertion. 

Attitude Toward Using (AT) The degree of students' favourable or unfavourable evaluation regarding adopting 
Generative-AI technologies in their learning process. 

Behavioural Intention (BI) The degree of preparedness amongst learners to incorporate Generative-AI 
technologies into their educational endeavours. 

Actual Use (AU) The degree to which students effectively employ Generative-AI technologies within 
their educational context. 

Hence, to clarify the hypothesised relationships between factors in the quantitative component of our study, we 
have introduced a structural model depicted in Figure 1. This model is grounded in the Technology Acceptance 
Model (TAM) and research hypotheses: 

H1: EB positively influences PU of Generative-AI amongst higher education students. 

H2: EB positively influences PEOU of Generative-AI amongst higher education students. 

H3: PEOU positively influences PU of Generative-AI amongst higher education students.  

H4: PEOU positively influences AT towards Generative-AI amongst higher education students. 

H5: PU positively influences AT towards Generative-AI amongst higher education students. 
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H6: AT positively influences BI to use Generative-AI amongst higher education students. 

H7: BI positively influences the AU of Generative-AI amongst higher education students. 

 

Figure 1: Research model of study 

3. Research Methodology 

3.1 Samples 

In this research, the sample consisted of 911 students from 10 different Thai Universities Health Sciences, 
Sciences and Technology, Social Sciences and Humanities, and Vocational Fields, diversified in terms of academic 
level, gender, and field of study. The convenience random sampling method was used to distribute research 
instrument to samples for this study in each Thai Universities. Hair et al. (2018) suggested that the sample size 
was 10–20 samples per item for applying structural equation modelling (SEM). The current sample size of 911 
with 6 constructs of 31 items was also considered fit and above (911 > 31*20 = 620) the desired level. Therefore, 
the sample size was considered appropriate to conduct SEM.  

The researchers followed the privacy, data protection, and confidentiality policies. Therefore, all research 
participants’ identities and data remained unidentifiable and will be deleted immediately after the research is 
completed. The data were consented by all participants for research purpose.  

3.2 The Instrument 

The research instrument, the survey questionnaire, was designed to gather data for the study and was divided 
into three parts. Part 1 focused on collecting demographic information from the sample, including gender, age, 
education levels, department, and year of study. This information is essential for understanding the 
characteristics and composition of the participants. Part 2 of the questionnaire aimed to gather information 
about the student's daily use and access to Generative-AI. This section explored the frequency and extent 
students engage with Generative-AI in their educational activities. Understanding students' current usage 
patterns provides insights into their familiarity with and exposure to Generative-AI. Part 3 of the questionnaire 
explored the students' perceptions and acceptance of Generative-AI. This section consisted of 31 items that 
assessed various dimensions of Technology Acceptance. Specifically, there were 5 items for EB, 6 items for PU, 
5 items for PEOU, 5 items for AT, 5 items for BI, and 5 items for AU. Participants were asked to rate their 
agreement with each item on a 7-Likert scale ranging from "totally disagree" (1) to " totally agree" (7). 

The evaluation of the quality of the Generative-AI Technology Acceptance Model (TAM) tool begins with 
establishing content validity through an extensive literature review. The researchers invited five subject matter 
experts in educational technology and artificial intelligence applications to assess the content validity of the 
measurement items about the study objectives. Regarding construct validity assessment, Confirmatory Factor 
Analysis (CFA) was conducted to examine the data's alignment with the hypothesized measurement model and 
the distinctiveness of the constructs. Adequate factor loadings and satisfactory fit indices indicate strong 
construct validity. Reliability analysis was performed by calculating Cronbach's alpha (CA) coefficients for each 
construct, which helped verify the internal consistency of the items, with values above 0.7 considered acceptable 
(Collier, 2020). The CA as internal consistency reliability values obtained from the data analysis for each construct 
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were as follows: Expected Benefits = 0.88, Perceived Usefulness = 0.86, Perceived Ease of Use = 0.84, Attitude 
Toward Using = 0.81, Behavioural Intention = 0.86, and Actual Use = 0.78. These values were acceptable, 
indicating the reliability of the measurement items. Consequently, the researchers considered revising the 
wording of these items to enhance clarity and further distinguish them from other constructs. 

Then, the researchers conducted a pilot test of the measurement instrument with a sample of 30 students to 
verify the clarity of the items and make appropriate adjustments to align with the context of higher education 
students in Thailand. This pilot testing with a representative sample of the target population enabled identifying 
and rectifying issues related to item clarity, response patterns, or scale reliability and validity. This iterative 
refinement process was crucial in enhancing the quality and applicability of the tool in assessing the acceptance 
of Generative-AI technologies, ensuring it effectively captures the nuances of this technology. The researcher 
initiated the research in March 2023. Following this, the research instrument was implemented from early May 
2023 to mid-June 2023. By the end of June 2023, all data had been collected, cleaned, and analysed. 

3.3 Data Analysis 

The proposed research model underwent statistical analysis using SPSS V.29 and LISREL V.8.72 software. The 
analysis consisted of two stages. In the first stage, Confirmatory Factor Analysis (CFA) was conducted to assess 
the reliability and validity of the measurement model by examining the relationships between items and 
constructs. This study utilized several Goodness-of-Fit (GFI), including the Normed Fit Index (NFI), Comparative 
Fit Index (CFI), Adjusted Goodness-of-Fit Index (AGFI), and Root Mean Square Error of Approximation (RMSEA). 
Structural Equation Modelling literature suggests that a model demonstrates an excellent fit when NFI, CFI, GFI, 
and AGFI values exceed 0.95. For RMSEA, values below 0.05 indicate an excellent fit, while values below 0.08 
are considered acceptable (Hair et al., 2018). The second stage involved evaluating the structural model, which 
included assessing the model fit, examining the research hypotheses, and exploring potential moderator effects. 
These analyses provide insights into the relationships and significance of the variables in the research model. 

4. Result and Findings 

4.1 Demographic of Samples 

The study participants in Table 2 included 911 respondents, 558 females (61.3%) and 353 males (38.7%). The 
education level, most of the group are 806 bachelor's degree students (88.5%), followed by 65 master’s degree 
students (7.1%), 24 Doctoral degree students (2.6%), and 16 Diploma students (1.8%). Participants were 
affiliated with various academic departments; the highest group of samples from the Science and Technology 
department had 483 participants (53.0%). The Social Science and Humanities department had 236 participants 
(25.9%), while the Healthy Sciences department had 168 participants (18.4%). A smaller number of participants 
were from the Diploma programme, with 24 participants (2.6%). The average sample age is 21.61 (SD=4.63), the 
minimum age is 18, and the maximum is 59. The respondents are students in various years; there are 244 
freshers (26.8%), 289 sophomores (31.7%), 245 juniors (26.9%), 117 seniors (12.8%), 13 5th-year students 
(1.4%), and 3 6th year students (0.3%). However, participants who are Generative-AI user has 833 participants 
(91.4%), and 78 participants are non-Generative-AI users (8.6%).  

Table 2: Overall demographic characteristics 

Topics Items Frequency % 

Gender Female 558 61.30 

 Male 353 38.70 

Education Level Bachelor’s degree 806 88.50 

 Master’s degree 65 7.10 

 Doctoral Degree 24 2.60 

 Diploma 16 1.80 

Department Science and Technology 483 53.00 

 Social Science and 
Humanities 

236 25.90 

 Healthy Sciences 168 18.40 

 Diploma 24 2.60 
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Topics Items Frequency % 

Year of Study 1st 244 26.80 

 2nd 289 31.70 

 3rd 245 26.90 

 4th 117 12.80 

 5th 13 1.40 

 6th 3 0.30 

Using Generative-AI Yes 833 91.40 

 No 78 8.60 

Table 3 shows that 445 participants (53%) were not members of relevant professional organisations or 
associations, while 388 participants (47%) paid for membership registration. Regarding the type of Generative-
AI utilised, the most common category was text Generative (f=435, 47.7%), followed by code Generative (f=240, 
26.3%), Image Generative (f=108, 11.9%), sound Generative (f=13, 1.4%), and VDO Generative (f=37, 4.1%). 
Furthermore, participants reported varying frequencies of using Generative-AI in their educational activities. 
The most frequent use was "More than 1 time per day" (f=247, 27.1%), followed by "1 time a week" (f=234, 
25.7%), "1 time a day" (f=212, 23.3%), "1 time bi-weekly" (f=78, 8.6%), and "1 time a month" (f=62, 6.8%). 
Regarding the time spent using Generative-AI, most participants (f=323, 35.5%) reported spending 2-4 hours on 
Generative-AI activities. Other time ranges included 1-2 hours (f=232, 25.5%), 4–7 hours (f=137, 15.0%), less 
than 1 hour (f=88, 9.7%), and more than 7 hours (f=53, 5.8%). Participants identified numerous benefits derived 
from using Generative-AI in education. The most reported benefit was "Seeking information" (f=601, 50.89%), 
followed by "Doing Task/Assignment" (f=208, 17.61%), "Being Pals" (f=172, 14.56%), "Exchanging Ideas" (f=116, 
9.82%), and "Entertainment" (f=84, 7.11%). Participants indicated various sources of reference when using 
Generative-AI. Most participants (f=590, 52.26%) referred to Social Media platforms for information. 
Friends/Acquaintances were another commonly mentioned source, with 297 participants (26.31%) relying on 
them. TV served as a reference for 116 participants (10.27%), while Online Video Platforms were used by 126 
participants (11.16%). 

Table 3: Generative-AI users’ behaviour 

Topics Items Frequency % 

Member of Generative-
AI services 

Not Member 445 53.00 

Member 388 47.00 

Type of Generative-AI Text Generative 435 47.70 

 Code Generative 240 26.30 

 Image Generative 108 11.90 

 Sound Generative 13 1.40 

 Video Generative 37 4.10 

Frequency of Use More than 1 times per day 247 27.10 

 One time a week 234 25.70 

 One time a day 212 23.30 

 One time for bi-weekly 78 8.60 

 One time a month 62 6.80 

Time to use 2-4 hrs. 323 35.50 

 1-2 hrs. 232 25.50 

 4-7 hrs. 137 15.00 

 Less than 1 hr. 88 9.70 

 more than 7 hours 53 5.80 

Perceived benefits Seeking information 601 50.89 

 Doing Task/ Assignment 208 17.61 
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Topics Items Frequency % 

 Being Pals 172 14.56 

 Exchanging Ideas 116 9.82 

 Entertainment 84 7.11 

Sources of reference Social media 590 52.26 

 Friends /Acquaintance 297 26.31 

 TV 116 10.27 

 Online Video Platform 126 11.16 

4.2 Measurement Model 

In the assessment of our measurement model, the constructs demonstrated varying degrees of fit. Attitude 
Toward Using technology (AT) showed a satisfactory fit with a Chi-Square of 7.49 (df=5), an RMSEA of 0.092, and 
good fit indices including CFI=0.97, NFI=0.94, and GFI=0.95. The Perceived Ease of Use (PEOU) and Behavioural 
Intention (BI) constructs also indicated good model fits, with PEOU recording a Chi-Square of 9.23, RMSEA of 
0.120, and CFI of 0.97, and BI showing a Chi-Square of 8.08, RMSEA of 0.102, and CFI of 0.98. However, the 
Actual Use (AU) construct exhibited a less satisfactory fit, with a higher Chi-Square value of 13.38, RMSEA of 
0.169, and lower fit indices such as CFI=0.93 and NFI=0.90. The Expected Benefits (EB) construct showcased the 
best model fit across all constructs with a Chi-Square of 3.90, RMSEA of 0.000, and perfect or near-perfect fit 
indices including CFI=1.00 and NFI=0.98. Perceived Usefulness (PU) showed a moderate fit, with a higher Chi-
Square of 19.50, RMSEA of 0.130, and fit indices like CFI=0.96 and NFI=0.93. 

In the Confirmatory Factor Analysis (CFA) results, the Kaiser-Meyer-Olkin (KMO) measure and Bartlett’s test of 
sphericity are applied to assess the multivariate normality and the sufficiency of the sample. The significant 
result of Bartlett's sphericity test (p < 0.01), along with a KMO measure of 0.971, both exceeding the threshold 
of 0.60 (Tabachnick and Fidell, 2019), validated the suitability of the data for factor analysis. Tabachnick and 
Fidell (2019) also recommended that the univariate skewness should be under 2, and univariate kurtosis should 
be less than 4 for normal distribution. Despite the skewness values of all items below 2, only item AU1 exhibited 
kurtosis values exceeding 4. As per existing literature, the minimal acceptable value for CA was determined to 
be 0.60, and factor loadings should be above 0.60 (Hair et al., 2018). 

Table 4 shows convergent and divergent validity were accessed via CFA on the measurement model, which 
shows that CA and Composite Reliability (CR) tests were performed to assess reliability. CA was applied to 
measure the internal consistency amongst items as seen in Table 5, while CR was used to describe the extent to 
which a train of items can represent potential constructs. The values ranged from 0.84 to 0.87, the CR values 
ranged from 0.44 to 0.90, the Factor Loading (FL) ranged from 0.46 to 0.9, and finally, the values of the Average 
Validity Extracted (AVE) of variables ranged from 0.52 to 0.90. Fornell and Larcker (1981) suggested that if AVE 
is less than 0.50 but CR is higher than 0.60, the convergent validity of the construct is still satisfactory.  

Table 4: Descriptive statistics and measurement model 

Construct Items Questions M SD SK KU FL α CR AVE 

EB EB1 Do you think artificial intelligence can help 
assess complex tasks and suggest real-time 
personalised recommendations for you? 

6.08 0.91 -1.34 3.65 0.52 0.88 0.64 0.90 

 EB2 Do you think that know-how artificial 
intelligence will help create smart agents? 
(Robot or software) to function as a learning 
partner or teaching assistant in learning? 

5.98 0.95 -1.35 3.71 0.86    

 EB3 Do you think using artificial intelligence will 
help you plan or perform the assignments from 
teachers with quality? 

5.95 0.86 -0.86 2.31 0.83    

 EB4 Do you think using artificial intelligence will 
increase your chances of improving your 
academic performance? 

5.99 0.92 -0.89 1.77 0.84    

 EB5 Do you think that using artificial intelligence 
can help classmates see your existing learning 
abilities? 

5.92 1.06 -1.38 3.16 0.90    
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Construct Items Questions M SD SK KU FL α CR AVE 

PU PU1 Do you think that using know-how artificial 
intelligence makes learning activities easier? 

6.11 0.84 -0.85 1.15 0.81 0.86 0.90 0.58 

 PU2 Do you think that using know-how artificial 
intelligence helps you learn quickly? 

6.03 0.86 -0.90 1.56 0.71    

 PU3 Do you think that using artificial intelligence will 
benefit your learning? 

6.04 0.83 -0.68 0.57 0.74    

 PU4 Do you think that using knowledgeable artificial 
intelligence to help with your assignments? 

6.00 0.90 -0.70 0.58 0.78    

 PU5 Do you think using cognitive artificial 
intelligence enhances your learning efficiency? 

6.01 0.91 -1.06 2.56 0.60    

 PU6 Do you think that using artificial intelligence 
that you can create will make you more 
knowledgeable? 

5.99 0.89 -0.75 1.05 0.78    

PEOU PEOU1 Do you think you can quickly learn about using 
know-how artificial intelligence? 

6.09 0.91 -1.25 3.25 0.72 0.84 0.84 0.52 

 PEOU2 Do you think that using know-how artificial 
intelligence does not require much effort? 

5.93 0.97 -1.17 2.60 0.72    

 PEOU3 Do you think that using know-how artificial 
intelligence is simple? 

5.95 0.97 -1.32 3.25 0.55    

 PEOU4 Do you think that you can use artificial 
intelligence without asking for help from 
others? 

5.94 1.00 -1.30 3.41 0.75    

 PEOU5 Do you think that using know-how artificial 
intelligence is easy for you? 

5.98 0.94 -0.88 1.10 0.81    

AT AT1 Do you think that it is a good thing to use 
artificial intelligence? 

6.11 0.84 -0.66 0.25 0.66 0.81 0.50 0.83 

 AT2 Do you know how to use Artificial Intelligence 
to enhance your learning? 

6.04 0.81 -0.62 0.64 0.72    

 AT3 Do you think cognitive Artificial Intelligence is 
valuable to your learning and education? 

6.05 0.85 -0.81 1.42 0.88    

 AT4 Do you feel comfortable incorporating artificial 
intelligence into your learning? 

5.96 0.88 -0.64 0.90 0.60    

 AT5 Do you think that know-how artificial 
intelligence makes work easier and faster? 

6.05 0.86 -0.62 0.22 0.62    

BI BI1 When encountering a problem, do you think 
you will use artificial intelligence before asking 
others? 

5.86 1.20 -1.64 3.58 0.82 0.86 0.86 0.56 

 BI2 Do you think that when you encounter a 
problem, you will only use artificial intelligence 
to help solve it? 

5.67 1.38 -1.66 2.86 0.90    

 BI3 Do you think that artificial intelligence can 
solve problems better than humans? 

5.74 1.19 -1.40 2.79 0.74    

 BI4 Do you think artificial intelligence knows how 
to create and solve problems? You can work 
as you want. 

5.79 1.04 -1.01 1.95 0.71    

 BI5 Do you think you need artificial intelligence to 
be developed more responsive to your 
lifestyle? 

6.00 0.88 -0.96 2.16 0.50    

AU AU1 Do you think you always use artificial 
intelligence to create text, images, or videos? 

5.86 1.09 -1.66 4.63 0.46 0.78 0.45 0.80 

 AU2 Do you think that you are interested in using 
artificial intelligence in the future? 

6.08 0.81 -0.65 0.66 0.85    

 AU3 Do you think you will use artificial intelligence 
to support learning every time? 

5.97 0.95 -1.31 3.47 0.68    
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Construct Items Questions M SD SK KU FL α CR AVE 

 AU4 Do you think that you are willing to keep up to 
date with your knowledge-based artificial 
intelligence skills? 

6.03 0.93 -0.78 0.81 0.64    

 AU5 Do you think that you are happy to use 
knowledgeable artificial intelligence to support 
learning? 

5.97 0.90 -0.66 0.83 0.66       

Table 5: Inter-construct correlations 

 AU BI AT PU PEOU EB 

AU 1.00           

BI 0.65 1.00     

AT 0.79 0.57 1.00    

PU 0.80 0.65 0.84 1.00   

PEOU 0.68 0.70 0.67 0.74 1.00  

EB 0.74 0.74 0.72 0.82 0.75 1.00 

Note. Values on the diagonal represent Pearson’s Correlation value. 

4.3 Structural Model: Goodness of fit Statistics and Hypothesis Testing 

First, the overall model fit was assessed using multiple fit criteria; seven Goodness-of-Fit indices were used, 
including Chi-Square/Degree of Freedom, Goodness-of-Fit index (GFI), Adjusted Goodness-of-Fit Index (AGFI), 
Normalised Fit Index (NFI), Non-Normalised Fit Index (NNFI), Comparative Fit Index (CFI), and Root Mean Square 
Residual (RMSR). The SEM analysis revealed that the goodness of fit statistics of the theoretical framework in 
Table 5 represented a good fit (Chi-Square=1183.14, df=401, p < 0.000, χ2 /df=2.95, GFI=0.90, AGFI=0.90, 
NFI=0.98, NNFI=0.99, CFI=0.99, RMSEA=0.48, SRMR=0.045).  

An assessment of the direct effects between the research constructs was performed, and the results were as 
follows: EB (β=1.15, t=7.46 and β=0.92, t=19.72) has a significant positive influence on PU and PEOU in 
Generative-AI. PU (β=0.99, t=11.11) showed significant effects on Attitude toward Generative-AI. AT (β=1.02, 
t=14.01) significantly positively affected Behavioural Intention. Then, BI (β=0.78, t=16.36, p < 0.00)   is significant 
in determining the AU of adopting Generative-AI. However, PEOU has no significant positive effect PU (β= -0.18, 
t= -1.25) and AT toward (β=0.01, t=0.08) in Generative-AI. Thus, most hypotheses were supported, as shown in 
Table 6 and Figure 2. 

Table 6: Structural Equation Modelling results of the proposed model 

Hypothesis Standardized 
Solution 

t-value Results 

H1: EB → PU 1.15 7.46*** Supported 

H2: EB → PEOU 0.92 18.72*** Supported 

H3: PEOU → PU -0.18 -1.25 Not Supported 

H4: PEOU → AT 0.01 0.08 Not Supported 

H5: PU → AT 0.99 11.11*** Supported 

H6: AT → BI 1.02 14.01*** Supported 

H7: BI → AU 0.99 16.10*** Supported 

** p < 0.01. *** p < 0.001. 
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Figure 2: Result of Structural Equation Modelling 

5. Discussion and Implications 

The expeditious advancement of Generative-AI has the potential to revolutionise higher education, expanding 
new opportunities for personalised learning, knowledge discovery and transformation. This study contributes to 
the blooming body of research on AI adoption in education by investigation the factors influencing the 
acceptance of Generative-AI amongst Thai higher education students through the lens of the TAM.  

One of the most captivating findings of this study is the negative relationship between Perceived Ease of Use 
(PEOU) and Perceived Usefulness (PU), challenging conventional assumptions of TAM (Venkatesh and Davis, 
2000). Suggesting that as Generative-AI becomes more intuitive and user-friendly, students may paradoxically 
perceive it as less valuable for their learning. This could be attributed to the new generation of learners’ 
emerging expectations and digital literacy. More sophisticated adaptive AI tools to keep pace with their learning 
needs (Ahmed et al., 2021; Keane et al., 2023). With continuous evolution and integration with other emerging 
technologies like virtual reality and brain-computer interfaces, AI-enable learning experiences that are not only 
easy to use but also cognitively challenging and emotionally engaging must be provided.  

Another condemning implication of this study relates to the role of language proficiency in the even-handed 
access and adoption of Generative-AI in education. Whilst the current dominance of English in AI systems poses 
a barrier for non-native speakers (Bulathwela et al., 2021), the expeditious development of multilingual AI 
models and the increasing availability of municipal languages datasets offers promising solutions for bridging 
the language divergence. (Padmakumar, Stone and Mooney, 2018). Additionally, opportunities for creating 
immersive and personalised language acquisition experiences are presented by integrating Generative-AI in 
language learning as AI-powered language translation and generation become more accurate and contextually 
aware. Learners from diverse linguistic backgrounds can seamlessly collaborate and learn from each other using 
Generative-AI as a universal communication tool.  

The crucial role of universities in promoting the use and innovative application of advanced content-creation 
technologies within the educational sector is underlined. Beyond solely consolidating these technologies into 
their syllabi, higher education institutions are encouraged to cultivate an environment conducive to innovation 
and experimentation. This involves motivating both students and faculty to collaborate on and explore new uses 
for these technologies across various academic fields (Chen, Chen and Lin, 2020; Sun et al., 2021). Achieving this 
goal requires a significant transformation in the educational approach, shifting from a traditional teacher-centric 
model to one that is centred around the learner. Learners are encouraged to take control of their educational 
journeys, using advanced tools for creative expression, knowledge searching, solving complex problems, and 
generating new knowledge.  

Additionally, there is a call for the establishment of interdisciplinary research centres and hubs for innovation. 
These facilities would unite specialists from the fields of computer science, education, psychology, and others 
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to examine the enduring effects of these technologies on learning processes, cognitive development, and 
societal interactions (Ng et al., 2022; UNESCO., 2023a). 

However, the transformative possibility of Generative-AI in education also raises profound ethical and societal 
questions that cannot be ignored. As AI-generated content becomes increasingly sophisticated and 
indistinguishable from human-created works resulting in a risk of blurring the boundaries between originality, 
plagiarism, creativity, and automation (Su and Yang, 2023), educators and policymakers must proactively 
develop ethical frameworks and guidelines for the responsible use of Generative-AI in education to ensure that 
learners are well equipped with moral compass along with the critical thinking and knowledge creation skills 
(Wang et al., 2023). Moreover, the widespread adoption of Generative-AI in education may provoke existing 
inequalities and create new forms of digital divide, as learners from disadvantaged backgrounds may lack the 
access, skills, and support needed to leverage these technologies for their learning. These challenges will a 
concerted effort from all stakeholders, including educators, technology developers, civil society organisations 
and the governments to ensure an equitable access to Generative-AI in education and that no student is left 
behind (Ng et al., 2022). 

In conclusion, this study provides a subtle understanding of the factors shaping the adoption of Generative-AI in 
Thai higher education. Embracing the opportunities and challenges of Generative-AI in education is a harness of 
its potential to create more engaging and personalised learning experiences for all learners while fostering the 
skills and values needed for responsible citizenship in AI-powered society. 

6. Limitations and Future Studies 

The present study provides valuable insights into the factors influencing the adoption of Generative-AI amongst 
learners of higher education in Thailand. Nevertheless, it is imperative to acknowledge the limitations and 
identify avenues for future research. 

A primary limitation resides in the study's focus on a specific population: Thai learners enrolled in Thai 
universities. To enhance the understanding of Generative-AI adoption in education, future studies should 
encompass a more diverse sample, incorporating secondary students, teachers, and instructors from varied 
educational contexts and cultural backgrounds. This broader perspective would facilitate a more nuanced 
analysis of how different educational settings and user characteristics may influence the acceptance and 
utilisation of Generative-AI tools. 

Another limitation of this study is its cross-sectional design, which collects data at a single point in time. 
Longitudinal studies would provide valuable insights into how user attitudes and behaviours towards 
Generative-AI in education evolve over time, given the rapid development in this field. Additionally, qualitative 
research methods, such as interviews and focus groups, could deepen our understanding of users' experiences, 
motivations, and challenges when interacting with Generative-AI technologies in educational contexts. 

It is also imperative to acknowledge that this study focuses primarily on the Technology Acceptance Model 
(TAM) as its theoretical framework. While TAM offers a valuable lens for comprehending the key factors 
influencing technology adoption, future research could benefit from integrating additional theoretical 
perspectives, such as the Unified Theory of Acceptance and Use of Technology (UTAUT) or the Diffusion of 
Innovations Theory. These frameworks could assist in capturing a broader spectrum of individual, social, and 
contextual factors that shape the adoption and utilisation of Generative-AI in education. 

Moreover, this research did not thoroughly examine the potential moderating effect of demographic variables, 
including gender, age, or academic discipline, on the interactions amongst the TAM constructs. Future research 
could investigate how these elements influence students' perceptions and behaviours regarding Generative-AI, 
offering a more intricate understanding of adoption patterns. It can also inform targeted interventions suitable 
for various user populations. 

Lastly, in the context of Generative-AI in education, further research is necessary to explore the pedagogical 
implications and optimal strategies for integrating these tools into teaching and learning activities. Future 
studies could examine how Generative-AI can be effectively harnessed to facilitate various educational goals, 
such as personalised learning, collaborative problem-solving, and creative expression. Additionally, research on 
the ethical and societal aspects of Generative-AI in education, addressing concerns about privacy, bias, and 
intellectual property, is crucial. This will guide the responsible development and implementation of these 
technologies. 
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In conclusion, while this study contributes significantly to understanding Generative-AI adoption in Thai higher 
education, it also emphasises the necessity for more research to overcome its limitations and explore new 
directions. By building upon the findings of this study and expanding its scope, future research can contribute 
to unlocking the full potential of Generative-AI in education. It can also ensure the development and utilisation 
of these technologies in an equitable, ethical, and pedagogically sound manner. 
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