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Abstract: Formative assessment is about providing and using feedback and 
diagnostic information. On this basis, further learning or further teaching should 
be adaptive and, in the best case, optimized. However, this aspect is difficult to 
implement in reality, as teachers work with a large number of students and the 
whole process of formative assessment, especially the evaluation of student 
performance takes a lot of time. To address this problem, this paper presents an 
approach in which student performance is collected through a concept map and 
quickly evaluated using Machine Learning techniques. For this purpose, a 
concept map on the topic of mechanics was developed and used in 14 physics 
classes in Germany. After the student maps were analysed by two human raters 
on the basis of a four-level feedback scheme, a supervised Machine Learning 
algorithm was trained on the data. The results show a very good agreement 
between the human and Machine Learning evaluation. Based on these results, an 
embedding in everyday school life is conceivable, especially as support for 
teachers. In this way, the teacher can use and interpret the automatic evaluation 
and use it in the classroom. 
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1. Introduction 

Through formative assessment, students benefit from regular and individual feedback on 
their strengths and weaknesses. In addition, teachers can not only support their students but 
also reflect on and optimize their own work. However, in order to be able to implement a 
formative assessment, it is necessary to have diagnostic information, which must first be 
collected and evaluated in order to be able to use it for further work in the teaching-learning 
process. A major problem is that measuring student performance, which is the basis for 
formative assessment, can take an enormous amount of time. Hunt and Pellegrino (2002), 
for example, argue for the use of more computer technology as follows: “The purpose of 
the technology is to gather information about the student that can be summarized and 
presented to a teacher so that the teacher can adjust instruction to the dominant ideas 
present in the class.” 

This paper is also about a new approach that uses the advantages of technology to 
improve formative assessment: With the help of Machine Learning techniques, a concept 
map on the topic of mechanics is to be evaluated automatically so that teachers have timely 
and easy access to diagnostic information that they can use for the further teaching process. 
For this purpose, concept maps were collected in 14 different classes in Germany, which 
were then analyzed by two human raters using a four-point rating system. Based on these 
ratings, a supervised Machine Learning algorithm will be trained and tested. With the help 
of this automatic and fast evaluation, teachers should in future not only get a quick 
overview of the performance level of their class but also have the possibility to create 
individual feedback for their students. In order for this to succeed, this paper describes the 
results of the Machine Learning evaluation and discusses the didactic implementation of it.  

The paper, therefore, starts with a theoretical background on formative assessment, 
concept maps and Machine Learning. Then the two research questions and the design of 
the study are presented. After the most important results have been presented and discussed, 
the paper ends with a short summary and a brief outlook on further research. 

2. Theoretical background 

2.1.  Formative assessment 
Assessment in education can take place at the class level as well as at the student level and 
have different purposes (Schütze et al., 2018). A distinction is made between summative 
and formative assessment (Maier, 2010). In summative assessment, the focus is on a final 
assessment of teaching-learning processes, which is represented by grades or selection 
decisions (Maier, 2010). Accordingly, summative assessment is only carried out at the end 
of a teaching unit or in a final examination at the end of a school year. 

In formative assessment, on the contrary, the basic idea is not to give grades or do 
a final assessment but to provide and use feedback and diagnostic information. On the basis 
of this, further learning or further lesson planning should be adaptive (Souvignier & 
Hasselhorn, 2018). Practice in a classroom is formative to the extent that evidence about 
student achievement is elicited, interpreted, and used by teachers, learners, or their peers, 
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to make decisions about the next steps in instruction that are likely to be better, or better 
founded, than the decisions they would have taken in the absence of the evidence that was 
elicited (Black & Wiliam, 2009). For this reason, formative assessment can be carried out 
at both class and individual levels (Schütze et al., 2018) and often follows cyclical phases 
(Wolf, 2014). This means that the formative assessment phases are repeated regularly in 
class and not just done once. According to Bell and Cowie (2001), these independent and 
repetitive phases are gathering information, interpreting it, and then acting on it. 

According to Wiliam and Thompson (2008), formative assessment can be broken 
down into five key features, based on Ramaprasad’s (1983) three process dimensions of 
learning state (“Where the learner is right now”), learning goal (“Where the learner is 
going”) and identifying steps to the learning goal (“How to get there”), as well as the people 
involved (e.g., teachers, peers, learners) (Schütze et al., 2018) (see Fig. 1). 

 
Fig. 1. The five key strategies of formative assessment, Adapted from Wiliam and 

Thompson (2008) 

Fig. 1 shows that the learning goals and success criteria must first be formulated 
clearly and comprehensibly by the teacher to all students, the individual learner and the 
peers. Then, different opportunities, such as formative performance tests or diagnostic 
instruments, should be provided by the teacher to collect diagnostic information (Wolf, 
2014). These form the basis for further actions in the formative assessment process 
(Schütze et al., 2018). The resulting information can be used in different ways. On the one 
hand, the teacher can use the information to adapt further teaching, e.g., in the form of 
adapted instructions or repetition of certain topics. On the other hand, the teacher can also 
provide individual feedback for each student (Schütze et al., 2018). Further possibilities of 
feedback can also be peer assessments, where students assess each other, or completely 
independent self-assessments (Schütze et al., 2018). Thus, peers can also play a crucial role 
in the formative assessment process, providing further opportunities besides the classical 
teacher-student interaction. In the end, the feedback should show further learning steps for 
the students and promote self-regulation competence (Wolf, 2014). 

Looking at the learning effectiveness of formative assessments, many empirical 
studies find that lower-performing students in particular can benefit from them (Maier, 
2010). In his meta-study, Hattie (2009) was also able to prove a high effect, but the positive 
results are viewed in a much more differentiated way in more recent studies (Hattie, 2009; 
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Souvignier & Hasselhorn, 2018). The biggest effect on student performance is expected 
from so-called short-cycle feedback (Hattie, 2009; Wiliam & Leahy, 2007). This refers to 
an immediate sequence of the first three key features from Fig. 1 (i.e., goal setting, learning 
action and feedback), all of which should take place within one lesson (Hattie, 2009; Maier, 
2010). 

However, this aspect is difficult to implement in reality because, on the one hand, 
most modern school classes consist of a large number of students and thus one-on-one 
conversations between students and teachers are not possible. On the other hand, the whole 
formative assessment process takes a lot of time (Hunt & Pellegrino, 2002). There is no 
point in formative assessment by a teacher if the teacher cannot identify, analyze, and 
respond to the problems of individual students (Hunt & Pellegrino, 2002). 

How finally the performance measurement is conducted can be very different (Wolf, 
2014), because the aspect of formative is not a characteristic of the method that is used, but 
the way how it is used (Maier, 2010). For example, portfolio tasks, one-minute papers or 
student response systems are typical formative assessment methods (Schütze et al., 2018). 
Thus, concept maps can also be used as a summative but also as formative assessment 
(Ruiz-Primo & Shavelson, 1996). For this reason, the use of concept maps for formative 
assessment will be discussed in more detail in the next section. 

2.2.  Concept maps 
A concept map consists of different concepts, which are usually enclosed in circles or boxes, 
and of relationships between the concepts (Cañas et al., 2012). The different concepts are 
from a certain subject area and are arranged in a certain form (e.g., hierarchically) (Ley, 
2015). The relationships between the concepts are represented by a labelled arrow, 
whereby an arrow can only link two concepts (Ley, 2015). The resulting composition of 
two concepts and a labelled arrow is also called a proposition (Cañas et al., 2012). 

A concept map can be created in many different ways. Ruiz-Primo and Shavelson 
(1996) have tried to classify the different approaches with the help of the criteria task 
demands and task constraints. For concept maps, this means they can vary greatly in 
structure and content. For example, some formats give the students complete freedom and 
no guidelines, to very strong constraints, such as fill-in-the-map tasks, where the students 
only have to fill in gaps within the map (Cañas et al., 2012). The choice of task format also 
has an impact on the level of difficulty of the concept map. Closed forms make the task 
easier for the students, whereas open forms make the task more difficult (Ley, 2015). The 
tools to create concept maps can also be varied. It is possible to create concept maps with 
paper and pencil or to use concept map software such as the IHMC CMap Tool 
(https://cmap.ihmc.us/cmaptools) (Cañas et al., 2004). 

There are many studies in the literature on the use of concept maps as an assessment 
strategy (see Cañas et al., 2012) or as a research tool (e.g., Campbell, 2022). When creating 
or editing concept maps, students need not only to understand individual concepts but also 
to be able to understand their relationships with each other (Llinás et al., 2020). For this 
reason, concept maps can represent the students’ knowledge structure (Ley, 2015). Among 
other things, misunderstandings about certain connections can be traced and students’ prior 
knowledge can be evaluated (Stracke, 2004). This information can then be used to 
meaningfully adapt further learning and teaching (Hay et al., 2008). However, regardless 
of how concept maps are used for formative assessment, they need to be analyzed at some 

https://cmap.ihmc.us/cmaptools
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point. One possibility is to use the strategy proposed by Novak and Gowin (1984) of 
counting structural attributes such as the number of hierarchical levels or the number of 
cross-links. This assessment system is well-suited for evaluating the overall quality of 
students’ concept maps (Cañas et al., 2012). However, such a graph theoretical evaluation 
can only provide limited information about the quality of the content of the individual 
components (Ley, 2015). A solution could be a qualitative approach in which the individual 
propositions are analyzed and evaluated in more detail. Although this leads to a higher gain 
in knowledge and is more useful for formative assessment, this approach also costs a lot of 
time and is therefore difficult to implement during the normal school day (Hartmeyer et 
al., 2018). But in order for concept maps to be used quickly and easily by teachers as a 
formative assessment method in the classroom, they must be able to be evaluated in a time-
efficient manner (Ley, 2015). However, since existing computer-based evaluation systems 
use rather superficial strategies (Anohina & Grundspenkis, 2009), Machine Learning 
techniques will be used in this work. For this reason, the next section will discuss this topic 
in more detail. 

2.3.  Machine learning 
Machine learning is a subfield of artificial intelligence and is generally divided into three 
types: supervised learning, unsupervised learning, and reinforcement learning (Bonaccorso, 
2017). Supervised learning is based on statistical algorithms that analyse data with a known 
structure (Plaue, 2021). This means that the solution to a problem is already available, and 
the results of the machine learning model can then be compared with it. In other words, the 
learning process of the models is “supervised” (Müller & Guido, 2017). Typical tasks for 
a supervised machine learning approach are regression problems, such as the prediction of 
a stock price, and classification problems, such as spam detection of e-mails (Richter, 
2019). In contrast, in unsupervised learning, no solutions or no characteristics of the data 
set are known a priori (Plaue, 2021). The goal is to identify patterns in the data set that are 
not due to random noise (Richter, 2019). A typical example of unsupervised learning is 
cluster analysis (Plaue, 2021). The third area of machine learning is reinforcement learning. 
In this type, the system learns based on effects on the environment, since it receives an 
evaluation for each output and can thus optimize itself (Pfannstiel, 2022). Classic examples 
of reinforcement learning are the finding of game strategies or the independent learning of 
robots (Richter, 2019). For this work, only supervised learning is relevant, which is why 
the following aspects only refer to it. 

The workflow for creating machine learning models usually follows a similar 
pattern (see Fig. 2). First, the data is put into a form that the computer can handle. Often 
the images or texts that should be used are transformed into a reel-valued vector 𝑋 ∈ 𝑅𝑛 
with 𝑛 ∈ ℕ, using various methods, whereby n can be very large depending on the problem 
(Richter, 2019). After this is done, the data is split into a training set and a testing set (see 
Fig. 2). Here, there are also various options, such as a random division into e.g. 90% 
training and 10% testing data or the use of a cross-validation strategy (Hastie et al., 2009). 
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Fig. 2. Workflow of a supervised machine learning algorithm, Adapted form Mahesh 

(2019) 

The training set is then used to train the model, which means that the algorithm 
should be able to recognize patterns in the data. So these patterns do not have to be specified 
by the programmer but must be learned by the algorithm from the data (Plaue, 2021). To 
see how successful this learning process is, test data that is not in the training set is given 
to the model for prediction. To optimize the model, the hyperparameters of the model can 
also be adjusted or tuned (see Fig. 2). These parameters serve as weights for the algorithm 
and must be selected by the human beforehand (Hirschle, 2022). The selection of the 
appropriate algorithm for a problem can be described as an iterative process, as different 
models are tested and then the model with the best performance is selected (Krüger & Krell, 
2020). Typical supervised learning algorithms include Support Vector Machines, Decision 
Trees and Naive Bayes (Mahesh, 2019). 

Since in a supervised machine learning approach the labels of the test data set are 
already known, various key indicators and metrics can be calculated to measure the 
performance of the model. The simplest metric for a classification problem is accuracy, 
which divides the correctly classified data by the total number of data (Bonaccorso, 2017). 
However, it is often useful to distinguish between the types of misclassification and to 
display them in the confusion matrix (see Fig. 3). From this the precision 
( True Positive 

False Positive + True Positive
), the recall ( True Positive 

False Negative + True Positive
) or the harmonic mean of 

both the F1-score can be calculated (Ertel, 2021). 

 
Fig. 3. Confusion matrix for a binary classifier, Adapted from Ertel (2021)  

Another method of measuring the agreement between humans and computers is 
Cohen’s κ which takes into account random agreement between human and computer-
based results (Krüger & Krell, 2020). Here, values of κ > .20 are considered as slight 
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agreement, .20 < κ < .40 as fair agreement .40 < κ < .60 as moderate agreement .60 < κ 
< .80 as substantial agreement and .80 < κ < 1.00 as almost perfect agreement (Landis & 
Koch, 1977). 

In science education research, the potential of Machine Learning to evaluate 
complex data and make accurate conclusions has also been recognized for different 
assessments (Zhai et al., 2021). For example, there has been research on the computer-
assisted classification of written reflections by physics teachers in the preservice phase 
(Wulff et al., 2020), on the automatic coding of short text responses (Zehner et al., 2015) 
or on automated feedback on students’ scientific argumentation (Zhu et al., 2017). 
Nevertheless, Zhai and colleagues (2020) were able to find research gaps in their review: 
The aim should not only be to enable immediate feedback but also to focus on the 
interpretability of machine learning results and how teachers and students deal with them. 
For example, studying how science teachers make instructional decisions on the fly based 
on the automated scores towards different types of science learning activities is lacking in 
the literature, but is essential to make better sense of and utilization of the ML-based 
science assessment (Zhai et al., 2020). The more autonomous Machine Learning models 
are used in science education contexts, such as in the case of the classification of student 
responses independently, the more important it is to inspect the results critically (Krüger 
& Krell, 2020). 

3. Research questions 

The theoretical background shows that formative assessment is one of the best ways to 
optimize learning and that concept maps are a good source of diagnostic information. 
However, detailed analysis is very time-consuming and thus timely feedback is not possible 
in everyday school life. Machine Learning could be a help for this problem, as it can 
quickly provide accurate evaluation and results. For these reasons, this paper tests a new 
evaluation approach for concept maps using Machine Learning techniques. The aim is to 
achieve a fast and accurate evaluation so that teachers and students can use the resulting 
information for a formative assessment. In order to achieve this goal, this paper focuses on 
the analysis of the first machine learning results and their didactic implementation in the 
classroom. This leads to the following research questions:  

RQ1: What is the level of agreement in the evaluation of a concept map between human 
and computer-generated ratings? 

RQ2: Can the developed algorithm be used for formative assessment? 

4. Design of the study 

A concept map on the topic of mechanics was developed for this study. The concept map 
consists of 11 central concepts of mechanics, such as uniform motion, speed or force, and 
different relationships between the concepts. In total, the concept map contains 19 different 
propositions (see Fig. 4). 
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Fig. 4. Concept map on the topic of mechanics (translated from German) 

The concept map software IHMC CMap Tool (Cañas et al., 2004) was used for the 
creation of the concept map and also for later editing by the students. The concept map was 
designed to be a fill-in-the-map task. This means that both the concepts and the connecting 
lines between them have already been generated. Therefore, the students only had to fill in 
the linking words in the blue boxes with no specific instructions on how to formulate the 
linking words (e.g., numbers, formulas, short sentences, etc.). A total of 45 minutes was 
planned for the study, with a short introduction beforehand and a questionnaire at the end. 
The actual working time, therefore, corresponded to about 30 minutes. A total of 230 
(average age 16.9 years; female 49%, male 48%, diverse 3%) students from 14 different 
11th grades took part in the study.  

This rather highly directed format was chosen for two reasons: First, it was not 
possible to assess in advance whether the students had a certain amount of experience in 
working with concept maps since a completely open task format can be cognitively 
challenging without prior experience. Secondly, comparable concept maps should be 
created to enable a valid evaluation. For this reason, the highly directed format was chosen, 
forming a compromise between didactic interest and automatic evaluation. The students’ 
concept maps were evaluated by two different raters. For this purpose, the concept maps 
were divided into individual propositions. The aim was to achieve a more detailed analysis 
than a pure dichotomous evaluation or to look only at the graph’s theoretical aspects. For 
this reason, a general rating scheme was developed, which consists of four different 
categories: one category for (physically) wrong answers and three categories for correct 
answers (see Table 1). The scheme is based on the work of Fischler and Peuckert (2000) 
and Friege (2001) and has been adapted for this research. In order to achieve a high level 
of agreement between the two raters, coding examples were developed for each proposition. 
Thus, an agreement between the raters of 87% and a Cohen’s κ of .83 could be achieved. 
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Table 1 

Rating scheme 

Category Description Keywords Proportion 
A Wrong answers  38% 
B Superficial answers “is a”, “has”, “needs xy to calculate”, “changes” 16% 
C Simple but more directed answers “increases/decreases”, “x depends on y” 24% 
D Detailed answers “increases linearly/exponentially”, “... proportional to...” 22% 

For a valid evaluation, all answers that were duplicated were deleted from the data 
set to avoid the later machine learning model recognising the answer again. Thus, the data 
set was reduced to a total of 2315 student responses, with the largest proportion being in 
the “wrong answers” category at 38% (see Table 1). The remaining answers were then used 
to develop different machine-learning classifiers. 

5. Key findings 

5.1.  Machine learning model 
As described in section 2.3, a supervised Machine Learning approach was chosen. For this 
purpose, the individual propositions were evaluated by two raters (see section 4), which 
serve as the basis and dataset for the Machine Learning model. A 10-fold stratified cross-
validation strategy (Pedregosa et al., 2011) was used to split the data into training and test 
data. The data set is divided into 10 equally sized blocks. One of the blocks is randomly 
selected for testing and the remaining nine blocks are used to train the model. On the one 
hand, this gives more answers for testing the algorithm and, on the other hand, it creates an 
even distribution of rating classes. The Machine Learning approach was selected so that an 
algorithm was trained on the entire data set and not, for example, on individual propositions. 
Firstly, the response frequencies of the propositions are relatively small (average answers 
per proposition) and secondly, sentence embeddings were chosen to encode the 
propositions and obtain a semantically meaningful representation of them (Reimers & 
Gurevych, 2019). 

As described in section 2.3 the process of choosing the algorithm was iterative, 
which means that different algorithms were tested. Among others, typical classification 
algorithms were tested, such as Multilayer Perceptron, Random Forest Classifier, or k-
nearest Neighbors Classifier (Pedregosa et al., 2011). In the end, an Support Vector 
Machine Classifier (SVC) (Noble, 2006) provided the best results. For comparison, a so-
called dummy classifier was built, which makes predictions without learning anything, but 
only based on the distribution of the rating categories in the training set (Pedregosa et al., 
2011).  

As can be seen in Table 2, the SVC provides a high accuracy of 80%. This means 
that 1,852 out of 2315 student responses were classified in the correct rating category. 
Since accuracy is not the best metric to use with an unbalanced data set, it is always useful 
to look at other metrics as well. However, both the weighted F1 score of 0.80 and Cohen’s 
κ of 0.73 also provide good agreement scores. The comparison with the dummy classifier 
also clearly shows that the trained Machine Learning model performs significantly better 
than a model that decides purely on the basis of statistical dependencies. It can be shown 
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that the model was able to classify the student answers into the same category as the human 
raters, although it did not quite reach the level of agreement that could be achieved between 
the two human raters (see Table 2).  

Table 2 

Overall results of the SVC and the dummy classifier 

Model Weighted F1 Accuracy Cohen’s κ 
SVC 0.80 80% .73 

Dummy 0.26 26% 0 
Human   .83 

Table 3 shows that the SVC was able to achieve high values for precision and recall 
for each rating category A – D. This is of course also reflected in the F1 values. Only the 
results for rating category B dropped off slightly. One possible reason could be the small 
number of answers that were rated by the two human raters in this category in the entire 
data set (cf. Table 1). The more answers are available, the easier it is for the model to 
recognize patterns. 

Table 3 

Precision, recall and F1 of the SVC for the four rating categories 

Category Precision Recall F1 
A .80 .83 .82 
B .76 .74 .75 
C .83 .80 .81 
D .81 .81 .81 

5.2.  Didactic implementation 
This work aims to develop a Machine Learning model that is able to evaluate the 
propositions of a concept map in mechanics and to integrate the resulting information into 
a formative assessment. The results from 5.1 have shown that the SVC is able to evaluate 
the student concept maps with a high computer-human agreement. Seeing these results in 
the context of the five key strategies of formative assessment from Wiliam and Thompson 
(2008), using the model can certainly be helpful in steps 2 and 3 (see section 2.1) as it 
provides diagnostic information. Since this is a formative assessment and not a summative 
one, a certain number of errors can also be tolerated, since in this case, no grades are to be 
given. The model and the resulting automatic evaluation can thus definitely be able to 
relieve the teachers in their workload. Once the students’ concept maps are available, the 
algorithm takes less than a few seconds to fully evaluate the students’ maps. This can save 
time in everyday school life. In addition, the teacher is able to provide highly individualized 
feedback for all students. Once the model has been trained, it does not matter whether 5, 
25 or 50 concept maps are to be evaluated. The teacher can therefore decide whether to 
conduct a formative assessment at the class or individual level, depending on the specific 
application. 

One disadvantage is that the model is only trained for this particular concept map. 
This means that a concept map from another subject area, such as electricity, cannot be 
analyzed so easily with this algorithm. Also, the closed concept map format has to be 
considered in the results. This format was deliberately chosen (see section 2.3), although a 
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more open format might have more potential for formative assessment. The results show 
that such a Machine Learning approach can work for such a closed format. It is not possible 
to say whether equally good performance can be achieved for more open-ended tasks. 
However, a look at the student responses shows that many of the answers are independent 
of the proposition and the context: “free fall has an acceleration”, “speed increases during 
free fall”, and “horizontal throw is a uniformly accelerated motion”. Therefore, it can be 
assumed that a different algorithm may well be created for a more open concept map. 
However, this is a starting point for further research. 

For implementation in everyday school life, the errors or the type of error must also 
be critically analyzed. Since the algorithm developed is to be the basis for a feedback tool, 
different aspects have to be taken into consideration depending on the use case. The results 
give hope for a tool that can be used by teachers. They get a quick overview and can provide 
feedback to their students. They are in control at all times and can correct or even reject 
wrongly classified answers if necessary. A sensitivity as high as possible, i.e., a high recall, 
would be desirable here. The situation is different if the feedback tool interacts directly 
with students. In this case, high precision would be more appropriate, as this would mean 
that the proportion of student answers that were classified as correct by the model would 
actually be very high. This could prevent conflicts between the validity of the model and 
the teacher. But regardless of how the intelligent methods are used in the classroom, all 
involved people must learn how to deal with the interpretation and the outcome of the data. 
Similar to fake news or the verification of sources, all results must be critically analyzed 
so that meaningful embedding in the classroom can take place. Of course, this requires 
further competencies to be learned by teachers and learners. 

6. Conclusion and future work 

The paper presents an intelligent Machine Learning approach for the analysis of concept 
maps. The results show that the developed approach, which is based on a Support Vector 
Machine classifier, can quickly evaluate the student proposition of a mechanics concept 
map with a very good performance. The paper only dealt with German language concept 
maps, but it is possible to transfer the results to maps in other languages, such as English, 
since similar methods for generating features are also available in other languages. 
Furthermore, the paper shows that interdisciplinary cooperation between Computer 
Science and Science Education can not only provide new insights but also develop novel 
and beneficial methods for teaching and learning. 

In a follow-up study, the tested and developed machine learning model will be 
rolled out in German schools in the next school year. In the first step, the algorithm and the 
concept map will be used at the beginning of the mechanics unit. With the help of automatic 
evaluation, teachers should get a quick and easy overview of the possible weaknesses and 
strengths of their students. In this way, they can design the rest of the unit from a more 
well-rounded perspective and adapt it to the prior knowledge of their students. In the 
second step, the same concept map is to be used again shortly before the exam. This time, 
the algorithm should on the one hand provide the students with direct hints and represent 
their changes to the first concept map. On the other hand, the teachers will receive renewed 
feedback on the students’ level of performance. Due to the feedback categories developed, 
teachers and students get a much more accurate insight into the current state of knowledge 
instead of a simple consideration of right and wrong answers. How the teachers and 
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students will ultimately deal with the provided information and feedback will be exciting 
questions for this follow-up project. 
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