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Introduction

Initiatives during the George W. Bush administration and 
the Obama administration set the stage for a “Golden Age of 
evidence-based policy” (Haskins, 2015). Together, these 
administrations stressed the importance of internally valid 
effectiveness evidence to inform decisions to more efficiently 
allocate public resources in education. In 2002, the U.S. 
Department of Education’s Institute of Education Sciences 
(IES) was built upon this idea and set out to grow the experi-
mental evidence available within the field of education. 
Randomized field trials were the focus of IES initially, as this 
method is the gold standard for effectiveness evidence (U.S. 
Department of Education, 2003). Such studies, if executed 
properly, tell us if a particular program (broadly defined) 
achieves the goals it was designed to improve.

Knowing if an approach was found to impact the outcome 
as intended is necessary but not sufficient for policymaking 
when deciding among alternative options (Harris, 2008; 
Monk, 1995; Ross et al., 2007). Effects must be considered 
alongside the costs required to produce them to maximize 
public investments (Levin, 2001; Levin & Belfield, 2015). 
Such analyses, broadly called economic evaluation, include 
cost-effectiveness and benefit-cost analysis (Levin et al., 
2018). By including an economic component, the goal is to 
provide evidence of effectiveness and corresponding costs 
and implementation fidelity so that the evidence is useful in 
policy considerations of how to best allocate scarce resources 

and to improve the likelihood of successful replication 
(Belfield & Bowden, 2019).

Major funders of policy and program evaluation in the 
United States—including IES, the Department of Labor, 
USAID, and others—now require evaluations to include a 
cost component through a cost-effectiveness or benefit-cost 
framework to ensure that the change in resources that pro-
duced effects are published in addition to program impacts. 
This expansion of expectations among funders has been a 
major challenge for researchers. Importantly, coursework on 
the methods of economic evaluation and on conducting 
research to estimate costs within field trials has been largely 
absent from predoctoral training (Clune, 2002; Harris, 2008; 
Levin, 2001, 2013; Rice, 1997). Unfortunately, it is common 
to see cost-effectiveness discussions in studies be treated as 
“back of the envelope” calculations or reference a purchase 
price even when the effects were estimated with careful 
attention to assumptions and causality.

This paper addresses the growing demand for rigorous 
cost-effectiveness analysis by providing guidance on how to 
design a cost study within the context of randomized field 
trials to assess the resources used in improving educational 
outcomes. Broadly, the method presented here—the ingredi-
ents method—is not new (the primary text on the subject has 
three editions, with the most recent being Levin et al., 2018). 
This paper contributes a study design guide to integrate 
research on costs into randomized field trials.
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The ingredients method was developed to provide a 
straightforward approach to conducting economic analyses 
in education and other public sectors (Levin, 1975, 2001, 
2013). Although this method is widely accepted as a rigor-
ous approach to evaluating costs (Cost Analysis Standards 
Project, 2021), there are misconceptions in the field regard-
ing the data required for this research within larger evalua-
tions. Common misinterpretations are that every resource, 
regardless of relation to the outcome, must be observed and 
that most data are collected via intensive interviews. These 
false perspectives point to the need for specific guidance 
concerning the data collection needed to apply the ingredi-
ents method to experimental designs and how including 
these approaches can deepen what is learned from effective-
ness studies. To date, there is no methodological guidance 
available to researchers that directly informs design prac-
tices to collect the data needed to conduct high-quality and 
efficient research on costs within field experiments.

This paper serves as a “how-to guide” for designing 
research on costs that are intended to supplement founda-
tional work by Levin on cost-effectiveness and on field trial 
design strategies to estimate treatment effects, explore 
impact heterogeneity, and examine implementation/fidelity 
(for example, see Boruch, 1997; Orr 1999; Rossi et al., 
2003). This work focuses on cost-effectiveness and field 
experiments and can be used as a complement to other avail-
able guidance on the treatment of ingredients in estimating 
costs for specific types of programs (see, for example, Jones 
et al., 2019, on early childhood education costs; Bowden 
et al., 2017, on estimating costs of service mediation inter-
ventions; Bradshaw et al., 2020, on estimating costs of disci-
plinary programming). My intention is to provide a road 
map for researchers to better design education research by 
integrating data collection efforts on ingredients (resources 
or inputs) with the study’s purpose and plan for estimating 
and understanding effects. Throughout the paper, I discuss 
real educational interventions to deepen the guidance and 
implications through concrete examples.

To begin, I analyze education research proposals to dem-
onstrate the need for guidance and to identify aspects of 
study design where simple modifications could ease the inte-
gration of cost-effectiveness into evaluations. Then, I pro-
vide a brief review of the ingredients method. The remainder 
of the paper focuses on guiding the design of evaluations to 
ensure that costs and effects correspond and to use the con-
ceptualized contrast between treatment and control condi-
tions to design the data collection plan. Although my focus 
here is on education, the concepts and guidance are broadly 
applicable to policy and program evaluations within the 
social sciences.

State of Education Research Design

Given that the goal of this work is to provide researchers 
with useful guidance that is rooted in the design of education 

research, I examined proposals to conduct field experiments 
for the inclusion of cost research and the quality of the cost 
research proposed. I obtained data on funded IES Goal 3 
Efficacy proposals from the National Center for Education 
Research from fiscal years 2014, 2015, and 2016 under the 
Freedom of Information Act. The sample includes 59 effi-
cacy proposals with distribution by year of 18 proposals in 
2014, 19 in 2015, and 22 in 2016. Three proposals were not 
available due to redactions and are not included in the 
sample.

Although these proposals are not reflective of recently 
funded work, this time period is significant because 2014 
was the first year that the request for applications from IES 
encouraged the inclusion of a cost study within an efficacy 
trial, and by 2016 efficacy proposals were required to include 
a cost component. Even though several years have passed, 
some of these trials are ongoing due to COVID-related 
delays or through longitudinal follow-up research. I briefly 
discuss this research to motivate the need for the tools pre-
sented in this article.

I coded each proposal for an array of information includ-
ing program characteristics, methods to estimate and under-
stand impacts, and methods to evaluate the costs of the 
program. I also evaluated the integration of the economic or 
cost component into the “story” of the evaluation and the 
purpose and justification of the work. A justification that 
integrates a resource or cost-effectiveness theme could be a 
rationale related to scarce resources, tradeoffs, labor market 
ramifications, returns to educational investments, improving 
access to economic sustainability, or the importance of 
understanding costs when deciding among educational pro-
grammatic alternatives. A proposal that tells a cohesive story 
is important as a signal that the cost component is being effi-
ciently integrated into the evaluation. A cohesive proposal is 
also important for the overall strength of the proposal 
because it demonstrates that each aspect of the proposed 
work reflects the theory of change and is intended to add to 
what is understood about the effectiveness of an approach.

My findings, summarized in Table 1, indicate that pro-
posals would be strengthened by more thoroughly integrat-
ing research on costs in multiple sections, including the 
problem/importance section that justifies the work, research 
questions, and the analytic plan to collect and analyze data. 
This constitutes a major shift from existing practice where 
cost-effectiveness is often treated as an afterthought or a pro-
cedure that is akin to a budget audit. By carefully consider-
ing the purpose of the evaluation—including economic 
justifications—the study can be designed with clear align-
ment between the purpose or problem being addressed, the 
policy at hand, the outcomes being measured, and the ques-
tions being asked. Just as proposals provide details on the 
data collection plan and timeline, descriptions and plans 
should also address how data on the program’s ingredients 
or resources will be identified and collected, and how the 
evaluation and cost-effectiveness component will address 
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the contrast between the treatment and control groups. As 
such, it is important to establish a research question for this 
aspect of the evaluation to guide this work and to allow for 
transparency in reviewing what was planned versus what 
was conducted and reported.

The following guidance provides a road map to integrate 
cost-effectiveness into the story of the proposal so that the 
resulting research may be better equipped to produce effects 
that are explained by complementary research on both costs 
and implementation. Recent standards of practice in eco-
nomic evaluation also point to the importance of integrating 
economic research into the design of efficacy trials to ensure 
that the costs estimated correspond to the effectiveness esti-
mate (Cost Analysis Standards Project, 2021).

Defining Cost-Effectiveness

The concept of costs is best conceived as the value of 
resources delivered to achieve an effect (Levin et al., 2018). 
The economic principle of opportunity cost underpins this 
conceptualization, as all resources, regardless of who pro-
vides or funds them, have value and cannot be used for other 
purposes while being used for a given educational approach. 
The resulting analysis provides the social cost of an approach, 
preferably with a supplemental analysis of how the costs 
were financed. The ingredients method offers a clear 
approach to estimating costs and conducting cost-effective-
ness analysis (Levin, 1975). The method includes three main 
steps to estimate costs: (1) identify, describe, and quantify 
ingredients; (2) match ingredients to standardized price val-
ues; and (3) calculate costs; and in the case of cost-effective-
ness, a fourth step would be to combine costs with effects 
into a cost-effectiveness ratio (for a thorough treatment of 
the ingredients method and cost-effectiveness, please see 
Levin et al., 2018).

In a cost-effectiveness analysis, this fourth step includes 
estimating cost-effectiveness ratios and comparing alterna-
tive policy options on the cost to produce an additional unit 
of a shared outcome. As mentioned previously, to calculate a 
ratio of the cost of an approach relative to effects, the costs 
and effects must correspond by reflecting the resources 
received by the treatment in contrast to the resources 
received by the control. Thus, cost-effectiveness ratios 

naturally reflect the evaluations that estimated them. As a 
result, there is some complexity in comparing metrics across 
studies (Levin & Belfield, 2015).

Cost-effectiveness is useful in sectors, like education, 
where early outcomes are valued that are not easily mone-
tized for benefit-cost analysis. Early literacy development 
and attendance are two of many examples where the field 
agrees on the importance of these outcomes for children and 
outcomes where additional assumptions about their long-
term relationship to income and adult health may not be rel-
evant for decisions made at the state and local levels. 
Cost-effectiveness ratios provide a metric to compare alter-
native strategies to improve an outcome by relative costs to 
achieve that outcome. This metric is distinct from a benefit-
cost ratio, where impacts are translated into long-term mon-
etary economic benefits (dollars). Cost-effectiveness is 
intended to support decisions in a format that relies on fewer 
assumptions and is thus easily interpretable and relevant for 
policy.

All four steps are important in evaluating cost-effective-
ness, but this paper focuses on Step 1 because this process of 
identifying, describing, and quantifying ingredients is the 
most salient aspect for designing field trials. If study teams 
adequately and efficiently collect data on the ingredients 
allocated to produce an impact, cost estimation and other 
potential options for analyses can be explored depending on 
the purpose and audience of the evaluation. However, with-
out adequate data on costs, the ability of the evaluation to 
address a range of questions will be limited.

Designing for Correspondence Between Costs and 
Effects

When estimating costs to combine with effects from a 
field trial, the cost estimate quantitatively represents the 
change in resources that resulted in a change in outcomes. To 
accomplish this, there are three important considerations for 
cost-effectiveness when designing a field experiment: imple-
mentation, treatment contrast, and expected heterogeneity of 
effects. The cost estimate must reflect these three aspects of 
delivering an intervention and the effects, especially if the 
broader goal is to compare cost-effectiveness ratios of alter-
native policy options, broadly known as cost-effectiveness 

TABLE 1
Summary of Proposal Data Analysis Demonstrating the Need for Stronger Integration of Cost Research Into Design

2014 2015 2016

Total proposals in sample 18 19 22
Problem statements include economic justification 5 16 20
Research question(s) on costs listed 2 1 5
Analysis plan section on economic evaluation or costs 4 17 22
Method to estimate costs identified 4 6 7

Notes: Counts shown. In total, 59 proposals were reviewed. Due to nonresponse, sample data are missing three proposals in 2015 and one proposal in 2016.
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analysis (Levin 1975; Levin et al., 2018). These concepts are 
critical not only to ensure the precision of the match between 
costs and effects but also in the efficiency of the evaluation 
itself. This section proceeds by providing more information 
on how these common evaluation concepts relate to cost 
research and study design.

Implementation of the Treatment

To ensure that the cost estimate corresponds to the effec-
tiveness estimate, the costs should be based on what was 
provided during the trial. This is important because it relates 
to the very mission of the cost-effectiveness framework—to 
examine a program’s effects relative to its costs and to 
inform future implementation. Actual program delivery, and 
the contrast between treatment and control conditions, may 
be quite different from the program’s design or how the pro-
gram was previously delivered and evaluated. For costs to 
correspond to effects, the data on ingredients—descriptive, 
qualitative data and quantities—must be collected during 
program delivery to reflect implementation.

The first step in designing data collection strategies for 
ingredients is to outline the ingredients of the intervention 
and the data needed to describe, quantify, and estimate costs. 
In Table 2, the common template for the ingredients method 
is adapted for the design phase to support planning for data 
collection and to encourage the integration of costs and 
implementation data collection activities when possible.

As an example, let us focus on the recent efficacy trial of 
Zoology One (Gray et al., 2022). This study examined the 

effects, implementation, and costs of a kindergarten literacy 
curriculum (Zoology One, now called ARC Core). The initial 
step to design the study to estimate costs that correspond to 
effects was to review the program’s goals, components, and 
theory of change to identify ingredients. Table 3 shows this 
initial list with some descriptions of each ingredient. Each 
ingredient also has a quantity and unit of measurement that is 
based on the design of the curriculum and that the study 
planned to deliver. During the study, the teacher’s implemen-
tation of the curriculum was observed to determine if all of 
these components were delivered as planned or if practices 
and ingredients were adapted during the evaluation.

Ingredients data can be collected through a range of 
sources. Depending on the program, some data may exist in 
management information or extant databases. For all data 
that are not readily available, there are many options to 
gather ingredients data, such as observations, interviews, 
surveys, time logs, and focus groups. In the design template 
shown in Table 2, the column for data source serves as an 
early opportunity to begin considering options for ingredi-
ents data collection during the course of the study.

Importantly, the options or methods available to collect 
data on costs are often already employed in field experiments 
through the implementation study. When data are collected on 
costs and implementation through the same strategies, it is 
more efficient to combine efforts when possible, which would 
also reduce the burden of research on participants and reduce 
the costs of conducting evaluations. Table 4 provides exam-
ples of how data collection efforts on implementation can be 
expanded in simple ways to incorporate data on ingredients.

TABLE 2
Ingredients Worksheet to Design Data Collection

Ingredients Description Questions Source Units

Comprehensive list, 
regardless of who pays

Known drivers of 
effectiveness and 
costs

Mirror description; guide data 
collection during program 
delivery

Identify instruments 
planned to integrate 
cost data collection or 
make a plan to collect 
cost data separately

Expected units; 
use in surveys

Personnel
e.g., staff, teachers, coaches, 

counselors, volunteers, 
caregivers

 
e.g., education, 
training, experience, 
time, roles, etc.

 
e.g., education level, prior 
relevant training, time, duties

 
e.g., surveys, interviews, 
system data, program 
records, time logs

 
e.g., FTE, 
days, hours

Facilities
Space for delivering 

programming; e.g., office, 
classroom, cafeteria

 
e.g., required size 
and furnishings, 
time

 
e.g., space size, extra 
plugs, technology, other 
accommodations, rented or 
reallocated, dedicated to the 
program only or shared

 
e.g., surveys, 
observations, 
interviews

 
e.g., square 
feet, rooms, 
etc.

Materials
e.g., books, computers, 

workbooks, manipulatives

 
e.g., laptop or tablet, 
kit of books for the 
classroom

 
e.g., dedicated or shared, 
replacement timeline

 
e.g., records, known 
or average “life” of 
material, survey

 
e.g., kits, 
hours, laptops

Notes: Adapted from Levin et al. (2018). The categories are intended to guide practice and may need to be adapted. For example, categories for training and 
other inputs—such as rewards, food, and internet—may be relevant.
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Within the Zoology One literacy curriculum efficacy 
study example, the study included implementation research 
that aimed to examine fidelity among the treatment class-
rooms and the responses of teachers to this change in instruc-
tional approach. School-based data collection activities for 
this study were planned to include site visits, instructional 
observations, teacher and principal interviews, teacher sur-
veys, and teacher time logs. The study team intentionally 
incorporated the cost component during the proposal plan-
ning phase so each of these data collection activities could 
have the dual purpose of also collecting data to estimate 
costs. Table 5 provides an example of how data collection of 
a set of ingredients was planned to make the study more effi-
cient and to reduce the burden of data collection on schools 
and teachers.

In the design of the Zoology One study, the theory of 
change and extant literature indicated that teacher experi-
ence and qualifications may vary in ways that could be 
important for the productivity of the intervention. To be able 
to reflect this in the cost per student and to ensure the costs 
correspond to effects, these data were collected in the teacher 
survey. Classroom observations documented the time allo-
cated to the literacy block, as well as documenting the over-
all resources available in the classroom. The study included 
a teacher time log at four points during the school year to 
observe how teachers allocated their time during and outside 
of school. Principals were interviewed about their time. 

Because of study limitations, it was not possible to collect 
data from families directly, but information about home 
reading was collected through the teacher survey.

Treatment Contrast

Another aspect of design that is critical to understanding 
the production of the impact is the contrast between what is 
received by the treatment group and the control group 
(Hamilton & Scrivener, 2018). In education, the control con-
dition is often not a pure “control” condition as seen in labora-
tory studies but rather a condition where students continue 
along with activities as usual. Methods for the study of imple-
mentation focus on the relative difference between treatment 
and control conditions in field experiments both in theory and 
then in how that contrast is actualized (Century & Cassata, 
2016). The theoretical or expected relative strength distin-
guishes between the treatment program as it is designed and 
the control condition as is it known from standard practice 
(often called business as usual [BAU]) or in theory (Cordray 
& Pion, 2006). Achieved relative strength then accounts for 
infidelity related to the theoretical relative strength for both 
treatment and control (Hulleman & Cordray, 2009). An evalu-
ation should be designed with information about the expected 
or theoretical treatment contrast so that, during the trial, the 
achieved relative strength or actual treatment contrast is 
reflected in the resources received by each group.

TABLE 3
Example of Initial Ingredients List for Classroom Curriculum

Ingredients Description & Notes Est. Quantity Units

Personnel
Kindergarten teacher Time to deliver the curriculum. May need to include time to prep or to 

communicate with families given home component. Teacher experience may be 
important for variation.

120 Minutes/day

Principal Time related to the curriculum and building community. 10 Minutes/week
Home reading Books go home daily to be read by a parent/caregiver. 30 Minutes/day
Training
Initial PD module Day of PD before the school year. May require space. 1 Session
Coaching sessions One visit per month by curriculum coaches. 10 Session
Materials
Book collection 450+ books, leveled and integrating science content. 1 Collection
Assessment Curriculum assessment to guide instruction 1 Assessment
curriculum materials manuals for each unit of the curriculum, power word cards, etc. 1 Curriculum
Data Management
Computer Laptop in the classroom for the teachers to use. 1 Computer
Online software Curriculum database and online support. 1 Subscription
Facilities
Reading nook Cozy area with books that encourage reading. May need to observe to list out 

ingredients involved.
1 Nook

Notes: Contents loosely based on the initial ingredients outlined for Gray et al. (2022). The ingredients were identified based on the curriculum’s design, 
program materials, the theory of change, and existing practice. Quantity is estimated based on the planned study. This list is used in future steps to design 
data collection and to determine how much data are needed for the study.
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Returning to our literacy curriculum example, the curric-
ulum was designed to provide 120 minutes of literacy 
instruction. At the time of design, it was common in the dis-
trict where the study took place for the literacy block to 
include 90 minutes of literacy instruction. The theorized 
contrast in instructional time between treatment and control 
is 30 minutes.

However, if during delivery the treatment classrooms 
average 110 minutes of instruction and the control class-
rooms average 100 minutes of instruction, the achieved rela-
tive strength in terms of minutes of instruction is actually 10 
minutes of instruction. Observing treatment contrast is 
extremely important in cost-effectiveness because both 
effects and costs reflect the relative difference between the 
treatment and control conditions. Thus, it is important at the 
design stage to consider how large the contrast will likely be 
and where important variation might occur to plan observa-
tions and data collection accordingly.

The context in which the evaluation takes place and the 
resources that are delivered through BAU serve as a starting 
place for this aspect of the evaluation. If the context has 
highly prescriptive guidelines on the amounts of time and 

resources provided, determining what is changed by the treat-
ment should be straightforward. However, if services and 
supports are varied, in both treatment and control conditions, 
where the contrast in services received is more muddled, 
additional focus and data are needed to specify contrast.

Additional complexity can arise through “service media-
tion interventions” where a treatment leads to changes in 
other services that contribute to the production of the out-
come (Bowden et al., 2017). The mediator services may be 
included as indirect costs or cost savings, but importantly, 
the services occur prior to the measurement of the outcome 
of interest and relate to the outcome. From a replication per-
spective, the effect on the outcome would be influenced by 
the change in services that also mediate the outcome. By 
excluding indirect changes in the resources participants 
received, the ingredients and costs estimated will not reflect 
the value of all of the resources delivered to produce effects.

Relating this to the curriculum example, at the design 
stage the comparison was thought to be a simple replace-
ment where the current literacy curriculum would be 
exchanged for the innovative curriculum being tested. 
However, as the treatment and control classrooms were 

TABLE 4
Integrating Data Collection on Costs and Implementation

Data Collection Approach Ingredients Data

Observations Observe the context and level of resource allocation as part of typical practice
Observe treatment and control resources in use
Identify unexpected resources

Surveys Collect data from all schools/classrooms—treatment and control—on basic ingredients
Interviews/focus groups Inquire about aspects of the program or business as usual (BAU) that require an iterative format

Ask about supports that may have been missed, not easily observed (especially volunteer or home inputs), or 
indirect costs

Invite feedback on the ingredients list and understanding of dosage/participation
Can be a subsample so long as the sample is adequately represented in resource use

Time logs Use if time allocated by teachers or other individuals (personnel) is difficult to quantify via survey
Administer to treatment and control
Multiple time points if possible

TABLE 5
Example of Data Sources for Ingredients

Ingredients Questions/Content Needed Sources

Personnel
Kindergarten teacher Experience and qualifications Teacher Survey

Time teaching Observation
Time to prep or other Time log

Principal Time related to curriculum and building community Interview
Home reading Books go home daily to be read by a parent/caregiver Teacher survey

Notes: Contents are loosely based on the initial ingredients outlined by Gray et al. (2022). The ingredients worksheet was expanded to include the questions 
or content needed to describe and quantify each ingredient to estimate costs. The source column lists data collection activities that are planned to include data 
for both costs and implementation components of the evaluation.
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observed, the study team learned that the control classrooms 
used a range of literacy programming, meaning that the con-
trast was not a simple contrast. To capture the high variation 
in programming among the control condition classrooms, 
the study included detailed information in the teacher survey 
to observe what other literacy programs were being used. 
Information on the use of other programs (in addition to the 
curriculum offered as the treatment) was also important for 
the treatment condition, so the survey questions were admin-
istered to both groups. This understanding of treatment and 
control was key to the cost component of the study and to the 
interpretation of effects and variation in effects.

Heterogenous Effects

The production of impacts is highly influenced by the 
context, clients being served, and variation in treatment con-
trast among sites or classrooms resulting in heterogeneous 
treatment effects (for an excellent illustration, see Weiss 
et al., 2014, p. 782). In this scenario, the expected production 
of impacts and variation of those impacts is also useful when 
designing and integrating research on costs.

Although treatment effects may vary due to a range of 
reasons that are not planned, some interventions are designed 
to be tailored to the context to increase buy-in. Interventions 
may be more effective when there is local support and adap-
tation of an approach (McLaughlin, 1990, 1998). In these 
instances, the evaluation design can be planned to capture 
site-level or context-level variations in resources and sup-
port provided to both treatment and control conditions with 
a specific plan to identify variations in ingredients and 
resource use among sites (Bowden & Belfield, 2015).

In the curriculum example, the study relied upon a multi-
site design with two cohorts of students across two school 
years. As described previously, the cost study was designed 
in tandem with the effects and implementation components 
so that the data on costs could be used to unpack and explore 
variation in the contrast between conditions within the study 
sample, which would result in variation in treatment effects. 
The treatment contrast in the study differed across cohorts 
because the “business as usual” literacy blocks differed 
across the two cohorts of schools. One cohort was a wide 
range of programming with very little consistency and a 
large contrast with the treatment; the second cohort received 
a more consistent literacy block with guidance from the 
school district. With evidence to support an understanding of 
how the cohorts differed, the study team was able to return 
to the theory of change to undertake analyses to explore het-
erogeneity in effects.

Taxonomy of Educational Programs

Among the design considerations listed previously, 
treatment contrast is the most salient as it reflects the 

change in resources that result in the change in effects. 
Understanding this contrast allows us to estimate costs and 
effects more clearly, to better interpret our results, and to 
compare findings across evaluations of program alterna-
tives. In this section, I provide a taxonomy of programs 
based on basic conceptualizations of treatment contrast 
among programs that are often studied in efficacy trials to 
support the design process for researchers. To confirm that 
the taxonomy applies to a wide range of educational inter-
ventions, during the review of 59 intervention efficacy 
trial proposals, all were examined against the classifica-
tions and all of the interventions easily fit within a 
category.

These classifications hinge on the treatment contrast—
that is, the difference between what is delivered in the pro-
gram being evaluated and what is delivered in the control or 
business-as-usual condition (Cordray & Pion, 2006; 
Hulleman & Cordray, 2009; Weiss et al., 2014). The classifi-
cations are new, replacement, and supplemental. A new pro-
gram is an intervention that is unlike anything being provided 
and is in contrast to no service. A replacement program is 
intended to replace standard practice or business as usual. A 
supplemental or tiered program may involve an innovative 
approach that increases efficiency by partially replacing 
existing approaches or by adding onto existing program-
ming to provide supplemental or tiered intervention support. 
In the following section, each type of program is described 
with examples and guidance for evaluation design. 
Importantly, these classifications are intentionally simple in 
nature as they are intended to serve as a guide and should be 
interpreted flexibly and adapted to each intervention and 
evaluation.

New Programs

The distinguishing factor for a new program is that it is an 
innovation that is being compared to no other similar 

FIGURE 1. Treatment contrast in resources for “new” 
programs.
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intervention. These interventions tend to occur outside of 
school time. For example, a volunteer tutoring program deliv-
ered to students during the summer is provided where the 
alternative to attending the program is no programming. As 
such, the evaluation is designed to randomly assign children 
to receive tutoring as the treatment compared to a control con-
dition where students receive no similar services (summer, as 
usual). In this evaluation, the treatment is compared to the 
absence of similar programming or services, which means 
that the treatment contrast is equal to the full value of the 
treatment.

Figure 1 illustrates the contrast between treatment and 
control for an evaluation of a new program. Because there is 
nothing comparable being received by the control partici-
pants, the cost of the control condition is implicitly valued at 
zero.

To put this another way, this means that the “business as 
usual” (or, in the example, the summer as usual) inputs 
related to producing the outcome of interest are equivalent 
across the treatment and control groups such that the differ-
ence in costs between the groups is equal to the cost of the 
ingredients provided via the treatment intervention being 
evaluated (Cost of Treatment – Cost of Control = Cost of 
Treatment). In this case, where students in the control condi-
tion are not receiving services, there is no need to allocate 
scarce evaluation funding and time to collect data on the 
resources received through the control condition beyond 
what is needed to describe the control condition for replica-
tion purposes.

From a resource perspective, this type of program will 
typically include, at minimum, personnel, facilities, and 
materials. Although treatment contrast is most straightfor-
ward when evaluating a new program, heterogeneity among 
sites should still be considered. If the treatment’s theory of 
change or implementation design is likely to result in 

variation in resources used to deliver the treatment, the data 
collected to estimate costs should reflect this variation and 
reflect important structural variation among sites.

Replacement Programs

A second type of program distinguished by its treatment 
contrast is a replacement program, where an innovative 
approach is replacing existing practice. In K–12, this type of 
program is likely occurring during school. For example, a 
curriculum or set of lessons is developed as an improvement 
on what is currently used in practice. In an evaluation, par-
ticipants would be randomly assigned to receive the newly 
developed curriculum or the existing “business as usual” 
curriculum. In this instance, the contrast in resources used 
between treatment and control may be substantially overlap-
ping because the existing approach and the replacement 
approach are delivered using equivalent time and space. 
Figure 2 illustrates this contrast (or lack thereof) showing an 
intervention that is designed to completely replace existing 
practice.

Here, the design implications are more complex than the 
new program contrast, where the difference in costs between 
treatment and control was simply equal to the cost of the treat-
ment. When one practice or program replaces another, the 
production of the effect may be driven by how participants are 
taught or served, rather than through large changes in the 
resources provided. In this case, the study would need to be 
designed to capture any changes in resources to clearly 
describe what was provided through the treatment, what it 
was being compared to in the control, and what the difference 
between the two is (treatment – control) to estimate the cost of 
producing the effect clearly enough to support replication.

In schools, this is best described as a curriculum 
change where some resources are added (such as new 
textbooks, training, or materials) and some resources are 
changed (services received or supplemental support) but 
the base service of schooling goes unchanged. Although 
some studies assign the purchase price of a new textbook 
as the cost of the replacement curriculum (Chingos & 
Whitehurst, 2012; Boser et al., 2015; Kodel et al., 2017), 
this approach may overlook important costs that must be 
included when estimating the costs to produce effects. 
Overlooked costs may include expensive inputs, such as 
training and coaching, or inputs that are less expensive or 
not incurred by the school, such as volunteer time or 
homework. In addition, this approach overlooks teacher 
time, which is often invisible because so much of their 
work falls outside of the contracted 180 days of instruc-
tion (Hess, 2017).

Another important consideration about teacher time is 
that a teacher’s bandwidth for reform is likely limited related 
to “programitis” (Elmore, 2004; Murnane & Nelson, 2007). 
Each curriculum comes with its own system for classifying 

FIGURE 2. Treatment contrast in resources for “replacement” 
programs, where the business as usual (BAU) curriculum 
currently used in practice is compared to a curriculum that 
replaces it.
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levels of skill and providing differentiated instruction, 
books, and materials, and often includes differing approaches 
to teaching. The teacher in this scenario is not simply grab-
bing a new textbook off the shelf. Hidden activities may 
include attending coaching throughout the year, preparing 
for teaching with a new approach and/or materials, develop-
ing complementary materials, working with other teachers 
to build a learning community, and communicating with 
families.

Although replacement programs are more challenging to 
evaluate than a new program, data collection can be simpli-
fied by focusing on the resources being changed. This may 
mean that only a portion of the full resources (sometimes 
called incremental costs) need to be examined to estimate 
the cost to produce an effect—for example, an evaluation of 
an algebra curriculum that randomly assigns classrooms to 
receive the replacement curriculum or to continue with typi-
cal mathematics instruction. Both use the same facilities 
(classrooms) and time (core subject instruction time) to 
deliver the mathematics block. The goal of the evaluation is 
to determine if the replacement algebra curriculum does a 
better job of teaching math skills than current practice. In the 
context of the evaluation, schools exist and provide trans-
portation and meals, and teachers and classrooms are in use 

following typical practice. Beyond describing typical 
resource allocation and the context for replication, the 
resources that are provided broadly as part of school are not 
required to estimate the cost of the curriculum change. Thus, 
the study should focus on aspects of schooling that are 
altered due to the curriculum change and relevant for the 
production of the outcome of interest.

Ingredients for replacement programs in schools will 
likely include teacher time, training, and textbook materials. 
Some programs will also include prizes, parent/caregiver 
time, additional instruction, additional instructional materi-
als, and opportunities for experiential learning. If the pro-
gram leads to the reallocation of other resources—such as 
supplemental staff, psychologists, vice principals, and spe-
cial education supports—these indirect changes should be 
observed as they relate to the costs (or even cost savings) in 
producing the outcome (Bowden et al., 2017).

To support design, Table 6 lists questions to provide a 
starting point when planning to evaluate the cost of a 
replacement program within a field experiment. The ques-
tions suggested may need to be adapted because cost studies 
do not follow a one-size-fits-all approach. As described pre-
viously, the study is guided by the theory of change. One 
way to simplify the design phase is to focus on personnel. 

TABLE 6
Replacement Programming and Treatment Contrast Design Guide

Directions: Replacement programs will likely include all types of ingredients. The following questions are intended to simplify the data 
collection planned for personnel and serve as examples of how other inputs can be approached.

Will the main personnel delivering the program be randomly assigned to treatment and control groups? Or will the staff in these groups 
have similar characteristics?

Yes: Following equivalent groups, there is no need to collect information on qualifications.
No: Collect data on qualifications that are relevant for treatment effects and costs.
Will the main personnel in treatment and control conditions spend equal time delivering programming? (This also assumes no variation 

within each condition.)
Yes: Consider simple ways to confirm no differences across or within conditions.
No: Include time logs or other ways to measure time allocation over the course of delivery.
Will support staff be equally available across treatment and control conditions? (This also assumes support staff is not a key aspect of the 

theory of change.)
Yes: No need to collect information or consider confirming via survey or select interviews.
No: Collect data on support staff similar to main personnel.
Will treatment and control conditions use volunteers and caregivers equally? (This also assumes volunteers and caregivers are not a key 

aspect of the theory of change.)
Yes: No need to collect information or consider confirming via survey or select interviews.
No: Collect data on time and, if necessary, qualifications and travel; may be through main personnel if direct contact with volunteers and 

caregivers is not possible; consider limitations of data through sensitivity analyses.
If the treatment group providers receive training, is the training replacing current professional development? (This is asking about staff 

time, which is separate from external training costs or ingredients.)
Yes: Confirm time in training, including the need for substitutes, is equal across groups.
No: Collect data on the time spent in training, if a substitute was needed, etc.
Does the treatment require additional support or training for administrators?
Yes: Include the additional time; determine mode of data collection based on the amount of time and the role of administrative support in 

the theory of change (as time increases, amount of data increases).
No: No need to collect information.
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Personnel is an expensive, and likely the most important, 
input in education and other social services. Thus, the ques-
tions in Table 6 are focused on the people who deliver the 
program, but these questions can serve as a guide for other 
types of ingredients.

Supplemental or Tiered Support Programs

Supplemental programs or tiered support programs offer 
specialized services based on developmental needs related to 
the outcome of interest. These services are varied, often 
depending on the context, the type and scale of the support 
provided, and the needs being addressed. Although some 
aspects of supplemental programs may replace existing prac-
tices, these services are most easily defined as having a theory 
of change that is additive and complementary to typical busi-
ness as usual practice. Another complexity is that many of 
these services are required by law, making a true control con-
dition impossible and where most participants are receiving a 
range of services at any given time. Because of these two 
components, identifying the contrast in resources received 
between treatment and control conditions can be very chal-
lenging to plan for and to carry out during an evaluation.

In Figure 3, this complexity is illustrated by a control 
condition receiving more “BAU services” than the treatment 
condition. The treatment condition in the figure also received 
“BAU services” and the “direct intervention services” being 
evaluated as the intervention of interest. The figure also 
shows that other supplemental services “other induced ser-
vices” are changed as a result of the treatment. Although the 
figure shows these induced changes as additive, please note 
that in some instances they may occur as cost savings.

In education, supplemental programs may focus on sup-
porting academic skill development or on supporting stu-
dents’ comprehensive strengths and needs related to health, 
development, or other barriers to learning (see, for example, 

Bowden et al., 2020; Jacob et al., 2016). Law requires that 
students who do not have mastery of content and skills 
reflecting their grade level receive supplemental support in 
academics. Schools also often provide services or support 
for children’s nonacademic challenges.

Because business as usual typically includes many sup-
plemental support services, this category has the least clear 
distinction between what is received by each experimental 
group. The students in both groups may receive a range of 
services in addition to the treatment being evaluated. The 
services provided may reflect treatment assignment, where 
school services are reallocated to the children in the control 
condition to compensate for their group placement (or to use 
the resources that are now not being used by the treatment 
group). Further muddling the contrast between conditions, 
the baseline captured by “school” may also be altered 
through whole-school approaches to integrate support ser-
vices, target discipline and behavior, and reduce chronic 
absenteeism.

In this case, it is critical to carefully consider resource 
implications of the theory of change and the data needed to 
understand the services and supports provided to treatment 
and control conditions, as well as other changes in services 
related to the outcome of interest. For example, in an evalu-
ation of a whole school comprehensive student support 
model, schools are randomly assigned to receive the model 
of interest or to continue providing school as usual. The 
model aims to improve student engagement (attendance, 
GPA, and suspensions), achievement (ELA and math test 
scores), and attainment (on-time grade progression and 
graduation). In all schools in the study sample, typical 
“school as usual” includes efforts to address school climate 
and safety and social and emotional learning programing. 
These existing practices target the same outcomes as the 
whole school student support model being evaluated. To 
design the study, researchers should begin by examining  
information about existing programming to identify over-
laps in theories of change across the intervention being eval-
uated and typical practices that are present in schools in the 
sample. In this case, resource, data on each approach that is 
theorized to impact the outcomes of interest would need to 
be collected within schools in both experimental conditions 
to ensure that costs correspond to effects.

Not all supplemental programs are this complex. If the 
treatment is directly linked to an outcome, the design is 
more straightforward. For example, a supplemental read-
ing program is evaluated for effects on reading skills. 
Thus, the evaluation should be designed to examine the 
resources delivered through the treatment and the other 
types of services within the school that also target reading 
skill development.

Table 7 provides examples of questions that are important 
to consider during the design phase when evaluating a sup-
plemental support program or tiered support program. The 

FIGURE 3. Treatment contrast in resources for “supplemental” 
programs, where some services are provided as BAU to all 
students in potentially varying amounts.



11

TABLE 7
Supplemental Programming and Treatment Contrast Design Guide

Directions: Supplemental or tiered service programs will likely include all types of ingredients. The following questions focus on the 
overlapping nature of services and the challenge of measuring services across both experimental groups.

For school-based programs, does the intervention occur during school?
Yes: Determine if the intervention is changing how school is provided and/or if other aspects of schooling are being displaced by the 

intervention. For example, does the intervention require class time and staff meetings, or are other aspects of the day changed to 
accommodate the approach? Is space required for meetings or staff?

No: Consider staff time and facilities space. Determine if other external activities and services are being replaced. Transportation is likely necessary.
Based on the theory of change, does the program integrate aspects of other programming or services or does the program likely change 

other services received by participants?
Yes: Plan to observe changes in other services as a result of the program. For example, are other services better matched, required less, or 

used more often?
No: Focus on the theory of change and target data collection on the intervention. Check in at regular intervals to confirm no activities or 

other services were changed as a result of the program.
Does the program offer tiered support or individualized services?
Yes: Plan to collect data on resources related to how the intervention identifies who will receive which services; if staff monitor service 

participation and progress; and if caregivers and families are involved in the process and if they are providing time, transportation, 
or other inputs. Plan to collect ingredients, dosage, and intensity of services to estimate the cost of each service provided, as well as 
information about how many participate (if individual participation data are not available).

No: Focus on how many students are served, any variation in dosage, and if the program was not used to the scale at which it was 
designed. For example, if a program intends to serve 40 students but only 30 participated, it is important to note how the costs would 
change if all 40 students had participated.

questions are focused on the difficult nature of identifying 
clearly what is offered by the intervention that is distinct 
from what is received by both the treatment and control 
groups typically. A key identifier to guide the ingredients list 
for a supplemental program is the time at which the interven-
tion occurs. If the program is before or after school, it is a 
signal to consider staff, space, transportation, and student 
time (for older students with foregone wages).

Although these questions are not exhaustive, they pro-
vide a head start on how to conceptualize the cost compo-
nent of a study during the proposal and design phase to 
ensure that data collection activities incorporate the infor-
mation needed to estimate costs accurately.

Returning to the Efficacy Trial Example

Briefly, consider the literacy curriculum study described 
in the prior section on designing for correspondence between 
costs and effects. To design the study, the curriculum would 
be considered a “replacement” program because the literacy 
curriculum replaces existing practice. As described previ-
ously, the students all go to school for the same amount of 
time so there is no need to consider transportation. The same 
logic applies to lunch and school facilities and furnishings, 
etc. The teachers were randomly assigned, and there was bal-
ance across groups in experience and training. At the time of 
study design, as mentioned previously, there was the expecta-
tion that instructional time would differ, so observations and 
teacher time logs captured these data (as described in Table 
5). Questions about other instructional staff were included in 

interviews to confirm that there was no difference across 
groups. The home reading component was a large change 
from typical BAU practice in kindergarten, so home reading 
was included in the teacher survey to examine the costs borne 
by families related to the effects of the curriculum.

Although the curriculum as described is clearly catego-
rized as a replacement, if it were offered over the summer in 
contrast to no literacy instruction, the contrast would be cat-
egorized as “new,” reflecting the much larger contrast. In 
this case, the study would need to include facilities, staff 
time, transportation, and any other ingredients required to 
deliver the curriculum over the summer in addition to what 
was described previously.

Again, this taxonomy is not intended to be rigid, but it is 
intentionally simple. Some programs have a very clear treat-
ment contrast that can be used during the design and pro-
posal phase as a guide to focus scarce research resources. 
The goal is to collect data on the ingredients that matter most 
to ensure that estimated costs correspond to effects, which in 
turn supports the interpretation and comparison of the effects 
for policy and practice.

Conclusion

This paper aims to ease the burden of integrating research 
on the costs of field experiments by guiding how to design 
and propose evaluations based on the anticipated treatment 
contrast. This paper is also intended to improve the cohesion 
and efficiency of research by highlighting opportunities to 
integrate data collection on costs with implementation 
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research. The conceptual foundation for the classification 
system proposed here pushes researchers to use the theory of 
change to design a field trial around the theorized production 
of impacts and the treatment contrast. Broadly, programs fall 
into three categories—new, replacement, and supplemen-
tal—based on what would have occurred in the absence of 
the intervention and how much of business as usual is 
replaced or changed. Although these categories are not 
intended to be interpreted strictly, all the interventions 
described in the proposals in the sample reviewed in crafting 
this paper could be classified with this basic taxonomy. 
Future research should continue to build upon this system to 
develop additional design tools and aids to continue to 
improve the quality and efficiency of economic evaluation.
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