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Purpose: Identifying appropriate targets for vocabulary instruction and deter-
mining the optimal sequence for instruction continue to be a challenge. The pur-
pose of this study is to investigate how previously studied lexical characteristics
collectively influence children’s word learning.
Method: A secondary data analysis was conducted using the word learning
results of 350 first-, second-, and third-grade students who participated in an
investigation examining the effects of a supplemental vocabulary intervention.
We investigated the influence of the following lexical characteristics on the
learning of 377 words: word frequency, level of concreteness, phonotactic prob-
abilities, neighborhood density, and age of acquisition using multivariate adap-
tive regression splines (MARS).
Results: MARS modeled the influence lexical characteristics had on word learn-
ing and determined the relative importance of each variable for each grade-level
model. Results revealed age of acquisition was the most important factor
related to word learning in all grades, but contributions of other lexical charac-
teristics and their level of importance differed across models. All respective
models fit well, with root-mean-square error values ranging from 0.11 to 0.15
and generalized cross validation scores of 0.01 and 0.03.
Conclusions: Nuanced information from the MARS analysis provides insights
into how lexical characteristics affect word learning differently for children in dif-
ferent grade levels. This information is key to understanding the vocabulary acqui-
sition of school-aged children. The findings from this research have the potential
to inform the development of a word selection framework that will organize
vocabulary targets into an appropriate sequence based on relevant predictors.
Supplemental Material: https://doi.org/10.23641/asha.21899529
Vocabulary knowledge impacts social interaction,
participation in classroom routines, and learning in aca-
demic content areas. Unfortunately, there is no established
method of teaching vocabulary in the early primary
grades (National Reading Panel, 2000). Despite the well-
established role of vocabulary instruction in children’s
development of oral language and reading skills, little is
known about what words to teach and when. It is impos-
sible to teach all the words children will need to learn
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(Stahl & Nagy, 2007). To facilitate vocabulary instruction,
several researchers developed word lists or guidelines to
help teachers identify target words to teach (Beck et al.,
2002; Biemiller, 2006; Biemiller & Boote, 2006).

Beck et al. (2002) developed the concept of word
tiers. This tier system classifies words based on their util-
ity, frequency of use, and specificity. Tier 1 words are
basic, familiar words used on a daily basis; children tend
to learn these words because of their frequent exposure, so
they need not be directly targeted for instruction (e.g.,
good, pretty, big, sad). Tier 2 words are more sophisti-
cated than Tier 1 words and are important to literacy
development, because they occur in multiple contexts
023 • Copyright © 2023 American Speech-Language-Hearing Association 589
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(e.g., complex, verify, coincide). Tier 3 words tend to be
less frequent and domain-specific. Tier 3 words are not
necessarily harder to learn; they just have very specific
utility (e.g., environment, radius, piano). Children are not
likely to encounter Tier 2 words often in everyday conver-
sation, but they will encounter them in academic texts.
Due to the lack of transparency of Tier 2 words, it would
be difficult for children to derive meaning from print
alone. Because of individual factors relating to a child’s
language experiences, it is important to focus vocabulary
instruction on Tier 2 words to maximize reading compre-
hension. Tier 2 instruction will vary across grade levels,
affording educators flexibility in instruction by targeting
words in current instructional texts, for example. This has
the potential to increase comprehension and generalization
skills (Gray & Yang, 2015).

Biemiller agrees with Beck et al.’s (2002) principle of
word tiers, but he defines them differently; there are groups
of words that are learned without instruction (Tier 1),
words with meanings worth teaching (Tier 2), and words
with meanings to be learned later (Tier 3). Additionally,
Biemiller (2010) notes the importance of distinguishing
between sets of tiers for the primary grades (kindergarten
to second grade) and upper elementary grades (third to
sixth grade), a distinction Beck et al. do not make.

Although Biemiller (2010) notes word selection is at
the teacher’s discretion, he has found that words are
learned in a similar sequence even when examining the
learning of children from different populations (e.g., eco-
nomically disadvantaged, second language learners) or
when a variety of assessment methods are used (Biemiller,
2005). Biemiller and colleagues presented children in
Grades 1 through 5 with a series of sentences that provide
a context for a vocabulary word and then ask children
to define the word (Biemiller & Boote, 2006; Biemiller &
Slonim, 2001). Results were used to derive a sequence of
vocabulary acquisition across children in elementary
school.

Although words may be acquired sequentially, learn-
ing is likely to relate more to the size of a child’s vocabu-
lary rather than the grade they are in. The extent to which
a child knows a word depends upon their developmental
stage, language status, and individual experiences. For
children, the vocabulary opportunities, linguistic support,
and literacy-related learning experiences greatly affect
their cognitive and language development and academic
success (Crow & O’Leary, 2015; McLoyd, 1998). These
experiences begin in infancy and help to build a founda-
tion for language acquisition. The knowledge from their
existing lexicon is used to acquire new vocabulary words,
making connections between known and new concepts.
Because the number of words known by children within
any grade level will differ greatly, it is difficult to assign a
group of words to just one grade level.
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Despite recognition of the need to inform the selec-
tion of words to teach, these frameworks lack a systematic
method to identify appropriate instructional targets. In a
systematic review of word selection in early childhood
vocabulary instruction, Hadley and Mendez (2021) found
that among studies that used Beck and colleagues’ tiered
system for word selection, only 41% of the words were cat-
egorized as Tier 2 based on their coding criteria. They also
found that several words fell within gray areas, fitting into
more than one tier and that the application of the tiered
system varied greatly. To this point Hadley and Mendez
posed an interesting question: How do word tiers vary by
age? It is unlikely that a Tier 2 word for a preschooler also
would be a Tier 2 word for a child in fifth grade. A word’s
tier cannot be the only deciding factor used to select tar-
gets for instruction. There may be other factors that influ-
ence learning words and their meanings outside of instruc-
tional methods that could be used to organize words into
an appropriate sequence for instruction.

Lexical Characteristics Influence on Word
Learning

Individual lexical characteristics like frequency of
use, similarity to other words, imageability, and the age at
which words are typically acquired may contribute to the
learnability of a word. As children build their lexicon,
words acquired first tend to have higher word frequencies
and come from more phonetically similar neighbors
(Dollaghan, 1994; Hoover et al., 2010; Maekawa &
Storkel, 2006; Storkel, 2004). Word frequency measures a
word’s frequency of use in a given language, in this case
American English. Words with a high frequency are used
more often than words with a lower frequency. Neighbor-
hood density describes the organization of phonetically
similar words in the mental lexicon. The neighborhood for
a word is made up of a group of words that differ by one
sound substitution, deletion, or addition. For example, the
word “aid” has a neighborhood density of 21,634.85
meaning that it has over 20,000 phonetically similar neigh-
bors (i.e., aim, paid, maid) whereas the word “appear-
ance” had a neighborhood density of 0 meaning that it
does not have any other phonetically similar neighbors.

According to Luce and Pisoni’s (1998) Neighbor-
hood Activation Model, the frequency with which words
are used and the density of the neighborhood affect spo-
ken word recognition, discrimination, and the amount of
time needed to find and produce a word. Stokes (2010)
found that neighborhood density and word frequency
accounted for 61% of the variance in vocabulary size of
24- to 30-month-old children with a range of vocabulary
sizes. She found that smaller vocabularies are made up of
words high in neighborhood density and low in word fre-
quency. The phonotactic probability of a word also can
89–604 • February 2023
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contribute to learnability. Phonotactic probability is the
frequency of phonological segments and the sequences of
phonological segments that occur in words in a given lan-
guage (Vitevitch & Luce, 2004). Words made up of com-
mon sound sequences have higher phonotactic probabili-
ties than words made up of rare sound sequences.

Most research examining the impact of phonotactic
probability and neighborhood density focus on word recall
and recognition, and not on learning words and their
associated meanings. So, why would phonotactic probabil-
ity and neighborhood density relate to children’s ability to
learn the meanings of sophisticated vocabulary words?
Storkel et al. (2013) define three phases of word learning:
triggering, configuration, and engagement. In the process
of learning a word, first a child recognizes it as known or
not, and then, if known, recalls what they already know
about that concept. This first step activates prior knowl-
edge and facilitates the connections made between known
and novel words and concepts.

Phonotactic probability and neighborhood density
play important, but different roles in each phase of word
learning. It is easier to recognize new words when they are
composed of low probability sound sequences (Frisch
et al., 2000; Vitevitch et al., 1997). Storkel et al. (2013)
found that phonotactic probability contributed to a child’s
ability to recognize sound sequences as acceptable and
novel, and that neighborhood density contributed to the
configuration of novel concepts. Storkel and Lee (2011)
found that children were more precise naming objects
when learning rare sound sequences than when learning
common sound sequences. Neighborhood density contrib-
uted to the integration of new and existing lexical repre-
sentations in adults and young children (Storkel et al.,
2006; Storkel & Lee, 2011). In another study, Storkel
(2009) investigated word learning in infants and found
that they knew more words that were made up of low
probability sound sequences than those made up of high
probability sound sequences. In this same study, she also
found that infants knew more words from dense neighbor-
hoods than sparse ones. Similarly, Hoover et al. (2010)
found a facilitative interaction between phonotactic proba-
bility and neighborhood density in preschoolers. Words
were easier to learn when they contained common sound
sequences in dense neighborhoods, and when they con-
tained rare sound sequences in sparse neighborhoods. If
vocabulary instruction in school focuses on sophisticated,
Tier 2 words, understanding the impact these phonological
and lexical characteristics have on word learning could pro-
vide additional insight into how these words are learned.

Research has demonstrated that young children
learn words that are concrete, or highly imageable more
so than words that are abstract (Hadley et al., 2021;
McDonough et al., 2011; Ponari et al., 2018). Concrete
words are things that can be experienced through the five
Peters-Sande
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senses (e.g., rock, jump). Abstract words cannot be experi-
enced, and their meanings must be defined by other words
(i.e., freedom, justice). McDonough et al. (2011) found a
relation between age of acquisition and word imageability
(or concreteness). Words that were more concrete were
learned earlier. Similarly, Hadley et al. (2021) found a
word’s imageability explained 34% of variance in word
learning. Ponari et al. (2018) found that young children
rely heavily on emotional capacity to learn abstract words
until approximately ages 8 or 9 years; then, they rely more
on linguistic information. As children age, their capacity
to learn more abstract words increases, utilizing earlier
acquired words that may be more concrete as a founda-
tion to build upon. Because Tier 2 words are often
described as sophisticated and are not specific to a theme
or discipline, one may assume that these words would be
more abstract; however, that has not been fully investi-
gated. If concreteness is highly predictive of children’s
ability to learn and define Tier 2 words, it would be a use-
ful metric to use when selecting vocabulary targets.

The age at which a person learns a word is referred
to as the age of acquisition (AoA). Important factors in
word recognition include word frequency, length, and
word similarity; however, Kuperman et al. (2012) argues
that AoA is an equally important variable for two reasons.
First, word frequency measures do not account for individ-
ual differences in word exposures and may underestimate
the frequency for words typically used in childhood. Sec-
ond, the time when words are learned influences the ease
of use and recall. Words learned earlier are easier to use
than those learned later. Bloom and Markson (1998) note
that children gradually become better at learning words
due to factors like maturing memory and attention, a
heightened awareness of a word’s shades of meaning, and
most importantly, exposure to varied texts and literature.
Research has demonstrated the influence age of acquisition
has on word retrieval. Meschyan and Hernandez (2002)
found that age of acquisition and word frequency affected
the speed and accuracy of word retrieval, making it easier
for young adults to access the phonological word form.
Newman and German (2002) found words with typical
stress patterns, high in frequency, and low in neighborhood
density and age of acquisition (words learned at a younger
age) were easier for children to name. Early elementary
school is a pivotal time for word learning, especially as
children shift from learning to reading to reading to learn.
Understanding the influence of age of acquisition on word
learning would provide insight into creating a developmen-
tal sequence of vocabulary words.

There are several limitations in this body of research
deserving attention. First, most studies examined word
retrieval, which differs from word learning; they do not
require children to provide definitions for words but name
the word after exposure to an illustration or a sentence.
rs et al.: Lexical Characteristic Influences on Word Learning 591
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Examining different word learning experimental tasks may
provide insight into the processes of lexical access that
could have implications for tasks like retrieval of words
and their meanings. However, examining word learning as
a result of intentional instructional practices would allow
us to better understand how lexical characteristics relate
to students’ vocabulary acquisition.

Moreover, these studies are conducted with a range
of participants, from infants to adults. Research focused on
school-age children is especially relevant to efforts to help
young children make up for experiential deficiencies that
relate to vocabulary acquisition as they are beginning to learn
to read (Hart & Risley, 1995; Walker et al., 1994). Addition-
ally, the stimuli used in these studies are not typically the
words teachers would use for instruction. McDonough et al.
(2011) used nouns and verbs that Beck, Biemiller, and others
would consider basic, foundational words easily learned
without much explicit instruction. Hoover et al. (2010) and
Storkel et al. (2006) used pseudowords created to control
for phonotactic probability and neighborhood density.
Consequently, results from these studies may overgeneralize
the effects of neighborhood density and phonotactic proba-
bility on word learning when compared with more authen-
tic word learning tasks.

Although these findings demonstrate that lexical
characteristics influence word learning, we do not know
the relative contributions that lexical characteristics have
on children’s ability to learn meanings of sophisticated
vocabulary words. To facilitate vocabulary instruction
and to better understand the developmental sequence of
vocabulary acquisition, we must examine the relation
between lexical characteristics and learning of words and
their meanings. This study focuses on the first step in this
line of research by addressing the following question:
592
To what extent do lexical characteristics influence
learning of words and their meanings in first, sec-
ond, and third grade students who received a supple-
mental vocabulary intervention?
It is hypothesized that word frequency, age of acqui-
sition, level of concreteness, neighborhood density, and
phonotactic probability will influence children’s learning of
word meanings taught in a supplemental vocabulary pro-
gram. If children are exposed to more frequently used
words and their meanings, then words with higher frequen-
cies will yield greater learning gains. If age of acquisition is
related to word learning, then words with an age of acquisi-
tion younger than, or matching that of, a student’s current
age will have a higher rate of learning success than those
words with older age of acquisition ratings. One would
expect children to have more opportunities for exposure to
words acquired at an earlier age than those words learned
later in childhood. If the level of concreteness can facilitate
Journal of Speech, Language, and Hearing Research • Vol. 66 • 5
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word learning, then it will be easier for children to learn
words and their meanings when words are more concrete
compared with more abstract terms. If words are from
sparser neighborhoods, then it will be easier for children to
recall words and their meanings because there will be fewer
similar words competing for access in the lexicon. If words
are made up of more common sounds and sound combina-
tions, it will be easier for children to recognize the word
and recall its meaning.

If relations exist between lexical characteristics and
learning words and their meanings, it will be possible to
determine which characteristics best predict word learning.
By identifying the lexical characteristics that best predict
word learning, we can better organize academic vocabu-
lary targets for instruction based on relevant predictors
that would follow a scope and sequence of acquisition to
optimize the developmental process of word learning.
Method

Participants

A secondary data analysis was conducted using
word learning outcomes of 377 words from 350 first-,
second-, and third-grade students who took part in a lon-
gitudinal study investigating the effects of a supplemental
intervention that taught academic vocabulary words
(Goldstein et al., 2017). Students attended two elementary
schools that served primarily low-income families. Over
90% of students qualified for free or reduced lunch. The
sample was made up of 54% males and 46% females with
less than 0.5% were identified with limited English profi-
ciency. The ethnic breakdown of participants was 75%
African American, 15% Caucasian, 5% Hispanic, and 5%
more than one race (Goldstein et al., 2017).

Supplemental Vocabulary Intervention

The Independent Lexical Instruction and Develop-
ment (ILIAD) supplementary Tier 2 vocabulary program
(Goldstein et al., 2017) was a longitudinal study spanning
3 years. The intervention occurred 4 days a week and
was set up as a listening center with the instructional script
shown in Supplemental Material S1. Each session lasted
20 min. There was a total of 18 weeks of instruction per
school year broken up into four 4- to 5-week waves of
instruction. Wireless headphones and a receiver were used
allowing students to remain at their seats to complete the
intervention sessions. Research assistants ran the listening
centers while teachers monitored students during the activ-
ity. Each week, one decodable book from the core curricu-
lum was used for all four intervention sessions. Students
would follow along with a prerecorded read aloud. This
89–604 • February 2023
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allowed for decoding practice in first grade and fluency prac-
tice in second and third grades. After the read aloud, chil-
dren received vocabulary instruction. These lessons were
scripted and included opportunities to respond to the narra-
tor and provided multiple opportunities for students to inter-
act with the target words using verbal responses and perform
actions or gestures. At the end of each lesson, there was a
brief review of the targeted vocabulary words. Students had
worksheets with pictures that corresponded to the different
target words. Students would complete activities on the
worksheets during these lessons to reinforce learning. By
third-grade, students were also writing the target words and
completing cloze sentences. A sample of the vocabulary les-
son can be found in Supplemental Material S1.

Across each grade level, a total of six Tier 2 words—
two nouns, two verbs, and two adjectives—were taught
each week. In first and second grades, an additional Tier 1
anchor word from the Open Court series was included to
connect the lesson to the classroom curriculum. For exam-
ple, for the story Cinderella, the anchor word was “castle.”
Words taught in one grade level were not taught again in
subsequent grades. Students heard the targeted vocabulary
words 11–12 times and the corresponding definitions 6–7
times each session, including the review. Tier 2 word selec-
tion for the intervention followed the criteria set forth by
Beck et al. (2002). The Academic Word List (Coxhead,
2000) included a list of words derived from a variety of
college-level texts that could be categorized as Tier 2
words. Each of the words chosen for instruction had to be
illustrated, defined, and fit into existing stories. Because of
these constraints, researchers were running out of words
for third grade. The Living Word List (Dale & O’Rourke,
1976) was used to supplement word selection. A total of
377 vocabulary words were included in our analysis.

The learning outcomes were derived from the decon-
textualized definition subtest of a researcher-made mea-
sure that was administered by research assistants in person
every 4–5 weeks. Students had to provide the meaning of
the target word without additional contextual support
(Goldstein et al., 2017). Students were prompted with the
phrase, “Tell me everything you know about ___.” If they
responded with one attribute of the word, they were
prompted a second time with “Tell me something else
about ___.” A correct response included a definition, a
synonym, or a brief description of the word. Internal con-
sistency and interrater reliability were high across grade
levels (Cronbach’s alpha ranged from .82 to .94; kappa
ranged from .83 to 1; Goldstein et al., 2017). Originally,
this measure was scored on a 3-point scale, 0 for not
learned, 1 for partial knowledge, and 2 for full knowledge.
Because we were interested in the number of children who
learned each word, we combined partial and full knowledge
into one category: learned. The revised scale for this sec-
ondary analysis was 0 for not learned and 1 for learned.
Peters-Sande
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Coding of Lexical Characteristics of Words

A total of 377 target vocabulary words were char-
acterized for analysis based on available database esti-
mates of their individual word frequency, neighborhood
density, level of concreteness, age of acquisition, and
phonological phonotactic probability (see Table 1 for
mean, standard deviations, and ranges for each lexical
characteristic). In some instances, the targeted vocabu-
lary word was a derivation and not included in the data-
bases. When this occurred, the values for the base or root
word were used instead. On average, 26% of students
learned words in first grade, 38% of students learned
words in second grade, and 22% of students learned
words in third grade. Goldstein et al. (2017) noted an
overall decrement in learning by third grade. One reason
for this could be the difficulty researchers faced when
selecting words for instruction in third grade; they were
running out of words by third grade and had to consult
additional word lists to supplement.

Word Frequency
There are several measures of American English

word frequency. The SUBTLEXUS word frequency mea-
sures are based on American English subtitles from
movies and television shows and include a corpus of 51
million words. This corpus is available and easily accessed
online and provides frequencies for spoken language that
approximates everyday language use (Brysbaert & New,
2009). This is a departure from other frequency measures
that rely on language found in texts, which may not yield
frequency values that best represent the sample of words
used for this analysis.

The Kučera and Francis corpus compiled word fre-
quencies for 1.014 million words. These frequency counts
are based on 500 samples of text including editorials,
essays, technical writings, and various types of fiction
printed in 1961 (Francis & Kučera, 1982). Thus, the words
selected may better represent the lexicon of an adult than
that of a child (Gierut & Dale, 2007). Although the Francis
and Kučera metrics have been considered the norm for
quite some time, they are dated and do not estimate raw
frequency well due to its relatively small corpus size (Balota
et al., 2007). Brysbaert and New (2009) note other fre-
quency norms that are not readily available or released due
to copyright protection (i.e., Zeno, MetaMetrics, and
Celex), and as such were not considered for use in this
study. Word frequency values were obtained from the
Irvine Phonotactic Online Dictionary version 2.0 (Vaden
et al., 2009), which reports frequency measures from the
SUBTLEXus corpus. Word frequency ratings for our data
ranged from 0.27 to 509.37 in first grade and 0.02 to 801.82
in second grade. Third grade had a much more restricted
range of frequencies, from 0.08 to 35.65.
rs et al.: Lexical Characteristic Influences on Word Learning 593
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Table 1. Descriptive statistics for independent lexical instruction and development model variables.

Variable M SD Mdn Minimum Maximum Skew

First grade (n = 143)
Word learning 26% 29% 14% 1% 99% —
Age of acquisition 8.80 2.17 9.06 3.25 13.61 −0.46
Neighborhood density 1845.32 8474.12 6.49 0 69210.62 6.23
Level of concreteness 2.96 0.97 2.76 1.50 5 0.64
Phonotactic probability 0.22 0.12 0.21 0.03 0.52 0.57
Word frequency 19.29 57.94 6.90 0.27 509.37 6.67

Second grade (n = 126)
Word learning 38% 28% 27% 3% 97% —
Age of acquisition 8.63 2.29 8.63 3 13.41 −.23
Neighborhood density 1106.11 5560.46 8.53 0 45721.92 6.92
Level of concreteness 2.89 1.00 2.63 1.46 4.97 0.72
Phonotactic probability 0.24 0.15 0.21 0.02 0.66 0.76
Word frequency 31.37 105.91 7.63 0.02 801.82 6.07

Third grade (n = 108)
Word learning 22% 15% 18% 3% 74% —
Age of acquisition 10.30 1.41 10.25 6.75 14.5 0.15
Neighborhood density 771.50 6666.04 1.41 0 69210.62 10.02
Level of concreteness 2.39 0.62 2.29 1.43 4.15 0.81
Phonotactic probability 0.24 0.14 0.21 0.03 0.72 1.37
Word frequency 4.82 6.39 2.46 0.08 35.65 2.57

Note. n = number of words; skew is not reported for word learning (as noted by the em dashes).
Neighborhood Density
Neighborhood density describes the organization of

phonetically similar words in the mental lexicon. Words in
a neighborhood differ by one sound substitution, deletion,
or addition. Depending on the number of possible neigh-
bors, words can be identified as either high or low density.
A high density word has many neighbors, whereas a low
density word has few phonetically similar words. Neigh-
borhood density counts were also obtained from the Irvine
Phonotactic Online Dictionary Version 2.0 (Vaden et al.,
2009) and were calculated for words in the SUBTLEXus
corpus. Neighborhood densities for our data ranged from
0 (words with no phonologically similar neighbors) up to
69,210.62 neighbors.

Level of Concreteness
Concreteness level ratings were derived from a data-

base of 37,058 English words developed by Brysbaert
et al. (2014). This database contains a larger sample size
and ratings consistent with norms from ratings gathered
in the past by Spreen and Schulz (1966) and Paivio et al.
(1968). People rated words on their level of concreteness
using a 5-point scale with 1 being abstract and 5 being
concrete. The words used in our analyses had concreteness
ratings ranging from 1.5 to 5 in first grade, 1.46 to 4.97 in
second grade, and 1.43 to 4.15 in third grade.

Age of Acquisition
Age of acquisition norms were obtained from a cor-

pus created by Kuperman et al. (2012). They compiled age
of acquisition ratings for 30,000 words selected from the
594 Journal of Speech, Language, and Hearing Research • Vol. 66 • 5

Downloaded from: https://pubs.asha.org ERIC on 03/03/2023, Term
SUBTLEXUS corpus. These ratings were obtained by asking
1,960 people to rate the age at which they understood a
word. While this seems very subjective, other researchers
have found that these ratings are a reliable measure of age of
acquisition (Gilhooly & Gilhooly, 1980; Gilhooly & Logie,
1980). Age of acquisition ratings for our data set ranged
from approximately 4 to 13.5 years old in first and second
grades and from 7 to 14.5 years old in third grade.

Phonotactic Probability
Phonotactic probability was calculated using a web-

based interface developed by Vitevitch and Luce (2004).
Phonotactic probability refers to the frequency with which
phonological segments and sequences of phonological seg-
ments occur in words in a given language (Vitevitch &
Luce, 2004). For first grade, probabilities for the words in
our data set ranged from .03 to .52, in second grade, they
ranged from .02 to .66, and .03 to .72 in third grade.

Lexical characteristics were not controlled for in this
analysis. The individual lexical characteristics for the
sophisticated vocabulary words do change across grade
levels indicating an increase in level of difficulty. For
instance, mean age of acquisition ratings move from 8.80
and 8.63 years of age in first and second grades to 10.30 in
third grade. Concreteness ratings move from more concrete
words in first grade to more abstract word by third grade
(mean of 2.96–2.39). While small, the incremental change
across grades may impact learning. The average word fre-
quency in third grade was 4.82 that is significantly lower
than first and second grades, where average frequencies
were 19.29 and 31.37, respectively.
89–604 • February 2023
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Each database was either available for download or
was converted to Excel files to streamline data collection.
Using the search and retrieval functions in Excel, the vari-
ous databases were searched for all 377 target words. A
secondary matching function and random searches were
done to ensure correct words and values were reported
from each database.

Data Analysis

To examine the joint and unique predictive variance
of lexical characteristics on vocabulary learning, multivari-
ate adaptive regression splines (MARS) was used to ana-
lyze the data. MARS has been used to model students’
achievement and development (Kilic Depren, 2018;
Kolyshkina et al., 2013; Martís et al., 2015). Although
use of this technique is slowly emerging in educational
research, MARS is a robust, adaptable method for regres-
sion that has a strong balance of precision while being
interpretable and relatively simple to implement. MARS
uses an iterative process that does not rely on assumptions
about the data. It handles correlated variables relatively
well, works well with a large number of predictor variables,
and can work with both linear and nonlinear data.

MARS is an additive model that adaptively uses
hinges to balance precision with simplicity to create robust
models. Rather than fitting a regression line with one gen-
eral trend dictated by the entire domain of the data, hinges
are inserted to allow a change in the direction of the regres-
sion. The possible hinges, direction of the trend line, and
corresponding coefficient make up the basis functions used
to build the model. This provides a nuanced and dynamic
picture of how the trends in word learning change based on
the relative influence of lexical characteristics.

The RStudio environment (RStudio Team, 2020)
was used to create the models in R using the earth
(enhanced adaptive regression through hinges) package
(Milborrow & Milborrow, 2007). Several models were cre-
ated and compared (Sanders, 2021). Each model consists
of word learning data for the target words and their respec-
tive lexical characteristics across grade levels (Sanders
et al., 2021).

First, word-level data were compiled for all vocabu-
lary words and included the grade it was taught and within
what unit, the percentage of students who learned each
word, and the values for each lexical characteristic. The
mean, standard deviation, and range for each of these vari-
ables are listed in Table 1. An exploratory data analysis
was completed for all variables to check multicollinearity,
nonlinear relationships between variables, rank correla-
tions, piecewise normality, and multivariate normality. Pre-
liminary data analyses were performed. Results indicate the
data were not normally distributed, contained multicollin-
earity and correlation, and were heteroskedastic.
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Next, MARS was used to model the data. MARS
uses forward model creation and backward deletion. Ini-
tially, an overfitted model is created and backward creates
a simpler model. Number of subsets is how often each
variable appears during this process. Variables are ranked
by how often they appear. Percent of relative impact is
calculated using general cross validation (GCV) and resid-
ual sum of squares (RSS). The impact of included vari-
ables is relative to the most important variable whose
impact is always 100%.

Finally, goodness of fit metrics were calculated to
examine how well the resulting models fit the data. Gen-
eral cross validation (GCV) was calculated while building
the MARS models to prevent overfitting or underfitting
(Friedman et al., 2001). GCV is used for level of impor-
tance as well as goodness of fit. For model fit, a lower
GCV indicates a better model. Finally, models were
compared for accuracy to find the best fit using R2, root-
mean-square error (RMSE), mean square error (MSE),
and mean absolute error (MAE). For these measure-
ments, R2 explains how closely the data are modeled to
the regression with it becoming stronger as it converges
to 1. However, R2 is not designed to work with nonlinear
data so it is not the most reliable metric for model fit
but was included because this metric is a commonly
reported statistic (Willett & Singer, 1988). MAE, MSE,
and RMSE error are metrics used to determine how
much a model differs from the data and are closely
related. Indices closer to zero show a better model fit for
the data.
Results

For each grade-level model, the following results are
presented: identification of predictor variables and those
variables that were trimmed from the model, variable
importance and selection criteria, the final model includ-
ing basis functions that are made up of hinge location,
direction, and the associated coefficient for each local sub-
region. Hinges split the data into local subregions. Direc-
tion indicates whether the subregion is to the right or left of
the associated hinge. The trends for each local subregion
can vary from hinge to hinge allowing for a dynamic repre-
sentation of relations among word learning and lexical
characteristics. The graphs associated with each model are
also presented. Each graph represents the marginal effect of
each variable on word learning, whereas all others were
held constant. On the graphs, the scale for each x-axis dif-
fers based upon the lexical characteristic values. The vari-
ables are organized by the order in which they were entered
into the model, not by level of importance. To orient
readers to the graphs, we have identified the location of
two hinges and the resulting local subregion in Figure 1.
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Figure 1. First grade multivariate adaptive regression splines model. Variables are not ordered by importance. Scale for each x-axis differs
based on lexical characteristic values. On the age of acquisition graph, two hinges and the associated local subregion are labeled.

Table 2. Importance of explanatory variables and selection criteria
for multivariate adaptive regression splines models.

Variable

Percent of
relative impact

nsubsets GCV RSS

First grade
Age of acquisition 7 100 100
Level of concreteness 5 22.1 26
Neighborhood density 4 16 20.3
Word frequency 2 8.1 12.1
Phonotactic probability 1 5.5 8.3

Second grade
Age of acquisition 9 100 100
Level of concreteness 8 35.8 44.8
Word frequency 7 26.8 37.2
Neighborhood density 6 16.3 29.6
Phonotactic probability 5 16.9 27.8

Third grade
Age of acquisition 7 100 100
Neighborhood density 5 62.4 68.8
Word frequency 4 55.5 61.8
Level of concreteness 4 53 59.3

Note. nsubsets = number of subsets, percent of relative impact
calculated with general cross validation (GCV), or residual sum of
squares (RSS).
First Grade

For the first-grade model, word learning data for
143 words taught in first grade and the lexical character-
istics describing those words were entered into the model.
The resulting model identified age of acquisition, level of
concreteness, word frequency, neighborhood density, and
phonotactic probability as relevant predictors of word
learning. The relative level of importance of each variable
is listed in Table 2. The most important variable was age
of acquisition, with level of concreteness 22%–26% as
important, neighborhood density 16%–20% as important,
word frequency 8% –12% as important, and phonotactic
probability 6%–8% as important. The final model
included seven basis functions listed in Table 3 and
depicted in Figure 1. The figure displays a regression for
each lexical characteristic included in the model. Hinges
are located in places where the regression line changes
direction. For example, age of acquisition remained
steady until the hinge at 5.37 years old where the percent-
age of children who learned words decreased rapidly until
the age of 7.81 years as noted on the graph. There was a
slight jump in learning between age of acquisition ratings
of 7.81 and 8.45 years old, and then slowly decreased as
age of acquisition goes up. The percentage of children
who learned words remained steady for words with con-
creteness ratings from 1.5 to 3, and then slowly increased
after the hinge at 3. Words that were more concrete were
learned by more first graders. Trends for neighborhood
density, word frequency, and phonotactic probability
remained neutral.
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Second Grade

For the second-grade model, word learning data for
126 words taught in second grade and the lexical character-
istics describing those words were entered into the model.
In Table 2, the most important variable was age of acquisi-
tion followed by level of concreteness, word frequency,
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Table 3. Multivariate adaptive regression splines models for word
learning in first, second, and third grade.

Predictor Variable
Hinge

location Coefficient Direction

First grade
(intercept) 0.91
Age of acquisition 5.37 −0.27 Right
Age of acquisition 7.81 0.42 Right
Age of acquisition 8.45 −0.17 Right
Level of concreteness 3.00 0.07 Right
Neighborhood density 126.04 −0.001 Left
Word frequency 32.22 −0.003 Left
Phonotactic probability 0.08 −3.05 Left

Second grade
(intercept) −3.62
Age of acquisition 9.35 0.09 Left
Age of acquisition 11.44 0.10 Right
Level of concreteness 4.44 −0.09 Left
Word frequency 12.35 −0.02 Left
Neighborhood density −0.00001 Right
Phonotactic probability 0.07 11.60 Right
Phonotactic probability 0.22 −1.41 Right
Phonotactic probability 0.45 10.62 Left
Phonotactic probability 0.45 −9.48 Right

Third grade
(intercept) 0.12
Age of acquisition 9.67 −0.05 Right
Neighborhood density 0.001 Right
Neighborhood density 82.79 −0.001 Right
Word frequency 11.84 0.007 Left
Word frequency 11.84 0.01 Right
Level of concreteness 2 0.31 Right
Level of concreteness 2.3 −0.30 Right
neighborhood density, and finally phonotactic probability.
The final model included nine basis functions listed in
Table 3 and depicted in Figure 2. Based on age of acquisi-
tion, the percentage of children who learned words
Figure 2. Second grade multivariate adaptive regression splines model.
fers based on lexical characteristic values.
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decreased slowly until age 9.35 years where learning seemed
to remain neutral until 11.44 years old. Learning began to
increase for words with age of acquisition ratings older
than 11.44 years. Learning steadily increased as words
became more concrete (values closer to 5). Word frequency
remained neutral; learning did not seem to vary for words
as frequency rates increased. The percentage of children
who learned words steadily declined as neighborhood den-
sity values increased, that is why there was no hinge present
in the figure. Words in denser neighborhoods were more
difficult for children to learn compared with words in
sparser neighborhoods. Phonotactic probability had a
slightly varied impact on the percent of children who
learned words; learning drops rapidly as phonotactic prob-
ability values increased to .07 and then remained mostly
neutral with minimal increases and decreases between
hinges at phonotactic probability values .22 and .45.

Third Grade

For the third-grade model, word learning data for
108 words taught in third grade and the lexical character-
istics describing those words were entered into the model.
MARS identified age of acquisition as the most important
variable, followed by neighborhood density, word fre-
quency, and finally level of concreteness, listed in Table 2.
Phonotactic probability was trimmed from the model. The
final model included seven basis functions listed in Table 3
and depicted in Figure 3. The percentage of children who
learned words remained constant until an AoA rating of
9.67 and then slowly decreased as AoA increased. Learning
steadily increased as neighborhood density values increase,
Variables are not ordered by importance. Scale for each x-axis dif-
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Figure 3. Third grade multivariate adaptive regression splines model. Variables are not ordered by importance. Scale for each x-axis differs
based on lexical characteristic values.
as words in denser neighborhoods were easier for children
to learn compared with words in sparser neighborhoods.
As word frequency increased, so did the percentage of
children who learned words. Level of concreteness had a
small impact on third-grade students’ word learning.
Words that were more abstract were slightly more difficult
for children to learn, but once words reached a concrete-
ness rating of 2.3, learning remained neutral.

Variable Importance

Variable importance for each grade-level model can
be found in Table 4. Age of acquisition was the most
important lexical characteristic related to word learning
for all grade levels. Variable importance for the first- and
second-grade models was identical. Level of concreteness
was the second most important variable related to word
learning, followed by neighborhood density, word frequency,
Table 4. Variable importance for first, second, and third grade.

Level of importance First grade Se

1 Age of acquisition Age o
2 Level of concreteness Level
3 Neighborhood density Neigh
4 Word frequency Word
5 Phonotactic probability Phono
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and finally phonotactic probability. Interestingly, the vari-
able importance for the third-grade model differed from the
first- and second-grade models. Neighborhood density was
the second most important variable, followed by word fre-
quency and level of concreteness. Phonotactic probability
was not included in the third-grade model.

Model Fit

The outcome for each MARS model was critiqued
using goodness of fit measures found in Table 5. Results
from the error measures indicated that each of the grade
level models had minimal error, with values for MAE,
MSE, RMSE, and GCV close to zero. While the second-
grade model fit well, error values were higher compared
with the first- and third-grade models. The coefficient of
determination (R2) indicated the first- and second-grade
level models explained more of the variance compared
cond grade Third grade

f acquisition Age of acquisition
of concreteness Neighborhood density
borhood density Word frequency
frequency Level of concreteness
tactic probability
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Table 5. Goodness of fit results for first, second, and third grade
multivariate adaptive regression splines models.

Error metric First grade Second grade Third grade

R2 0.84 0.72 0.42
MAE 0.09 0.12 0.08
MSE 0.01 0.02 0.01
RMSE 0.12 0.15 0.11
GCV 0.01 0.03 0.01

Note. MAE = mean absolute error; MSE = mean standard error;
RMSE = root-mean-square error; GCV = general cross validation.
with the third-grade model, R2(1st) = .84 and R2(2nd) =
.72, compared with R2(3rd) = .42.
Discussion

A secondary data analysis of an investigation exam-
ining the effects of a supplemental vocabulary intervention
were conducted using MARS to identify the relations
between lexical characteristics and the word learning out-
comes (i.e., the ability to recall the meanings of target
vocabulary) from first-, second-, and third-grade students.
The lexical characteristics examined were age of acquisi-
tion, level of concreteness, word frequency, phonotactic
probability, and neighborhood density. Model results indi-
cated that age of acquisition was the most important char-
acteristic related to word learning across grade levels. The
second most important characteristic related to word
learning was level of concreteness in first and second
grades, and neighborhood density in third grade.

Lexical Characteristics

Age of Acquisition
The MARS analysis revealed significant relations

between age of acquisition and students’ vocabulary learn-
ing in the first-, second-, and third-grade models. We
found that words with a younger age of acquisition rating
were easier for children to learn their meanings than
words with older age of acquisition ratings, which is what
we predicted. Our findings support the results of a lexical
access studies by Meschyan and Hernandez (2002) and
Newman and German (2002) who found it was easier to
name words with lower age of acquisition. Although this
seems rather intuitive, and somewhat circular, this is an
interesting factor to discuss. The level of importance
attributed to age of acquisition is surprising considering
the nature in which these ratings were obtained. Adults
were asked to recall the age at which they learned a word.
Learned was defined as understanding the word if others
used it, but that they did not necessarily use it themselves.
This can be a difficult task, especially when trying to
Peters-Sande
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recall learning at a very young age. Yet researchers have
examined the validity of this and found that adult ratings
of age of acquisition are valid (Gilhooly & Gilhooly,
1980; Gilhooly & Logie, 1980). Findings from this study
reinforce age of acquisition as a reliable metric.

In second grade, there was an increase in learning at
the hinge at AoA rating 11.44. This increase is an interest-
ing artifact. It could be that the word(s) had other contrib-
uting factors, like a higher level of concreteness, that lead
to increased learning. The definition and/or the contexts
used for instruction may have also contributed to the
increase in learning.

Now that we know age of acquisition strongly
relates to children’s sophisticated vocabulary learning
from a range of grade levels, additional analyses and stud-
ies are warranted to discover the range of AoA ratings
that lead to optimized learning for each grade level.
Because of the way MARS models data, we have detailed
information about how age of acquisition impacts learning
using hinges. When designing future studies, the hinge
data could help when selecting words for instruction by
pinpointing the exact age range most appropriate for each
grade level. This selection of words would be more precise
than using general linear trends. It may be that teachers
should focus instruction on words and their meanings
acquired later (within reason given the age of students)
because they are more difficult for children to learn than
words that are acquired at an earlier age.

Level of Concreteness
MARS modeled level of concreteness as the second

most important lexical characteristic related to learning
words and their meanings in the first- and second grade–
level models. Our results indicate, that for children in first
and second grades, words that were more concrete, or
high in imageability, were easier to define than words that
were more abstract, meaning they were more difficult to
explain and picture. The third-grade model selected con-
creteness as the least important variable; it did not seem
to significantly impact word learning. We hypothesized
that it would be easier for all children to define words that
were more concrete, so this finding was an interesting
deviation. Descriptive statistics were examined to deter-
mine if the average concreteness level of the words taught
in first, second, and third grades differed significantly. If
there were differences, it could explain the differences in
the model’s selection of important variables. The average
concreteness levels did not differ greatly across grade
levels; however, words taught in third grade had a lower
maximum value (4.15 compared with 5 and 4.97) and var-
ied less (SD = 0.62 compared with 0.97 and 1). While
these small differences could impact children’s ability to
acquire words and their meanings, there may be something
innately different about the age of children, how they
rs et al.: Lexical Characteristic Influences on Word Learning 599
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acquire the meanings of new vocabulary terms, and what
lexical characteristics influence learning the most.

The hinge data provided insightful information
about the underlying process of word learning regarding
abstract and concrete concepts taught in first and second
grades. Our findings are supported by prior research that
found imageability predicted preschoolers’ word learning
(Hadley et al., 2021). Also, more imageable words were
learned earlier and more easily than words that were less
imageable (McDonough et al., 2011). Again, this finding
is rather intuitive. Words that are more concrete have spe-
cific meanings, whereas words that are more abstract
often have nuanced meanings that depend on context.
Children can acquire more abstract terms, but if they have
no referent to associate the word with, it can be difficult
to retain the word’s meaning. It could be that as children
age, their life experiences make them well suited to under-
stand and describe more abstract concepts. This is sup-
ported by Ponari et al. (2018) who found that young chil-
dren rely heavily on emotional valence to learn words, but
that as they approach 8 or 9 years of age (and enter third
grade), they rely more heavily on linguistic information to
learn abstract words. This shift, coupled with the
restricted range of ratings in our sample, could explain
why concreteness did not impact word learning in third
grade. Further research is warranted to explore this phe-
nomenon to better understand word learning across a
larger group of children to determine if there are underly-
ing processes that facilitate the acquisition of abstract
terms. This characteristic coupled with age of acquisition
could facilitate the creation of a developmental sequence
for vocabulary instruction.

Word Frequency
Word frequency was included as an important vari-

able in each of the grade models and was 8%–12% as
important for first grade word learning as age of acquisi-
tion, was 17% –28% as important for second grade word
learning as age of acquisition, and was 56%–62% as
important for third grade word learning as age of acquisi-
tion. For first and second grades, it appears that as word
frequency values increased, learning word meanings did
not change dramatically. For third grade, meanings of
words that were more frequent were easier to learn, cor-
roborating our original hypothesis and the findings of
other researchers who found that words that occur more
frequently were easier for children to learn (Dollaghan,
1994; Hoover et al., 2010; Maekawa & Storkel, 2006;
Storkel, 2004).

The words in this study did not include words with
very high measures of word frequency, so our findings
must be interpreted carefully due to the restricted range of
frequencies. Word frequency values ranged from 0.02 to
801 and were heavily skewed for all grade levels. For third
600 Journal of Speech, Language, and Hearing Research • Vol. 66 • 5
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grade in particular, word frequencies varied less and had a
more restricted range (SD = 6.39, range: 0.08–35.65) com-
pared with first (SD = 57.94, range: 0.27–509.37) and sec-
ond (SD = 105.91, range: 0.02–801.82) grades. While the
words chosen may not seem to have a lower frequency
among adults, they may have infrequent use by younger
children. Further analyses should investigate word fre-
quency norms for children by examining childhood litera-
ture or television shows and movies made for children.
Either of these methods would mirror popular adult word
frequency norms derived from print or television and
movies (e.g., Brysbaert & New, 2009; Francis & Kučera,
1982). If differences existed between the frequency norms
of children and adults, it would allow for a more robust
measure used to examine the relation between frequency
and children’s vocabulary learning.

Phonotactic Probability and Neighborhood
Density

MARS included neighborhood density and phono-
tactic probability in the first- and second-grade models,
and only neighborhood density was included in the third-
grade model. We hypothesized that it would be easier for
children to recall meanings of words from sparser neigh-
borhoods. For the first- and second-grade models, this
was true. Learning slowly declined for words as neighbor-
hood density increased (words were from denser neighbor-
hoods). However, this was not the case for third grade; in
fact, it was the opposite.

In third grade, neighborhood density was the second
most important variable related to word learning; it was
62%–69% as important to word learning as age of acquisi-
tion. There was a sharp increase in learning until the
hinge at 82.79 and then a steady increase in learning as
neighborhood density measures increased. Word learning
increased as neighborhood density also increased. It was
easier for children to learn the meanings of words from
denser neighborhoods than those from sparse neighbor-
hoods. Our findings support that of Storkel and Lee
(2011) who found that initially young children did better
learning sparse sound sequences right after training, but
that learning of denser sound sequences improved over
time. It could be that as children get older, lexical infor-
mation plays a more important role in learning the mean-
ings of words than it does for younger children who rely
on other factors to integrate new concepts (Ponari et al.,
2018).

Most studies investigating these two variables relied
on word recall and recognition tasks rather than on defini-
tion tasks. During the ILIAD study, researchers also mea-
sured children’s ability to label target vocabulary words
when presented with a stimulus picture. The percentage of
children demonstrating word recall was highly correlated
with the percentage of children who could correctly define
89–604 • February 2023
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target words across grade levels (first grade ρ = 0.92, sec-
ond grade ρ = 0.83, third grade ρ = 0.85). Storkel (2013)
found that phonotactic probability influenced children’s
abilities to recall and recognize words, whereas neighbor-
hood density facilitated the integration of new concepts.
Similarly, Storkel et al. (2006) found that phonotactic
probability contributed to adult word learning while
neighborhood density facilitated the integration of new
and existing lexical representations. By third grade, neigh-
borhood density remained in the model while phonotactic
probability was removed. Many studies investigating the
influence of neighborhood density and phonotactic proba-
bility measured lexical access and not necessarily the abil-
ity to also recall meanings for words (Hoover et al., 2010;
Storkel et al., 2006; Storkel & Lee, 2011, Storkel et al.,
2013). However, the process of word retrieval and the
ability to recall definitions warrants further investigation,
especially if we can disentangle the differential effects each
characteristic has on learning.

Phonotactic probability is directly affected by word
length. It is calculated using the sum of log values, which
is equivalent to the log of the values multiplied. When
multiplied together, values in this range will always
decrease. This leads to a decrease in phonotactic probabil-
ity as word length increases. Word length was not a factor
controlled for in this study. Phonotactic probabilities for
the words in our analysis ranged from 0.01 to 0.08. These
small probabilities were not significantly related to word
learning nor to neighborhood density. This restricted
range of probabilities could explain why phonotactic prob-
ability was removed from the third-grade model.

Neighborhood density is negatively correlated to
word length. The density increases for shorter words that
have more similar neighbors, and decreases in density as
word length increases, where longer words have fewer sim-
ilar neighbors. Because our words varied in length, we
had a large range of density measures, from 0 to
69,210.62. About half of the words (53%) had a neighbor-
hood density of 0–5, and only 17% of the words had den-
sity measures over 100.

Previous research has found a relation between pho-
notactic probability and neighborhood density (Hoover
et al., 2010; Storkel et al., 2006; Storkel & Lee, 2011).
However, results of this analysis did not reveal a relation-
ship between the two. Additionally, there was little-to-no
relation among these factors and word learning in first- and
second-grade models. On average, the correlation between
neighborhood density and phonotactic probability was
−0.23 (range of −0.18 to -0.26). These findings are similar
to that of Storkel et al. (2006) who were unable to demon-
strate an interaction between phonotactic probability and
neighborhood density in a study examining adult word
learning. Our findings could be attributed to the correlation
between word length and these lexical characteristics since
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words varied in length and were typically multisyllabic.
When words vary in length, problems in analysis and inter-
pretation can occur (Storkel, 2004). This could explain why
we did not find significant relations between word learning
and phonotactic probability and neighborhood density.

There are several limitations of this investigation
worth noting. First, this vocabulary program was imple-
mented in schools that primarily served children from low-
income families. Researchers like Hart and Risley (1995)
have demonstrated a significant difference in language
acquisition across children from families with varying socio-
economic levels. The results could differ if implemented in
schools serving children from families with a wide range of
income levels. Second, we were unable to control for child-
level characteristics in our analyses. If included, analyses
may reveal differential effects of lexical characteristics on
the acquisition of words and their meanings based on a
child’s individual abilities. Third, some of our lexical char-
acteristic measures differed greatly in their variability and
range of values, which may skew our results. If this was con-
trolled for, analyses may reveal different effects.
Clinical Implications

The cornerstone of vocabulary instruction is to
select words children will need to know to comprehend
academic texts. These words are often sophisticated syno-
nyms for known words (i.e., gorgeous instead of pretty),
but are difficult to infer meaning from context alone. Try-
ing to organize vocabulary targets for instruction can be
difficult. Among various attempts to order vocabulary tar-
gets (Beck et al., 2002; Biemiller, 2006; Biemiller & Boote,
2006; Marzano & Simms, 2013), there is still much vari-
ability in the words chosen for instruction. This variability
must be minimized to make word selection a more struc-
tured process. Further investigations are needed to deter-
mine the optimal developmental groupings for words
using relevant lexical characteristics. Grouping words and
their meanings based on developmental appropriateness
will provide teachers a more focused list of words, reduc-
ing the variability and increasing the uniformity in the
word selection process.

Based on the promising results of applying MARS
to the ILIAD data set, other analytic problems may be
pursued using this method. MARS provided nuanced
information about the influence of lexical characteristics
on word learning using information based on hinges.
Hinge placement created local regressions that combined
to form a complete regression model for each of the rele-
vant predictor variables, and these localized trends varied
for each lexical characteristic. These localized trends
allowed us to see what was happening in small intervals
with more precision whereas a linear regression line would
rs et al.: Lexical Characteristic Influences on Word Learning 601
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Table 6. Multivariate adaptive regression splines model prediction of second grade word learning.

Word
Age of

acquisition
Level of

concreteness
Word

frequency
Neighborhood

density
Phonotactic
probability

Predicted
learning

advise 8.89 2.03 12.20 69.83 .09 22%
illegal 9.21 2.37 23.51 38.42 .26 34%
space 5.67 3.54 66.06 32.03 .19 76%
only provide an overall trend. Hinges provided informa-
tion about change within the models that could help to
better explain how lexical characteristics affect word learn-
ing. The next step is to apply MARS to a different word
learning data set. Outcomes that corroborate our findings
may have important educational implications for vocabu-
lary instruction. If we can model similar results with word
learning outcomes from studies with new participants and
different words, it would strengthen our argument for
using lexical characteristics to create a developmentally
appropriate sequence of vocabulary targets for instruction
that would facilitate improved word learning in children.

One way we could use this information is to predict
the percent of children who would learn words and their
meanings using the model. To illustrate this example, three
words were randomly selected. The words, their respective
lexical characteristics, and the predicted learning for second-
grade students are listed in Table 6. The model predicted
that only 22% of second graders would learn the word
advise, compared with the word space, where the model
predicted 76% of second graders would learn it. This infor-
mation could be used to select vocabulary words that are
more appropriate for children given their grade level. The
results of these future studies could expand our understand-
ing of the way lexical characteristics, and not simply a
word’s tier, affects children’s vocabulary mastery across
various developmental stages. This may not completely
resolve the issue of “which words to teach when,” but is an
attempt to fill one of the gaps in vocabulary instruction.
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