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Abstract

In cluster randomized evaluations, a treatment or intervention is randomly assigned to a set of clus-

ters each with constituent individual units of observations (e.g., student units that attend schools,

which are assigned to treatment). One consideration of these designs is how many units are needed

per cluster to achieve adequate statistical power. Typically, researchers state that “about 30 units

per cluster” is the most that will yield benefit towards statistical precision. To avoid rules of

thumb not grounded in statistical theory and practical considerations, and instead provide guidance

for this question, the ratio of the minimum detectable effect size (MDES) to the larger MDES with

one less unit per cluster is related to the key parameters of the cluster randomized design. Formulas

for this subsequent difference effect size ratio (SDESR) at a given number of units are provided, as

are formulas for finding the number of units for an assumed SDESR. In general, the point of dimin-

ishing returns occurs with smaller numbers of units for larger values of the intraclass correlation.
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In cluster randomized evaluations, an intervention is randomly assigned to a subset of clusters,
within which there are individual units of observations. For example, n student units each attend
M schools, which are assigned to treatment or control, which together constitutes the total
sample of nM = N . Within this design, researchers planning cluster randomized evaluations com-
monly: “how many units per cluster are needed for our evaluation design and assumptions?” This
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article alters this question to ask instead: at what number of units per cluster is adding an additional
unit to each cluster no longer practically beneficial? The latter question requires both an under-
standing of how each additional unit improves sensitivity to detect the effect of treatment and
how we can measure a practical point at which the improvement in sensitivity is no longer substan-
tively helpful to the evaluation.

For a hypothetical example of the types of decisions in planning evaluations that this article can
help rationalize, suppose an evaluation of a nursing home staff anxiety prevention program is being
planned. Treatment is to be assigned by nursing home and the dependent variable, an anxiety scale,
will be measured for each individual licensed practical nurse (LPN). The number of nursing homes
available to be randomized is fixed. It is expected that about 30 percent1 of the variation in the
outcome occurs between nursing home, and a covariate is available that explains about 25 percent
of the individual-level variation and 50 percent of the between cluster variation. Please note these
values are entirely hypothetical. A concern is that each of the participating nursing homes have on
average ten LPNs, but only about eight LPNs per nursing home are expected to participate in the
study. Increasing the effort by evaluation team members and survey incentives to add a one nurse
per home would add a considerable amount to the evaluation budget. Is this expenditure worth the
resources? The results below allow for a computation that indicates the sensitivity of the study
would change by 2 percent if the number of LPNs per nursing home would change from eight to
nine. Whether 2 percent is meaningful and worth the additional resources, depends on many contextual
factors which must also be considered, of course, many of which are discussed below. This article pro-
vides computational tools to better understand these decisions from the point of view of cases per
cluster, and in turn offers additional structure to evaluation planning.

I begin with reasons why consideration of units per cluster is important. I follow this with a brief
overview of statistical power and minimum detectable effect sizes (MDES) for two-level cluster-
randomized evaluations, and then present a formula for subsequent difference effect size ratio
(SDESR), which summarizes the practical benefit of adding an additional unit to a value n to the
MDES. Using derivations which relate the SDESR to the number of units per cluster (n) found in
the Online Appendix, I present a formula to find a value of n at which point adding additional
units is no longer practically valuable based on a value of the SDESR. I then explore the implications
of the formulas and provide examples using empirically derived design parameters. Variations of
these formulas are also presented when explanatory covariates are available to the evaluation
team. Intermediate expressions for conceptualizing change to expected effect sizes are also included
to provide additional tools.

Why Consider Units per Cluster?
Before considering these formulas, it is important to explain why or when researchers should also
consider how many units per cluster are utilized in an evaluation, rather than universally promote
the need to add clusters. Readers will correctly note that adding clusters will typically produce
more benefit than adding units per cluster, which is true when there is any variation associated
with the cluster-level (this is discussed at the end of Online Appendix). However, the discussion
of how many units per cluster is still important for several reasons. First, in many situations, the
number of clusters available, or recruitable, is fixed or practically constrained. For example, the
number of available units per cluster may have an impact on which clusters could be used in an eval-
uation such as in a U.S. state with many rural schools. Assuming only large schools could be included
in the evaluation would unnecessarily limit generalizability (because there would be no coverage of
smaller schools, from which to generalize). Understanding the point at which larger school-sizes are
no longer practically meaningful may expand school eligibility (in the minds of researchers) for eval-
uations. Beyond schools, cluster-randomized studies focusing on health outcomes (such as those
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found at the Prevention Services Clearinghouse—preventionservices.acf.hhs.gov, see Wilson et al.,
2019) or policing outcomes (White et al., 2021) may involve much smaller clusters such as shifts,
clinics, or even therapy groups. The inclination of many evaluators may be to find large clusters,
and so the work here provides a rational mechanism to evaluate the plausible benefit of these
designs and reduce concern that small clusters lead to sub-optimal power.

Second, not all studies are able to rely on administrative data for dependent variable measures.
Consider writing sample scores as an example. Oftentimes, the cost of measuring this type of
outcome is high and using resources to pay for scoring the writing samples for all students in a
school or even an entire classroom is prohibitive. However, this work shows that for many small
effects the rational number of units or cluster is less than ten per cluster, requiring only a small set
of data to be collected. For additional reasons to consider the sample-size within clusters, I refer
readers to Raudenbush’s seminal paper on optimal design (1997), which provides other examples,
culminating in the statement “Choosing the optimal within-cluster sample size is a prelude to decid-
ing on the total number of clusters” (p. 174). For Raudenbush, the optimal within-cluster sample size,
or number of units per cluster, was related to cost functions and minimizing the sampling variance of
the impact estimate. A footnote in Raudenbush (1997) foreshadowed the complexities of optimizing
effect sizes, which the present article attempts to unravel.

Through this work I hope to add to the design considerations introduced by Raudenbush, further
expanding the set of plausible clusters and dependent measures to support allocating resources for a
broader range of studies. To clear, if there are few constraints on the number of units per cluster for an
evaluation and the availability of large clusters is adequate, there is little in this paper which will offer
utility for refining evaluation design decisions. If, on the other hand, constraints exist and cluster sizes
are naturally small, then this paper will offer additional procedures which will improve discussions
while planning cluster randomized studies.

Statistical Power and the Minimum Detectable Effect Size
Power is the chance of obtaining a statistically significant result from an evaluation based on the size
of the expected estimate, population parameters, sample design, and analysis (see, e.g., Cohen,
1992). The concept of statistical power is based on the two types of statistical error. Assuming
that an intervention is not efficacious, an evaluation that concludes that there is indeed an impact
is making a Type I error (incorrectly stating that the means of treatment groups are different when
they are, in fact, the same). This error is often noted as α in hypothesis testing, with a convention
typically set at a 5 percent chance of error in tests of variance (say, in ANOVA models) or splitting
a 5 percent chance of error evenly in both directions for tests of comparisons (the so-called two-tailed
test for the difference between two means). This convention is associated with typical “critical”
values of test statistics associated with degrees of freedom found in the tables located in the back
of all reasonably useful introduction to statistics texts.

If, in fact, an intervention is efficacious, but the evaluation concludes otherwise, then a Type II
error has occurred (incorrectly stating that the means of treatment groups are the same when they
are, in fact, different). This error is often noted as the next Greek letter, β.2 This error occurs in con-
junction with assumed levels of Type I error, because it means the resulting evaluation produced a
test statistic that does not meet the critical value set by the assumed Type I error. Power analysis
focuses on understanding the sampling distribution of a future evaluation of an intervention with
an assumed impact and finding the chance of a statistically significant result. As such, statistical
power is the complement of Type II error, or in the notation presented here, 1− β.

Power analyses result from computing the chance that a statistical test will exceed the critical
value under several assumptions that culminate in the expected test statistic, which is based on the
ratio of the mean difference and the standard error of that difference. A brief overview is provided
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in the Online Appendix, and more detailed summaries can be found in several texts (e.g., Hedberg,
2017b; Liu, 2013; Ryan, 2013). For the general reader, the important points are that the standard error
of the mean difference typically includes functions associated with the sample size and the (assumed
to be) normally distributed residual variance of the continuous dependent variable. Reorganization of
these formulas often converts the mean difference into a standardized mean difference effect size,
such as Cohen’s d (1992) or Hedges g (1981), representing the difference between treatment
groups in units of standard deviations and other non-sample-size parameters into “scale-free” param-
eters such as correlations and portions of variance associated with various factors. These parameters
are combined to form an expected test statistic, which is used with non-central statistical distributions
to find a probability of Type II error, and its complement, statistical power.

The expected test can be algebraically equated with a quantity, noted as Q below, which combines
values of the standard normal or student’s t distribution (with a certain degrees of freedom) based on
assumed values of the Type I and Type II error. GivenQ, algebraic rules can be used to isolate the key
parameters of the expected test (effect size, sample size, and other scale-free parameters) to form
expressions of the required sample size to achieve a specified level of power for a specified effect
size, or the effect size that satisfies a specified level of power and sample size, which is the focus
of this article. This effect size was introduced by Bloom (1995) as the minimum detectable effect
size (MDES) and used as a method to understand the sensitivity of a given design, given a sample
design and level of power. The MDES works much like letters on an eye exam chart: the better
visioned (sensitive) eyes can see smaller letters. It is the MDES for cluster-randomized evaluations
that is the focus of our analysis.

Properties of the Minimum Detectable Effect Size for Two-Level Cluster
Randomized Evaluations
The literature on statistical power for cluster randomized studies has a long history in health (Murray,
1998) and education (Raudenbush et al., 2007). Bloom and colleagues further detailed the MDES for
cluster randomized evaluations (Bloom et al., 1999) and detailed the importance of uncorrelated
covariates to improve the sensitivity of studies (Bloom et al., 2007). The MDES estimate δm, for a
two-level cluster randomized design without covariates is a function of the total number of clusters,
M, the fraction of clusters in the treatment arm, f, the intraclass correlation, ρ (detailed below), and Q,
the scalar that summarizes significance and power through the sum of quantiles from the student’s t
-distribution using degrees of freedom based on the number of clusters and predictors,3

MDES(Q, M , f , ρ, n) = δm ≈ Q

���������������������������
ρ

Mf (1− f )
+ 1− ρ

nMf (1− f )

√
. (1)

The introduction of covariates uncorrelated with the treatment variable to the analysis model reduces
the MDES and this can be represented by adding complements of the R2 statistics to the numerator in
both fractions,

MDES(Q, M , f , ρ, n, R2
unit, R

2
cluster) = δ∗m≈Q

�������������������������������
ρ(1− R2

2)

Mf (1− f )
+ (1− ρ)(1− R2

1)

nMf (1− f )

√
, (2)

where R2
1 is the reduction in unit variance and R

2
2 is the reduction in cluster variance due to covariates.

In this expression, the covariates are assumed to be uncorrelated with treatment assignment. I call this
the Variance Component form because it shows two components of variation that drive the MDES:

first, the cluster component
ρ(1−R2

2)
Mf (1−f ), which includes only the number of clusters in the denominator,
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and second, the unit component
(1−ρ)(1−R2

1)
nMf (1−f ) , which includes the total number of units, nM , in the

denominator. As the number of units increases, the second component becomes smaller, which in
turn lowers the MDES. Bigger samples are more sensitive.

Another parameter in the MDES is the intraclass correlation, ICC or ρ, which is a measure of
natural correlation of units within the same cluster (see Hedberg, 2017a, for a brief introduction)
and is also the fraction of the total variance that occurs between clusters. This parameter appears
in both components. As we see below, and discussed in detail in the Online Appendix, the ICC is
the key parameter for our discussion for understanding the diminishing returns. This can be seen
by presenting the MDES in the Design Effect form, which is

MDES(Q, M , f , ρ, n) = δm = Q

����������������������������
1

Mf (1− f )
×
1+ ρ(n− 1)

n

√
. (3)

The introduction of covariates uncorrelated with the treatment variable to the analysis model reduces
the MDES, and this can be represented by adding functions of the R2 statistics to the numerator of the
second fraction,

MDES(Q, M , f , ρ, n, R2
1, R

2
2) = δ∗m=Q

����������������������������������������������������
1

Mf (1− f )
×
1+ (n− 1)ρ− (R2

1 + (nR2
2 − R2

2)ρ)

n

√
. (4)

This form is also important since it showcases how the ICC is an important factor in power and
MDES analyses, as the factor 1+ ρ(n− 1) is the typical design effect for cluster samples long
noted in the survey and experimental literature (e.g., Hedges & Hedberg, 2007; Kish, 1965); covar-
iates reduce the design effect by R2

1 + (nR2
2 − R2

2)ρ. This formula highlights the result that the sam-
pling variance of the clustered sample mean has a different structure than that of the simple random
sample mean. This means that the sampling variance of an impact estimate from a clustered sample is
1+ ρ(n− 1) times larger than the sampling variance incorrectly estimated if a simple random sample
is assumed. In turn, the MDES without covariates increases by a factor of

���������������
1+ ρ(n− 1)

√
for a clus-

tered sample with the same total number of observations, nM = N , as a simple random sample.
Because this expression includes the product of n and ρ, the intraclass correlation is a key parameter
in finding the best number of units required per cluster.

Figure 1. The values of the minimum detectable effect size (MDES, A) and subsequent difference effect size

ratios (SDESR, B) by number of units per cluster for 20 clusters in treatment, 20 in control, an ICC of .2, and

no covariates, for a two-tailed test (α = .05) and statistical power of .8.
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Relationship Between the Number of Units Per Cluster (n) and the
Minimum Detectable Effect Size for Two-level Cluster Randomized
Evaluations
As has been noted, larger values of n lead to smaller values of the MDES. However, this relation-
ship is somewhat complex. Figure 1 presents the MDES (A) and the subsequent difference effect
size ratio (SDESR, B) for a cluster randomized design with 20 clusters in treatment and 20 in
control with an ICC of .2 for a variety of values for n, the number of units per cluster. If we
hold the parameters Q, M, f, ρ, and the R2 s constant, the MDES decreases as the number of
units per cluster increases (see Figure 1 A). However, the change in the MDES is not linear, as
each additional unit has a smaller impact on the MDES. We can conceptualize this change with
each additional unit as the SDESR, θ,

SDESR = θ = δm|n+1

δm|n
. (5)

For small numbers of units per cluster, the SDESR is noticeably less than 1, and so the benefits
to adding units are meaningful. In Figure 1 A, the MDES for this design with two units per cluster is
about .685, and the MDES for three units is .605, and the SDESR of .605 to .685 is θ = 0.882 (see
Figure 1 B). However, when n = 10, the MDES is .469 and when n = 11, the MDES is .462, which
is a difference in the third decimal and has a SDESR closer to 1 of θ = 0.984. In Figure 1 B you
may notice the curve approaching 1 as the number of units increases. Moreover, at the value of
n = 13, the SDESR for each subsequent value is greater than .99, and beyond what is reported
in the figures, the MDES does not result in a value below .4 until n = 197, at which point the
SDESR is greater than .999.

The point of the preceding paragraph is to illustrate the diminishing returns in sensitivity for
adding units. For example, in many cases the practical difference between an MDES of .445
(n = 15) and .422 (n = 30) may not be worth doubling the sample in cases for which the fixed
cost of unit-level measurement is non-trivial. However, offering broad rules of thumb has a
mixed history in statistical consultation (Aguinis & Harden, 2010). Instead, I seek to provide
some guidance on finding the point of diminishing returns and find which parameters are most
influential on that point.

The SDESR metric, however, is still quite abstract and lacks a basic intuition to allow researchers
working in the field to find it useful. To that end, suppose that a minimum absolute change (γ), which
most researchers using standardized difference effect sizes will find meaningful, is 1 percent of a
standard deviation (γ = .01). Next, suppose a range of effect size benchmarks for which researchers
are considering is a tenth of a standard deviation (δb = .1) to one and a half standard deviations
(δb = 1.5). Values of the Benchmarked SDESR (θ̂) corresponding to the minimum absolute
change (γ) for an effect size benchmark (δb) can be computed with

θ̂(δb, γ) = δb − γ

δb
. (6)

Which, for δb = .1 and γ = .01 is θ̂ = 0.9, for δb = .5 and γ = .01 is θ̂ = 0.98, δb = 1 and γ = .01 is

θ̂ = 0.99, and δb = 1.5 and γ = .01 is θ̂ = 0.9933. Given a range of effect size benchmarks, such as
those in Hill et al., (2008) for academic growth, researchers can find a value for the SDESR that
represents the minimum practical change to consider. Of course, the value of this change (γ) must
also be selected, and a one percent of the standard deviation change is presented as only a practical
example.
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Relating Subsequent Difference in Effect Size Ratios to the Intraclass
Correlation
The goal of this work is to find an answer to this question: at what number of units per cluster is
adding additional units no longer practically beneficial, where “no longer practically beneficial” is
based on a high SDESR with a value close to 1. To do this, we must formulate a relation between
change in the MDES (operationalized as the SDESR) to the units per cluster (n). In the previous
section, I described a practical computation of a Benchmarked SDESR that can be based on a refer-
ence effect size and a small change. In this section, the focus will be on the relation of this result to the
number of units per cluster (n). I do this by first showing the SDESR as a function of n, then showing
how n is a function of the SDESR. The next section will bring these two ideas together.

SDESR as a Function of n and the ICC
In the previous section, I established the SDESR (θ) as a measure of change to the MDES. In the absence
of covariates, the following expression provides a link between the ratio θ, n, and the ICC (ρ)

SDESR(ρ, n) = θ = exp
ρ− 1

2n(1+ (n− 1)ρ)

[ ]
. (7)

Details of how this and the other formulas that are introduced here are derived appear in the Online
Appendix. Expression (7) allows the researcher to calculate the SDESR as a function of a given
number of units per cluster, n, and the intraclass correlation, ρ. Note that this formula does not
involve the number of clusters, which allows for the discussion of the benefits of units per cluster to
be based on a single a priori expectation of the ICC. This implies that adding or removing clusters
will not change the proportional benefit of adding units per cluster for the MDES.

For example, suppose an ICC of ρ = .2. The MDES will reduce by roughly 2 percent (θ = .98)
when adding a unit to n = 10 units resulting in n = 11 units

SDESR = θ = exp
.2− 1

2 × 10 × (1+ (10− 1) × .2)

[ ]
≈ 0.98.

However, if the ICC is ρ = .1, the impact of adding a unit to n = 10 units is larger, the MDES will
reduce by roughly 5 percent (θ = .95),

SDESR = θ = exp
.1− 1

2 × 10 × (1+ (10− 1) × .1)

[ ]
≈ 0.95,

which illustrates that adding units is typically more beneficial when ICCs are lower.
In the case of covariates, these expressions have two additional parameters. The first is the proportion

reduction in variance at the unit level, noted as R2
1, and the other parameter is the proportion reduction in

variance at the cluster level, noted as R2
2. The expression for θ in the presence of these factors is

SDESR(ρ, n, R2
1, R

2
2) = θ∗= exp

(ρ− 1)(1− R2
1)

2n(1+ (n− 1)ρ− (R2
1 + (nR2

2 − R2
1)ρ))

[ ]
(8)

For example, suppose, again, an ICC of ρ = .2 and additionally a covariate that explains 25 percent of
unit variation (R2

1 = 0.25) and 15 percent of cluster variation (R2
2 = 0.15). The MDES will reduce by

roughly 4 percent (θ = .96) when adding a unit to n = 5 units resulting in n = 6 units

SDESR = θ∗= exp
(.2− 1) × (1− .25)

2 × 5 × (1+ (5− 1) × .2− (.25+ (5 × .15− .25) × .2))

[ ]
≈ 0.96.
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However, if the unit variation explained by the covariate is R2
1 = 0.5, the impact of adding a unit to n =

5 units is smaller, the MDES will reduce by roughly 3 percent (θ = .97),

SDESR = θ∗= exp
(.2− 1) × (1− .5)

2 × 5 × (1+ (5− 1) × .2− (.5+ (5 × .15− .5) × .2))

[ ]
≈ 0.97,

which illustrates that adding units is typically less beneficial when impacts of unit-level covariates are
larger. The benefits of adding units are also smaller (the SDESR is closer to 1) with larger cluster-
level covariate impacts for any value of n.

Units per Cluster (n) as a Function of the SDESR and the ICC (or, Finding the Point of
Diminishing Returns)
Expressions (7) and (8) can be solved for n to find the function of the ICC and θ (and the R2 s in the
case of covariates) to allow researchers to pre-specify the ratio of change and find the point at which
increasing the number of units per cluster is no longer practical. This expression for the point of
diminishing returns for units (PDRn) involves the log of the SDESR, ln (θ), and the ICC, ρ,
without covariates

PDRn = n = (ρ− 1) ln (θ)− �����������������������������������
(ρ− 1) ln (θ)(2ρ+ ln (θ)(ρ− 1))

√
2ρ ln (θ)

, (9)

and additional terms for the R2 s in the case of covariates

PDRn∗ = n∗= (ρ− 1) ln (θ)(1− R2
1)−

��������������������������������������������������������������
(ρ− 1) ln (θ)(R2

1 − 1)(2ρ(R2
2 − 1)+ ln (θ)(ρ− 1)(R2

1 − 1))
√

2ρ ln (θ)(1− R2
2)

.

(10)

For example, suppose researchers decide that an SDESR of θ = .9999 is the maximum change
in the MDES of interest. With an ICC of ρ = .2, the value of PDRn that will satisfy this criterion
is

PDRn = (.2− 1) × ln (.9999)− ����������������������������������������������������������
(.2− 1) × ln (.9999) × (2 × .2+ ln (.9999) × (.2− 1))

√
2 × .2 × ln (.9999)

≈ 139 .

However, if the SDESR is θ = .99, the value of PDRn is

PDRn = (.2− 1) × ln (.99)− �����������������������������������������������������
(.2− 1) × ln (.99) × (2 × .2+ ln (.99) × (.2− 1))

√
2 × .2 × ln (.99)

≈ 12.

which illustrates that more units are required as θ � 1, since it required 12 units for θ = .99
(1− θ = .01), but over ten-fold more units, 139, for θ = .9999 (1− θ = .0001, 100 times closer to 1).

In the case of covariates, these expressions also include R2
1 and R

2
2. If the value of R

2
1 = .5 and the

value of R2
2 = .15, and an ICC of .2, the value of PDRn∗ for an SDESR of .99 is

PDRn∗ =
(.2−1)× ln(.99)× (1− .5)− ���������������������������������������������������������������������������������

(.2−1)× ln(.99)× (.5−1)× (2× .2× (.15−1)+ ln(.99)× (.2−1)× (.5−1))
√

2× .2× ln(.99)× (1− .15)

≈ 10,

which illustrates how effective covariates can reduce the PDRn, and in turn, the necessary units for an
evaluation.
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Illustrations and Intuitions
Tables 1 through 4 offer further illustrations of these results. These tables were produced in R (R Core
Team, 2021) using functions detailed in the Online Appendix. Table 1 presents values for the
SDESR, θ, for a variety of values for n and the ICC (ρ). For low values of the ICC such as .01,
the benefit of adding to smaller values of n, such as 5, result is nearly ten percent reductions in
the MDES, whereas by 40 units, the gains are less than one percent. With larger ICCs such as
.25, however, benefits drop below a 1 percent change by 15 units and below a tenth of a percent
for 40 units. As seen in Table 2, employing typical covariate values such as R2

1 = .5 and
R2
2 = .25, promotes the reduction in benefits at even smaller values of n.
Table 3 presents rounded integer values of PDRn for the same set of ICCs, but for various values

of the Benchmarked SDESR (θ̂) that represent change of a percent of a standard deviation (γ = .01)
for benchmark effect sizes ranging from .1 to 1.5. The most striking aspect of this table is the number
of small PDRn values, with a .01 standard deviation change associated with a benchmark effect size
of .2 or less associated with values of PDRn lower than 10 units for even small ICCs (.01) or higher
ICCs such as .25. Table 4 presents PDRn values for even smaller changes to the MDES, half of a
standard deviation percent (γ = .005), which results in values that are typically half to twice as
large depending on the value of the ICC (some smaller values are about a third as large). Thus,
the smaller the change to the effect size, the larger the PDRn value will be.

Tables 5 and 6, employing typical covariate values such as R2
1 = .5 and R2

2 = .25, has even more
small single digit integers, with changes relative to Table 3 that are proportionally larger for larger

Table 1. Values of the SDESR (θ) by n and the ICC (ρ) Without Covariates.

n

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

5 .9092 .9133 .9170 .9206 .9239 .9377 .9483 .9565 .9632 .9687

10 .9556 .9593 .9625 .9653 .9678 .9766 .9821 .9858 .9885 .9906

15 .9715 .9748 .9775 .9797 .9815 .9876 .9909 .9930 .9945 .9955

20 .9794 .9824 .9847 .9865 .9879 .9923 .9945 .9958 .9967 .9974

25 .9842 .9868 .9888 .9903 .9914 .9947 .9963 .9972 .9979 .9983

30 .9873 .9897 .9914 .9926 .9936 .9962 .9974 .9980 .9985 .9988

35 .9895 .9917 .9932 .9942 .9950 .9971 .9980 .9985 .9989 .9991

40 .9911 .9931 .9944 .9953 .9960 .9977 .9985 .9989 .9991 .9993

Table 2. Values of the SDESR (θ) by n and the ICC (ρ) with Covariates Where R21 = .5 and R22 = .25.

n

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

5 .9112 .9169 .9220 .9266 .9308 .9469 .9579 .9658 .9718 .9766

10 .9575 .9624 .9664 .9697 .9724 .9814 .9864 .9895 .9917 .9933

15 .9732 .9774 .9805 .9829 .9849 .9905 .9933 .9950 .9961 .9969

20 .9810 .9846 .9871 .9890 .9904 .9942 .9960 .9971 .9977 .9982

25 .9856 .9887 .9908 .9922 .9933 .9961 .9974 .9981 .9985 .9988

30 .9886 .9913 .9931 .9942 .9951 .9972 .9981 .9986 .9990 .9992

35 .9907 .9931 .9946 .9955 .9962 .9979 .9986 .9990 .9992 .9994

40 .9922 .9944 .9956 .9964 .9970 .9984 .9989 .9992 .9994 .9995
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values of the ICC. Comparing Table 5 to Table 3, the covariate impacts reduce the PDRn values by at
most a third, and for small effect sizes, generally not at all. Comparing Table 6 to Table 5, the increase
in the PDRn values is similar to the tables without covariates, with increases ranging from a quarter to
2.25 fold.

Across Tables 3–6 is a pattern where larger benchmark effect sizes have higher PDRn values for
the same absolute change (a percent of a standard deviation), as these ratios represent smaller and
smaller differences from the benchmark. This is congruent with patterns found in the power analysis
of other ratios—such as odds ratios in logistic regression—where additional data is required for

Table 3. Values of n by Benchmarked SDESR Values (γ = .01) and the ICC (ρ) Without Covariates.

θ̂ = δ−.01
δ

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

δb = .1 θ̂ = .9000 5 4 4 4 4 3 3 3 3 2

.2 .9500 9 8 8 7 7 6 5 5 4 4

.3 .9667 13 12 11 10 10 8 7 6 5 5

.4 .9750 17 15 14 13 12 10 8 7 6 6

.5 .9800 21 18 16 15 14 11 9 8 7 7

.6 .9833 24 21 19 17 16 12 10 9 8 7

.7 .9857 27 23 21 19 18 14 11 10 9 8

.8 .9875 30 26 23 21 20 15 12 11 10 9

.9 .9889 33 28 25 23 21 16 13 12 10 9

1.0 .9900 36 31 27 25 23 17 14 12 11 10

1.1 .9909 39 33 29 26 24 18 15 13 11 10

1.2 .9917 42 35 31 28 26 19 16 14 12 11

1.3 .9923 45 37 32 29 27 20 17 14 13 11

1.4 .9929 47 39 34 31 28 21 17 15 13 12

1.5 .9933 50 41 36 32 29 22 18 15 14 12

Table 4. Values of n by Benchmarked SDESR Values (γ = .005) and the ICC (ρ) Without Covariates.

θ̂ = δ−.005
δ

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

δb = .1 θ̂ = .9500 9 8 8 7 7 6 5 5 4 4

.2 .9750 17 15 14 13 12 10 8 7 6 6

.3 .9833 24 21 19 17 16 12 10 9 8 7

.4 .9875 30 26 23 21 20 15 12 11 10 9

.5 .9900 36 31 27 25 23 17 14 12 11 10

.6 .9917 42 35 31 28 26 19 16 14 12 11

.7 .9929 47 39 34 31 28 21 17 15 13 12

.8 .9938 52 43 37 33 31 23 19 16 14 13

.9 .9944 57 46 40 36 33 24 20 17 15 13

1.0 .9950 62 50 43 38 35 26 21 18 16 14

1.1 .9955 66 53 46 41 37 27 22 19 17 15

1.2 .9958 70 56 48 43 39 29 23 20 18 16

1.3 .9962 74 59 51 45 41 30 24 21 18 16

1.4 .9964 78 62 53 47 43 31 25 22 19 17

1.5 .9967 82 65 55 49 45 32 26 23 20 18
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similar changes to extreme base rates (i.e., base rates near 0 or 1) relative to base rates near .5 (see,
e.g., Demidenko, 2007).

Returning to the hypothetical nursing home example that started the article, the 30 percent vari-
ation in the outcome between nursing homes represents an ICC of .3, and the covariate effects of 25
percent explained at the LPN level is R2

1 = .25 and 50 percent between nursing homes is R2
2 = .5,

which for n = 8 LPNs produces an SDESR of about .981, or about a 2 percent change. If there
was an expected effect size of, say, .4 standard deviations and evaluators wanted a value of n that
was within γ = .01 standard deviations (θ̂ = .975), the formula for the PDRn would yield about 7

Table 5. Values of n∗ by Benchmarked SDESR Values (γ = .01) and the ICC (ρ) with Covariates Where R21 =
.5 and R22 = .25.

θ̂ = δ−.01
δ

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

δb = .1 θ̂ = .9000 4 4 4 4 4 3 3 2 2 2

.2 .9500 9 8 7 7 6 5 4 4 4 3

.3 .9667 12 11 10 9 9 7 6 5 5 4

.4 .9750 16 14 13 11 11 8 7 6 5 5

.5 .9800 19 16 15 13 12 10 8 7 6 5

.6 .9833 22 19 17 15 14 11 9 8 7 6

.7 .9857 25 21 19 17 16 12 10 8 7 7

.8 .9875 28 23 20 18 17 13 11 9 8 7

.9 .9889 31 25 22 20 18 14 11 10 9 8

1.0 .9900 33 27 24 21 20 15 12 10 9 8

1.1 .9909 36 29 25 23 21 15 13 11 10 8

1.2 .9917 38 31 27 24 22 16 13 11 10 9

1.3 .9923 40 32 28 25 23 17 14 12 10 9

1.4 .9929 42 34 29 26 24 18 14 12 11 10

1.5 .9933 45 36 31 27 25 18 15 13 11 10

Table 6. Values of n∗ by Benchmarked SDESR values (γ = .005) and the ICC (ρ) with covariates where R21 =
.5 and R22 = .25.

θ̂ = δ−.005
δ

ρ

.01 .02 .03 .04 .05 .1 .15 .2 .25 .3

δb = .1 θ̂ = .9500 9 8 7 7 6 5 4 4 4 3

.2 .9750 16 14 13 11 11 8 7 6 5 5

.3 .9833 22 19 17 15 14 11 9 8 7 6

.4 .9875 28 23 20 18 17 13 11 9 8 7

.5 .9900 33 27 24 21 20 15 12 10 9 8

.6 .9917 38 31 27 24 22 16 13 11 10 9

.7 .9929 42 34 29 26 24 18 14 12 11 10

.8 .9938 47 37 32 29 26 19 16 13 12 10

.9 .9944 51 40 35 31 28 20 17 14 12 11

1.0 .9950 55 43 37 33 30 22 18 15 13 12

1.1 .9955 58 46 39 35 31 23 19 16 14 12

1.2 .9958 62 48 41 36 33 24 19 17 15 13

1.3 .9962 65 51 43 38 35 25 20 17 15 13

1.4 .9964 69 53 45 40 36 26 21 18 16 14

1.5 .9967 72 55 47 42 38 27 22 19 16 15
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LPNs (rounded from 6.75 LPNs). This would indicate the optimal sample for the expected effect size
would be optimal with 7, not 8 LPNs. Again, please note these parameters are entirely hypothetical
and the results of this analysis would be quite different with different values of the expected effect
size, ICC, and R2 statistics.

Proposed Procedure
When deciding the number of units that indicate a reasonable point of diminishing returns, I offer the
following suggestion for a sequence of computations during the planning of an evaluation. First, prior
to any power analyses, use experience, literature, and benchmarks to select a reasonable expected
effect size, δb. This should be done regardless of whether the number of units per cluster is a
study design consideration. Next, assume either value of the SDESR, θ, based only on proportional
change, such as a 1 percent change for SDESR= .99 or a percent of a percent change for an SDESR=
.9999. Alternatively, compute a benchmarked SDESR, θ̂, using a expected effect size and a reason-
ably small change to the effect size in standard units, γ, using expression (6). The final set of param-
eters to select include defensible and justifiable values for the ICC and covariate R2 values (if
applicable). Generally, SDESR values closer to 1 should be used if the expected effect size is small.

Next, use expression (10) to compute the number of units which represents the point of dimin-
ishing returns for the benchmark effect size. Note that with this procedure, as with any power anal-
ysis, be sure to increase this value based on expected attrition because this represents the final
sample size, not the initially sampled set. At this point researchers also have all the necessary infor-
mation to compute the number of clusters required for the benchmark effect size, and the supple-
mental material includes R code for these functions as they can be tedious. Different values of the
benchmarked SDESR, as a function of the amount of change to the MDES, γ, will yield different
values for n and thus number of clusters. If the available clusters are fixed, then the discussion is
focused only on the number of cases per cluster. If the available clusters are negotiable, then this
process in conjunction with other optimal design formulas from Raudenbush (1997) can be helpful
in determining the best design among several options. In the next section, the results of this exer-
cise are explored based on empirical parameters.

Examples Based on Empirical Work and Other Assumptions
I offer the assumption in this article that the use of “typical” values in place of informed assumptions
in planning studies is a counterproductive practice, whether it be for required units per cluster, effect
sizes to expect, or even ICC values. Taking this at face value, I then move in this section to showcase
how the formulas presented here can inform the planning of studies under various empirically
informed scenarios. Suppose researchers are planning an early childhood education evaluation to
evaluate an intervention that seeks to increase math scores for third grade students. Data from Hill
and colleagues (2008, see Table 5) indicate that the typical impacts from academic intervention
studies that they reviewed was a quarter standard deviation (.25). The range of ICCs across geo-
graphics and locales in the United States varies widely. For example, in small districts with 3 to 5
schools serving elementary grades, the school-level ICCs tend to be .05 or less, with ICCs of .1
only appearing in larger school districts with 10 schools serving each grade (see Tables 2 and 3 in
Hedberg & Hedges, 2014). Across states, the school-level ICCs (without considering district
effects) also vary widely with subject and grade, with third grade ICCs for Mathematics scores as
high as .24 in Massachusetts, .23 in Colorado and as low as .05 in West Virginia (see Table 2 in
Hedges & Hedberg, 2013). Given this empirical evidence, I offer the results of the following exercise.

Suppose four scenarios for planning research, comprising either expected impacts of .25 or .5 stan-
dard deviations in populations with ICCs of either .1 or .2. Next, suppose five power analysis
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strategies are employed to first find the optimal value of n and then compute the total number of
schools with equal allocation to treatment and control: (A) finding the PDRn with θ̂ = δb−.01

δb
, (B)

finding the PDRn with θ̂ = δb−.005
δb

, (C) Finding the PDRn with θ = .999 across all effect sizes,
(D) simply setting n = 30, and (E) simply setting n = 60. We can judge each scenario by differ-
ences in the total sample and differences in the number of clusters required. The method to find the
number of clusters required, given a value for n is detailed in Hedberg (2017b). Note that all values of
estimated values of n were rounded up and M were rounded up to the nearest even number.

The results of these exercises appear in Table 7, which presents sample sizes that all meet power of
.8 for a two-tailed test with the same covariate effectiveness for the respective effect size and ICC
values. The first scenario, PDRn with θ̂ = δb−.01

δb
, produced the smallest overall sample size but

required the largest number of clusters and produced the smallest overall sample requirements.
The second scenario required slightly higher observations per cluster, fewer clusters, but larger
overall sample sizes. Setting the SDESR to .999 produces higher PDRn values, again requires
fewer clusters, but also translates into larger overall samples. These results are most like the
typical assumptions of n = 30 and n = 60, which require similar numbers of clusters. These patterns
are similar for both ICC values of .1 and .2.

For example, for an effect size of .25 with an ICC of .1, the PDRn is 7 using the first strategy (A)
but requires 74 total schools to achieve power of .8. The second strategy (B) increased the PDRn to
10 and lowered the required clusters to 64. The third strategy, (C), produced a much higher PDRn
(52) and reduced the number of clusters even more. However, each successive increase in the
SDESR increases n, lowersM, but ultimately produces larger samples. The required numbers of clus-
ters are similar for scenarios (D) and (E), which assumed round values of n.

From this exercise, a major takeaway point is that there is a wide variety of situations and scenarios,
even with a small selection of empirical settings. As a consequence, the entire prospect of rules of
thumb about sample sizes within clusters is rendered inadequate. Instead, rather than present exact
answers, this article provides tools and operationalization of the key considerations that can lead

Table 7. Sample Sizes all Meeting Power of .8 for a two-Tailed Test (α = .05) Using Different Assumptions by

Benchmark Effect Size (δb) and ICC (ρ) with Covariates Where R21 = .5 and R22 = .25.

ρ

.10 .20

δ n M N n M N

A) Finding the PDRn with θ̂ = δb−.01
δb

.25, θ̂ = .96 7 74 518 5 118 590

.50, θ̂ = .98 10 18 180 7 30 210

B) Finding the PDRn with θ̂ = δb−.005
δb

.25, θ̂ = .98 10 64 640 7 108 756

.50, θ̂ = .99 15 16 240 11 26 286

C) Finding the PDRn with θ = .999 across all effect sizes

.25 52 46 2,392 36 84 3,024

.50 52 14 728 36 24 864

D) Setting n = 30

.25 30 48 1,440 30 86 2,580

.50 30 16 480 30 24 720

E) Setting n = 60

.25 60 44 2,640 60 82 4,920

.50 60 14 840 60 24 1,440
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researchers to answers which apply to their studies. The antidote to rules of thumb are tools, which are
presented here.

Conclusion
In teaching power analyses for cluster randomized designs, most instructors (including this author)
will often note in passing that many different combinations of n andM will yield the same chance of
detecting an effect size. Table 7 provides a clear example of this phenomena through a careful con-
sideration of a researcher-controlled parameter of what it means to have diminishing returns, the
SDESR. The SDESR can itself be tuned either with a broad threshold (such as .999) or based on
changes to a benchmark effect size.

I provide a method to assess how many units are practically beneficial by providing researchers a
metric of “beneficial” and employing this metric in a formula to estimate the number of units per
cluster. In general, the point of diminishing returns occurs with smaller numbers of units for
larger values of the ICC. This is intuitive, as the very design effect that reduces precision in
cluster randomized evaluations includes the multiplication of units per cluster (n) and the ICC, ρ.
However, with these formulas, intuition is effectively operationalized.

These results hopefully will help researchers avoid broad rules of thumb about one of the impor-
tant choices in designing cluster randomized evaluations: the number of units per cluster. In my own
experience, including being guilty of advising this, the general advice offered is that after 30 units, it
does not make sense to continue to add units. As I stated in the first sections of this article, if clusters
available to a given evaluation are large and plentiful and the cost of each unit observation are neg-
ligible, there is little here which will greatly impact evaluation designs. However, if clusters are
smaller, then ICCs are higher, and this work can shed light on answering questions about “how
many units do we really need?”

Finally, these results provide evidence to reject rules of thumb for sample sizes. As shown above,
the required sample configuration is entirely dependent on various design parameters and on
researcher defined goals. This is at the core of most statistical analysis. The ordinary least squares
(OLS) regression equations are best for a given criteria, minimizing the total sum of squared devia-
tions between the observations and the prediction. Should regressions need to meet other criteria,
such as predicting the best median or more recent algorithms employed by data science researchers,
then OLS regression is no longer “best.” In this article, I provide expressions for finding values of
units per cluster based on the concept of diminishing returns.
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Notes

1. This seems to a very high estimate of between-nursing home variation, but similar values for other outcomes
have been documented, see, e.g., Min, Park, & Scott (2016).

2. This notation sometimes sows some confusion with unrelated statistics such as regression slopes or standard-
ized regression coefficients as labeled in some software.

3. See Online Appendix for details on derivation of the MDES.
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