
R
esearch

 R
ep

o
rt

Influence of
Selected-Response Format

Variants on Test
Characteristics and

Test-Taking Effort: An
Empirical Study

ETS RR–22-01

Hongwen Guo
Joseph A. Rios

Guangming Ling
Zhen Wang

Lin Gu
Zhitong Yang
Lydia O. Liu

December 2022

 23308516, 2022, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ets2.12345, W

iley O
nline L

ibrary on [14/02/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://crossmark.crossref.org/dialog/?doi=10.1002%2Fets2.12345&domain=pdf&date_stamp=2022-01-02


ETS Research Report Series

EIGNOR EXECUTIVE EDITOR

Laura Hamilton
Associate Vice President

ASSOCIATE EDITORS

Beata Beigman Klebanov
Senior Research Scientist

Brent Bridgeman
Distinguished Presidential Appointee

Heather Buzick
Senior Research Scientist

Tim Davey
Research Director

John Davis
Research Scientist

Marna Golub-Smith
Consultant

Priya Kannan
Research Scientist

Sooyeon Kim
Principal Psychometrician

Jamie Mikeska
Senior Research Scientist

Gautam Puhan
Psychometrics Director

Jonathan Schmidgall
Research Scientist

Jesse Sparks
Research Scientist

Michael Walker
Distinguished Presidential Appointee

Klaus Zechner
Senior Research Scientist

PRODUCTION EDITORS

Kim Fryer
Manager, Editing Services

Ayleen Gontz
Senior Editor

Since its 1947 founding, ETS has conducted and disseminated scientific research to support its products and services, and
to advance the measurement and education fields. In keeping with these goals, ETS is committed to making its research
freely available to the professional community and to the general public. Published accounts of ETS research, including
papers in the ETS Research Report series, undergo a formal peer-review process by ETS staff to ensure that they meet
established scientific and professional standards. All such ETS-conducted peer reviews are in addition to any reviews that
outside organizations may provide as part of their own publication processes. Peer review notwithstanding, the positions
expressed in the ETS Research Report series and other published accounts of ETS research are those of the authors and
not necessarily those of the Officers and Trustees of Educational Testing Service.

TheDaniel Eignor Editorship is named in honor ofDr.Daniel R. Eignor,who from2001until 2011 served theResearch and
Development division as Editor for the ETS Research Report series. The Eignor Editorship has been created to recognize
the pivotal leadership role that Dr. Eignor played in the research publication process at ETS.

 23308516, 2022, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ets2.12345, W

iley O
nline L

ibrary on [14/02/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



ETS Research Report Series ISSN 2330-8516

RESEARCH REPORT

Influence of Selected-Response Format Variants on Test
Characteristics and Test-Taking Effort: An Empirical Study

Hongwen Guo1, Joseph A. Rios2, Guangming Ling1, Zhen Wang1, Lin Gu1, Zhitong Yang1, &
Lydia O. Liu1

1 ETS, Princeton, NJ
2 University of Minnesota, Minneapolis, MN

Different variants of the selected-response (SR) item type have been developed for various reasons (i.e., simulating realistic situations,
examining critical-thinking and/or problem-solving skills). Generally, the variants of SR item format are more complex than the tra-
ditional multiple-choice (MC) items, which may be more challenging to test takers and thus may discourage their test engagement
on low-stakes assessments. Low test-taking effort has been shown to distort test scores and thereby diminish score validity. We used
data collected from a large-scale assessment to investigate how variants of the SR item format may impact test properties and test
engagement. Results show that the studied variants of SR item format were generally harder and more time consuming compared to
the traditional MC item format, but they did not show negative impact on test-taking effort. However, item position had a dominating
influence on nonresponse rates and rapid-guessing rates in a cumulative fashion, even though the effect sizes were relatively small in
the studied data.

Keywords New item type; test-taking effort; low-stakes assessment

doi:10.1002/ets2.12345

T he selected-response (SR) item format is the best choice for test developers interested in ef f icient and ef fective assess-
ments, supported by nearly a century of research and development activities (Downing, 2006). The SR item format
includes the traditional multiple-choice (MC) item and many variants. The traditional MC item usually has three to
five options, and test takers are asked to select one from multiple options (labeled as MC.1 for convenience; Lord, 1980;
Rodriguez, 2005). Because of the flexibility and versatility in a wide range of testing applications, the SR format can be
used to test cognitive domains ranging from simple recall of knowledge to high-level problem solving, synthesis, or
evaluation (Downing, 2006). However, random guessing on SR items, particularly on traditional MC.1 items admin-
istered on low-stakes assessments (e.g., those that evaluate institutional performance), is arguably a major weakness
of this item type (Martinez, 1999; Meara & Buxton, 1987). On a low-stakes assessment, test takers may exhibit low
test engagement and thus have noneffortful responses, such as rapid guessing or skipping questions, which lead to
construct-irrelevant variance (Sireci & Zenisky, 2006) and distorted test scores and thereby diminish score reliability and
validity (Goldhammer et al., 2017; Rios et al., 2017; Wise, 2017; Wise & DeMars, 2006). The standards written for testing
professionals (American Educational Research Association et al., 2014) highlight the responsibility of test designers to
provide “evidence of validity, reliability/precision, and fairness” for each intended use (p. 195), and they further state that
“test results should be used in conjunction with information from other sources when the use of additional information
contributes to the validity of the overall interpretation” (p. 213). Therefore collecting data on students’ test-taking effort
may help with score validity.

With advances in technologies, test developers have been developing technology-enhanced items to simulate more
authentic scenarios, measure more complex constructs, and, at the same time, attempt to improve engagement with the
assessment (Jiao & Lissitz, 2017; Veldkamp & Sluijter, 2019). With new opportunities, however, there are challenges:
In comparison with traditional items, these technology-enhanced items are typically less accessible to all test takers,
more expensive to develop, and likely harder to implement in large-scale contexts (such as the game-based assessment;
DiCerbo, 2020); in addition, the resulting data may be harder to analyze and validate with classical approaches (Wools
et al., 2019).

Corresponding author: H. Guo, E-mail: hguo@ets.org
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 1 An example of the variant of SR format (multistep item; MC.s) on a mathematics test. To solve the problem, one needs to
know that A must be an odd number and less than 3, that is, A = 1, and then solve for B. Key is 9.

Figure 2 An example of an extended match format that contains the theme, options, lead-in, and two items. Adapted from a Pro-
gramme for the International Assessment of Adult Competencies (PIACC) item (Organisation for Economic Co-operation and Devel-
opment [OECD], 2020).

However, variants of the SR item format may be the middle ground between using the traditional MC items and the
technology-enhanced items on educational assessments. While the most widely used assessments are built using the
traditional select-one MC items (Lord, 1980; Rodriguez, 2005), some variants of the SR item format ask test takers to
select two or all that apply from available options (labeled as MC.2 or MC.all). The third variant is to increase the number
of options of MC.1 items, say, from four to eight, or even more. The fourth variant is to ask test takers to go through a
series of steps involving making selections, resulting in multistep selections (MC.s). As an example, Figure 1 represents a
MC.s question.

B could be any digit for 0–9. However, if one knows that A must be an odd number and less than 3, then A = 1; the
next step is to solve 2B + 1 = 19 for B.

A more unique variant of the SR item format, the extended matching (EM) format, is particularly promising in that
it may be able to assess high-level knowledge and skills, such as problem solving, evaluation, or application (Case &
Swanson, 1998; Downing, 2006; Haladyna & Rodrigues, 2013). The EM format uses a list of options linked to a list of
items. It has four components: a theme, a set of options, a lead-in statement, and a set of item stems (refer to Figure 2 for
an example). In particular, in this EM item set, Item 1 is a MC.1 item; Item 2 also has the select-all-that-apply feature (i.e.,
a MC.all embedded in the EM format).

The highlighting text format described by Sireci and Zenisky (2006) is another type of EM item (which they call
the extended MC item), in which the test taker is asked to select a sentence from a passage that best matches what
the item stem requires (such as the main idea of the paragraph or the meaning of a specialized term). When the
sentences are labeled with (A), (B), … , the highlighting text format looks like the EM one (refer to Figure 3 for
another example). Therefore, in this study, we use EM format to denote both EM and extended multiple choice for-
mats. More variants of the SR item format and new items types can be found in Downing (2006) and Sireci and
Zenisky (2006).

2 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 3 An example of the highlighting text format. Adapted from the Smarter Balanced Assessment (Smarter Balanced Assessment
Consortium, 2015). Answer is D.

Well-trained and experienced item writers typically find it relatively easy to produce effective EM items (Sireci &
Zenisky, 2006). Besides being efficient, effective, and able to assess higher order knowledge, tests with EM and the
aforementioned variants (MC.1 with a large number of options, MC.2, MC.all, MC.m) are typically not technologically
demanding when delivered on a computer. Furthermore, they are accessible to all test takers, including those with
disabilities and those who have to use their own nonstandard electronic devices in a nonstandard setting (such as at
the student’s own home), in a similar way to the technology-enhanced items (Wools et al., 2019). In addition, these
SR variants can be presented on paper when necessary. One more advantage of these SR variants is that, compared
to the traditional MC.1 items, the chance correct rates from random guessing are much smaller, and answers to them
may not be easily online searchable, which in turn may improve score validity. However, Wood (2003) showed in an
experiment that test takers previously familiar with traditional MC items did relatively poorly the first time they were
administered an EM item. Previous studies also showed that some variants of the SR format were likely more difficult
and time consuming (Budescu & Nevo, 1985; DeMars, 2000; Guo et al., 2018; Guo et al., 2020; Rodriguez, 2005; van der
Linden, 2009; Wise, 2017; Wise et al., 2009). Therefore it is unclear whether variants of the SR format may discourage
test-taking effort, particularly when noneffortful responses were caused by unmotivated students who perceived a low
probability of success (Freund et al., 2011; Wise & DeMars, 2005).

Given the promises presented by variants of the SR item format and increasing interest in using such an item for-
mat in low-stakes educational assessments (National Center for Education Statistics [NCES], 2019; OECD, 2019; Smarter
Balanced Assessment Consortium, 2015), it is important to conduct more studies to assess the SR item format and its
potential statistical issues (Johnson & Morgan, 2016). More importantly, with additional data recorded from computer-
based assessments (log data, such as item response times [RTs], which capture traces of students’ test-taking behaviors),
researchers are able to investigatewhat impact these variants of the SR item formatmayhave on item statistics and students’
test engagement and what the opportunities and threats are, as suggested by Wools et al. (2019).

In this study, we used data collected from a large-scale low-stakes test to evaluate the performance of some variants of
the SR item format. The test included mostly EM item sets with a few discrete items, and items in the EM sets were either
MC.1, MC.2, MC.all, or MC.m. The variants of the SR item format were implemented purposely to simulate realistic
elements of critical-thinking scenarios that the test intended to measure (Downing, 2006; Halpern, 2014). Because of
computer delivery, the data contained both item responses and item RTs.

With a limited number of items on each test form, we aggregated item characteristics and investigated the following
four factors related to how items were presented on the test. The first factor was item position. Previous studies (Debeer &
Janssen, 2013; Setzer et al., 2013;Weirich et al., 2017;Wise, 2017) showed that items in later positions on a test appeared to
be more difficult than in earlier positions for various reasons, such as fatigue, frustration, and low test-taking motivation.
However, it is unclear how item position may influence test takers’ test-taking effort in terms of either rapid guessing or
omitting these items.We anticipated that the test takersmay show higher rates of rapid responding and omitting behaviors
on items presented at a later position on the test. The second factor we considered was the number of options associated
with an item. As discussed earlier, previous studies (Budescu & Nevo, 1985; Guo et al., 2020; Rodriguez, 2005; van der

ETS Research Report No. RR-22-01. © 2022 Educational Testing Service 3
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H. Guo et al. Influence of Selected-Response Format Variants

Linden, 2009; Wise, 2017) have shown that, when the number of response options exceeds five (larger than the tradi-
tionally used numbers, such as three, four, and five), the item’s difficulty increases, which may lead to more noneffortful
responses (see Rios & Guo, 2020). The third factor investigated was whether the item was the EM set leader. The EM set
leader refers to the first item in each EM item set; we were interested in the set leaders because their RT covered reading
the components of theme, options, and lead-in, and we expected that they were themost time-consuming items; however,
it was unknown whether these items would be associated with increased noneffortful responses. The fourth factor was
whether the variant of the SR format was select-one MC or not (i.e., MC.1 vs. non-MC.1). Again, because the non-MC.1
would be more difficult and have a low probability of a correct response when guessing, we were interested in how this
characteristic may influence test engagement. Note that, because most items on the test were in EM item sets, it was not
possible to study EM versus non-EM items.

Our study focused on two research questions: How these four item presentation factors impact (a) test takers’ engage-
ment on the test and (b) item statistics, such as item difficulty and item discrimination. To measure test engagement, we
examined both nonresponses and rapid-guessing responses, which are likely to be indicators of low test-taking effort.
Rapid-guessing responses were identified by a hybrid flagging rule, which combined a parametric version of the visual
inspection of RT distribution (VI; Schnipke, 1995; Schnipke & Scrams, 2002; Wise & DeMars, 2006) and the cumulative
probability (CUMP) procedure (Guo et al., 2016; Rios&Guo, 2020), which used both itemRT and item response accuracy
for classification.

Using two relatively large data sets, the current study took an additional focus on the impact of the factors related to
the SR format, as well as item position, on test-taking effort, which are mostly absent from previous studies. Answers to
the research questions may provide useful information for future test development and applications of SR item format
variants in educational assessments.

Method

Data

Thestudied data were obtained from an operational critical-thinking test in a higher education student learning outcome
assessment suite. These computer-based assessments are used by colleges and universities for accreditation and account-
ability, to guide curriculum improvement and tomeasure students’ growth and development. Therefore they are low stakes
to test takers (i.e., test takers have no personal consequences for their test performance). The critical-thinking test com-
prised 26 items per form administered in a 45-minute testing session. In this study, we used two of the test forms (labeled
as Form 1 and Form 2).

The two test taker samples who took Form 1 and Form 2 were college students across approximately 60 colleges and
universities in the United States and Canada. The sample size, percentage of female students, and percentage of students
who majored in science, technology, engineering, and mathematics (STEM) are presented in Table 1. Also shown are
the percentage of students who studied in the United States and the means (standard deviations) of their standardized
test scores for admission (in a scale range of 400–1,600). Table 1 shows that the two samples were quite comparable. For
example, the t-test of no mean difference in admission scores returned a p-value of .68.

Variants of the SR item format were used in the test to simulate elements of authenticity and engage test takers to
interact with testing materials. For example, to mimic realistic scenarios of critical thinking in the information age, in
which students need to recognize evidence-and-conclusion and fact-and-opinion relationships, test takers were asked to
mark up a text in an EM item set with a list of 12 statements (Halpern, 2014).

The overall item test information of the two forms is summarized in Table 2. The first column is item position, where
Items 1, 9, 15, and 19 are the set leaders associated with four EM item sets. Thesecond column (number of options) shows
that the items have dif ferent numbers of options, either four or more than four options. T he third column (item format)

Table 1 Sample Information of the Two Test Forms

Form Sample size Female (%) Major (%) United States (%) Admission score

1 7,296 43 45 63 1169 (216)
2 7,297 41 44 63 1166 (213)

4 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

Table 2 Item and Test Information for Forms 1 and 2

Form 1 Form 2

No.Op Format AIS r-Bis MRT No.Op Format AIS r-Bis MRT

Item
1 >4 MC.1 0.81 0.62 118 4 MC.1 0.69 0.39 171
2 >4 MC.1 0.9 0.57 51 4 MC.1 0.53 0.44 77
3 >4 MC.1 0.7 0.54 64 4 MC.1 0.65 0.6 82
4 >4 MC.all 0.51 0.44 68 4 MC.1 0.46 0.34 80
5 4 MC.1 0.56 0.33 67 4 MC.1 0.62 0.52 65
6 3 MC.all 0.33 0.29 80 4 MC.1 0.43 0.41 42
7 4 MC.1 0.57 0.54 85 4 MC.1 0.54 0.48 85
8 4 MC.1 0.53 0.58 90 4 MC.1 0.57 0.23 72
9 4 MC.1 0.54 0.51 132 4 MC.1 0.74 0.58 116
10 4 MC.1 0.63 0.54 51 4 MC.1 0.57 0.36 61
11 4 MC.1 0.57 0.51 56 >4 MC.1 0.47 0.61 74
12 3+ 3 MC.s 0.47 0.45 43 3 MC.all 0.42 0.48 51
13 4 MC.1 0.56 0.56 38 4 MC.1 0.32 0.32 38
14 >4 MC.1 0.41 0.63 61 >4 MC.all 0.29 0.51 73
15 4 MC.1 0.66 0.59 125 4 MC.1 0.71 0.61 108
16 4 MC.1 0.51 0.41 56 4 MC.1 0.66 0.59 39
17 4 MC.1 0.61 0.57 42 4 MC.1 0.49 0.34 48
18 4 MC.1 0.5 0.57 43 4 MC.1 0.54 0.59 31
19 >4 MC.2 0.18 0.66 125 >4 MC.all 0.13 0.46 124
20 4 MC.1 0.54 0.49 62 4 MC.1 0.45 0.37 40
21 4 MC.1 0.52 0.52 59 >4 MC.1 0.36 0.5 49
22 4 MC.1 0.48 0.52 41 >4 MC.1 0.31 0.38 58
23 >4 MC.1 0.42 0.62 52 >4 MC.all 0.15 0.43 46
24 >4 MC.2 0.19 0.5 54 4 MC.1 0.33 0.58 36
25 4 MC.1 0.4 0.16 57 4 MC.1 0.39 0.5 58
26 4 MC.1 0.28 0.24 58 4 MC.1 0.36 0.43 57
Mean 0.51 0.50 68.38 0.47 0.46 68.50
SD 0.16 0.12 27.77 0.16 0.10 32.21

Note. AIS = average item score. MRT =median response time. No.Op = number of options. r-Bis = item biserial correlation. MC.1
asks test takers to select one option. MC.all asks test takers to select all options that apply (Items 4 and 6). MC.2 asks test takers to select
two options (Items 19 and 24). MC.s consists of two steps of “select one from three options” (Item 12). Items 1, 9, 15, and 19 are item
set leaders on each form. Items 7, 8, 25, and 26 are discrete items that are not embedded in the extended matching (EM) format.

shows whether items are MC.1 format or non-MC.1 format. T he fourth column shows the average item scores, which is
equal to the proportion correct, since all items were dichotomously scored. The mean of the average item scores (standard
deviation) on the test was 0.51 for Form 1, which indicates that the test difficulty was moderate. The fifth column shows
the classical item discrimination power (Drasgow, 1986). Theaverage biserial coefficient (SD) on the test was .50 (.12) for
Form 1. Noticeably, the last two items on Form 1 have low biserial coefficients and need further examination. The sixth
column shows the median RT in seconds. As expected, item set leaders were more time consuming.

The last five columns in Table 2 show the item and test information of Form 2, which is similar to Form 1 in terms
of summary statistics, numbers of EM sets and their positions in the test form, and content specifications. We observed
that items with more than four options, set leaders, and non-MC.1 were scattered in different positions on the forms.
Based on available data, Form 1 had an internal consistency reliability (Cronbach’s alpha) of .78 and a standard error of
measurement (SEM) of 2.26, and Form 2 had a reliability of .73 and a SEM of 2.30.

Flagging Rule for Rapid Responses

As mentioned earlier, to evaluate students’ test engagement, we investigated two indicators of low test-taking effort: non-
responses and rapid-guessing responses. Nonresponses include both omitted items (itemRTwas nonzero but no response
was provided) and not-reached items (neither itemRT nor response was presented). To identify rapid-guessing responses,
many procedures have been developed (Wise, 2017). Procedures that use both item RT and response accuracy (RTRA)

ETS Research Report No. RR-22-01. © 2022 Educational Testing Service 5
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 4 Item plot and the thresholds for Item A. The upper panel shows the cumulative probability (CUMP) method to identify the
threshold (CUMPCUT = 7), and the lower panel shows themixture of lognormal distribution (MLN)method to identify the threshold
(MLN CUT = 6).

may result in a valid classif ication, so that the f lagged responses have a correct rate close to the chance score of the item;
among them, the CUMP procedure (Guo et al., 2016) makes use of the cumulative probability to mitigate the disadvan-
tage of the RTRA procedures that require substantial response data across the entire RT distribution for a studied item.
The CUMP method identifies the RT threshold for an item, at which the cumulative proportion correct rate begins to be
consistently above the chance rate for the studied item. Item RTs smaller than the threshold are flagged as rapid-guessing
responses (Guo et al., 2016; Rios & Guo, 2020). In the upper panel of Figure 4, the x-axis stands for item RT in seconds,
and the y-axis shows the proportion correct. T he thick blue curve made of dots stands for the cumulative probability
(CUMP). As more test takers accumulated along testing time, we observed that the CUMP converged to the item diffi-
culty (P+ = .50). Thehorizontal dotted green line is the item chance score of .25 (because the item has four options). The
CUMP curve and the chance line intercept when RT is 7 seconds (represented by the solid vertical black line). Therefore
the CUMP procedure returns a threshold of 7 seconds for this item.

One limitation of theCUMPprocedure, however, is that threshold cannot be identif ied for an itemwhen the proportion
correct rate is always above or below the chance rate (i.e., a very easy or very hard item).1 The upper panel in Figure 5
shows such an example, in which the CUMP procedure cannot identify a threshold because the CUMP curve is above the
chance score of .25 in the RT range. Students’ guessing seemed to have a slightly higher probability than chance on this
item (note that the key is Option 3; Attali & Bar-Hillel, 2003). When this is the case, an alternative method can be used,
which is the mixture of lognormal distribution (MLN) procedure.

The MLN procedure can be viewed as a parametric version of the VI procedure (e.g., refer to Meyer, 2010; Wise &
DeMars, 2006). It assumes that the item RT distribution is bimodal, which can be modeled by a mixture of two lognormal
distributions. The lower mode of the RT distribution represents rapid responding, and the upper mode indicates effortful
responding. Similar to the CUMP procedure, the MLN procedure can be implemented in an automated process that
utilizes an empirical RT distribution, fits a lognormal mixture function, and then locates the lowest point between the
two modes of the mixture distribution.

In the lower panels of both Figures 4 and 5, the x-axis stands for RT and the y-axis for relative frequency. The
background histogram is the observed RT distribution, and the dashed red curve is the mixture of two lognormal
distributions obtained from the MLN procedure, which returns a threshold of 6 seconds for Item A and 23 seconds for
Item B, respectively.

A hybrid approach can be applied on each item by evaluating the two thresholds produced by the CUMP and MLN
methods. When the two thresholds were different, as is the case for Item A in Figure 4, to be conservative, we used
the smaller one as the threshold to flag rapid-guessing responses for the item. For interested readers, the MLN method

6 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 5 Item plot for the threshold for Item B. The threshold cannot be identified by the cumulative probability approach, but the
mixture of lognormal distribution approach returns a threshold of 23 seconds.

is described in greater detail in Appendix A. A similar approach was used by Rios and Guo (2020) to analyze group
differences in test-taking effort on an international assessment. The hybrid approach worked well in other large-scale
national and international assessments to flag rapid responses that reflected random guessing (Ercikan et al., 2020; Guo
& Ercikan, 2021a, 2021b).

Impact on Item Statistics

To evaluate the impact of item presentation on item statistics, we examined item difficulties and item biserial coefficients
among different SR variants from the classic test theory (CTT) point of view. Results from the two-parameter logistic
(2PL) item response theory (IRT) model generally agreed with findings from CTT (see Appendix B).

Item RTs were examined as well among different variants of the SR format. Results from the lognormal RT (LNRT)
model (Fox &Marianti, 2016; van der Linden, 2006),2 presented in Appendix A, generally agreed with those frommedian
RTs.

Impact on Test Engagement

The impacts of the four item presentation factors on test engagement were presented in descriptive statistics and
evaluated in multiple linear regression models. More specifically, the rapid-guessing rates and nonresponse rates of
items were regressed, respectively, on item presentation (item position, number of item options, set leader, and item
format).

Note that it was often hypothesized that once a test taker started rapid-responding to items, the test taker might have a
tendency to do so with all later items on the test (Schnipke & Scrams, 2002). Therefore the observed rapid-response rates
may have nonignorable dependency, sometimes a strong trend, which violates assumptions in a regression or analysis of
variance (ANOVA) analysis.

To reduce the dependency among the observed rapid-guessing response rates, we used the differencing approach that is
commonly used for removing stochastic dependency and a nonlinear trend to obtain a stationary sequence for estimation
and prediction. Such a step is also necessary to obtain meaningful sample statistics, such as means and variances of a
sequence and its correlations with other variables (Chatfield, 2004; Guo et al., 2017).

More specifically, let
{
r1, r2, … , rJ

}
be the sequence of the rapid-response rates for items in the position of

j = 1, 2, … , J, where J is the last item on the test. The sequence of the differenced rapid-response rate is defined
as

{
d1, d2, … , dJ−1

}
, where dj = rj+1 − rj, j = 1, 2, … , J − 1. Once the dependency is removed, regression can be
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H. Guo et al. Influence of Selected-Response Format Variants

conducted appropriately on the dif ferenced rates. T he same approach was applied to analyze the nonresponse rates as
well.

Results

In this section, we first present the relationship between item presentation and item statistics, and then we show how item
presentation impacted nonresponse rates and rapid-guessing rates. Impacts of removing rapid-guessing responses on IRT
item parameters are evaluated in Appendix B.

Again, item presentation includes four factors: item position (varied from 1 to 26), number of item options (coded as
0 = four options, 1 =more than four options), set leader (coded as 0 = nonleader, 1 = leader), and item format (coded as
0 =MC.1, 1 = non-MC.1). Both numerical results and visual presentations are reported in the following sections to assist
in understanding of the statistics.

To obtain more reliable item analysis results,3 we combined the items from the two test forms, and thus the following
results are based on 52 items.

Item Presentation and Item Statistics

Figure 6 shows how descriptive item statistics differed with regard to each of the four studied factors; the first row shows
the average item score in relation to the four factors, the second row shows the item biserial coefficient, and the third row
shows the median item RT. The first column of Figure 6, made of scatterplots, shows the descriptive item statistics (on
the y-axis) against item position (on the x-axis). In each scatterplot, the red solid line is the simple linear regression line,
and the dotted blue line is the nonparametric regression line. The numeric value on the upper center is the Spearman
correlation coefficient between the two studied variables, and the symbols for significance of correlation coefficients are,
∗, ∗∗, and ∗∗∗ for p-values less than .10, .05, .01, and .001, respectively. The second to fourth columns of Figure 6 show the
box plots of the descriptive item statistics with respect to item leader, number of options, and item format, respectively.
In each box plot, the red triangular dots represent the means, and the numeric value in the upper center is the p-value of
the t-test of equal means of the two item groups. Note that the t-tests reported in this figure and following figures may
not have much power because of the relatively small numbers of items in the comparisons.

As can be observed from the first row of Figure 6, items in the later positions had lower average item scores, with
a Spearman correlation coefficient of −.62 between item difficulty (AIS) and item position. Item leaders did not show
significant difference on average from nonleaders in item difficulty, and the effect size (the mean difference) was .08.
Items with more than four options were somewhat harder than items with four options or fewer on average, and the
effect size was −.12. Items with the nontraditional format (non-MC.1, such as MC.2, MC.all, MC.s) were significantly
harder than the traditional format (MC.1) on average, with an effect size of −.23. The second row of this figure shows
that, on average, items with more than four options (effect size = .05) and the nontraditional format (effect size = −.02)
did not have a significant impact on item biserial coefficients, except that item leaders showed significantly higher average
discrimination power than the nonleader items, with an effect size of .09. The last row shows that items in later positions
had shorter median RTs on average than items in the earlier positions, and the Spearman correlation coefficient was
−.45. Also, as expected, set leaders had significantly longer average median RTs, and the effect size was about 70 seconds.
However, the number of response options (effect size = 4.38 seconds) and item format (effect size = 7.22 seconds) did not
significantly influence item RT on average.

Item Presentation and Test Engagement

In this section, we first present results related to rapid-guessing responses, and then show those related to nonresponses.
Again, items from both test forms were used.

We used the hybrid procedure to identify the item RT threshold to flag rapid-guessing responses for each item. To be
conservative, the threshold was set to be the minimum of the CUMP threshold and the MLN threshold for each item.4

Figure 7 shows, from left to right, the scatterplots of the rapid-guessing response rates (multiplied by 100) against item
position, box plots of rapid-guessing response rates by set leader, number of item options, and item format, respectively.
The flagged rapid-guessing response rate increased with item position in a curvilinear fashion, and the magnitude of the

8 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 6 Relationships between descriptive item statistics (row-wise) and itempresentation (column-wise). Thefirst, second, and third
rows are average item score, item biserial correlation, and median RT, respectively. The first, second, third, and fourth columns are item
position, set leader, number of item options, and item format, respectively. In the first column, the numeric value above the scatterplot
is the Spearman correlation coefficient; in the next three columns, the p-value (rounded to the second decimal place) is for testing equal
means of the two item groups.

rapid-response rate was high (reaching 25%). From Figure 7, we also observed that, on average, set leader, number of
options, and item format did not make significant differences in the rapid-response rates, as indicated by the p-value of
the t-test in the top center of each box plot and the ef fect size (−0.82%, 1.32%, and 1.82% for item leader, item with more
options, and non-MC.1 item, respectively).

As mentioned in the Method section, researchers have observed that, once low-engaged test takers start rapid-
responding to an item, they might do so to subsequent items (Schnipke & Scrams, 2002). In fact, the Durbin–Watson
test (Durbin & Watson, 1951) showed that the residuals in the regression model of the rapid-response rate against item
presentation were autocorrelated, a sign of strong dependency of the rapid-response rate and item position (the p-value
was smaller than .001).

Hence we used the differenced rapid-response rates in the regression analysis to remove the strong dependency. The
Durbin–Watson test showed that the residuals were not significantly autocorrelated in the multiple linear model of the

ETS Research Report No. RR-22-01. © 2022 Educational Testing Service 9
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 7 Flagged rapid-response rates with item position, item option, item format, and set leader.

Table 3 Linear Regression of the Differenced Flagged Rate Against Set Leader, Number of Options, and Item Format

Estimate SE t-value Pr(>|t|)

(Intercept) 7.85 2.50 3.14 0.00
Position 0.10 (0.19) 0.07 1.45 0.15
Leader −3.24 (−0.30) 1.40 −2.31 0.03
Option −1.46 (−0.17) 1.33 −1.10 0.28
Format −2.23 (−0.22) 1.63 −1.37 0.18

Note. Values in parentheses are the standardized coefficients of the regression.

differenced rapid-response rate on the four item presentation factors (the p-value was larger than .12). These results indi-
cate that, collectively, the rapid response on a previous item tends to be integrated into that on the next item in position
in a cumulative manner.

The linear regression results of the differenced flagged rapid-response rate against item position, set leader, number of
options, and item format are shown in Table 3. Being a set leader significantly decreased the differenced rapid-guessing
response rate by −3.24%; that is, on average, when the item is a set leader, the rapid-response rate on this item is that on
the previous item minus 3.24%, which may slow down the accumulation of the rapid-response rate. Other factors did not
show significant influence.

We then further investigated the relationships between item nonresponse rates and item presentation. Figure 8 shows
the nonresponse rate (multiplied by 100) association with item presentation, displayed in the same way as in Figure 7.

We observed in Figure 7 that the nonresponse rate increased with item position, with a curvilinear relationship, but the
magnitude was smaller than that in the rapid-response rates. From Figure 7, we again observed that set leader, number
of options, and item format did not make significant differences in the nonresponse rate, as indicated by the p-value of
the t-test in the top center of each box plot and the ef fect size (−0.61%, 0.72%, and 0.22% for item leader, item with more
options, and non-MC.1 item, respectively).

Similar to the rapid-response rates, the Durbin–Watson test showed that the residuals were autocorrelated in the mul-
tiple linear model of the nonresponse rate (p-value is smaller than .001); those of the differenced nonresponse rate were
not significantly autocorrelated (p-value is .18).

Table 4 shows that, after differencing the nonresponse rate, item position still had significantly positive impact (0.04%
for each increased position); that is, on average, the nonresponse rate on the next item is that on the previous item plus
0.04%. Items with more than four options had significantly negative impact (−0.32%); that is, when the item has more

10 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

Figure 8 Nonresponses by item position, item option, and item leader.

Table 4 Linear Regression of the Differenced Nonresponse Rate Against Set Leader, Number of Options, and Item Format

Estimate SE t-value Pr(>|t|)

(Intercept) 0.35 0.21 1.64 0.11
Position 0.04 (0.64) 0.01 6.38 0.00
Leader −0.09 (−0.08) 0.12 −0.77 0.45
Option −0.32 (−0.35) 0.11 −2.88 0.01
Format −0.09 (−0.08) 0.14 −0.68 0.50

Note. Values in parentheses are the standardized coefficients of the regression.

than four options, the nonresponse rate on this item is that on the previous item minus 0.32%. Set leader and item format
did not have a significant impact. Note that the largest nonresponse rate was 8%, so the effect sizes (estimated coefficients)
seemed relatively small.

Relationship Between Rapid Responses, Total Score, and Total Response Time

The summary statistics and correlations among test takers’ total numbers of flagged rapid responses, total raw scores,5

and total RTs are presented in Table 5 for the two test forms, respectively.
Overall, Table 5 shows that the average numbers of flagged items are 1.5 and 1.9 for Form 1 and Form 2, respectively.

Note that the distribution of the number of flagged items is extremely skewed to the right, and the median number of
flagged items is zero; that is, the majority of students had one or two items flagged. The average total scores are 13 and
12 out of 26 on Form 1 and Form 2, respectively, indicating a moderate test difficulty for the student samples. On the
45-minute-long test, the average total times students spent were 1,901 seconds and 1,933 seconds (about 32minutes) for
Form 1 and Form 2, respectively.

In addition, there was a significantly negative association between the number of flagged rapid-guessing responses
and the student’s test score or total RT (Spearman correlation coefficient = −.44 or −.38 on Form 1 and −.42 or −.44 on
Form 2). That is, higher numbers of rapid responses were associated with lower scores and shorter total RTs. As expected
on the low-stakes assessments, a significantly positive association was observed between the total score and the total RT
as well (Spearman correlation coefficient = .33 on Form 1 and .34 on Form 2), which may indicate that those students
who spent less time (possibly with less effort) on the test were likely to get lower scores. Note that, upon inspecting the
scatterplots, the associations between scores and RTs were weaker for students who scored 15 points or higher than those

ETS Research Report No. RR-22-01. © 2022 Educational Testing Service 11
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H. Guo et al. Influence of Selected-Response Format Variants

Table 5 Summary and Correlation of Flagged Responses, Total Scores, and Total Time for Test Takers

Flagged no. Total score Total time

Form 1
Mean 1.536 13.02 1901
SD 3.56 5.07 582.18

Form 2
Mean 1.925 11.94 1933
SD 3.96 4.60 603.66

Spearman correlation
Form 1

Flagged no. −0.44 −0.38
Total score 0.33

Form 2
Flagged no. −0.42 −0.44
Total score 0.34

who scored below 15, further supporting that there was a positive relationship between score and time effort for low
performers.

Summary and Discussion

To simulate realistic scenarios, construct engaging items, and measure high-order knowledge for low-stakes assessments,
researchers have been developing many variants of the SR item format that are different from the traditional MC (MC.1)
items with three, four, and five options (NCES, 2019; OECD, 2019; Smarter Balanced Assessment Consortium, 2015).
Besides improved construct representation, these items are easy to develop and implement and have good accessibility,
compared to the technology-enhanced items. However, as it is desirable that these items can engage test takers on low-
stakes assessments, such as NAEP, PIAAC, PISA, TIMSS, and state accountability assessments, it is important to evaluate
the psychometric properties of these nontraditional item types.

In this study, using data collected from two test forms of a low-stakes assessment, we explicitly examined how these
SR variants may impact test characteristics and test takers’ engagement. To analyze test engagement, the hybrid approach
(Guo & Ercikan, 2021a, 2021b; Rios & Guo, 2020) was used to obtain the RT thresholds for flagging rapid-guessing item
responses.

Not surprisingly, non-MC.1 items were harder on average than the single-selection MC.1 items on the test, reflected in
both classical and IRT item difficulty. Items with more options tended to be more difficult than those with fewer options,
but with a large variation; these results support findings fromprevious literature (Budescu&Nevo, 1985; Rodriguez, 2005;
Wise, 2017; Wood, 2003). The most statistically significant factor in item difficulty was associated with item position:
Items in later positions were harder than those in earlier positions, sometimes by test design, and potentially by low test
engagement, time pressure, fatigue, and other factors, as discussed byDebeer and Janssen (2013) andWeirich et al. (2017).
However, item position did not have a significant association with item discrimination. We also found that variants of SR
format (MC.1 or non-MC.1) and numbers of options did not havemuch impact on item discrimination, where set leaders
may have slightly higher discrimination power.

As for item RTs, the most significant factor was whether the studied item was an EM set leader, as expected. Set leaders
had significantly longer RTs, because test takers had to read the theme, options, and lead-in of the EM format, beyond
the item stem. Item position had a somewhat negative impact on item RT; that is, later items had shorter RT overall,
which also pointed to potential low test engagement (Schnipke & Scrams, 2002; Wise, 2017). Number of options and
item format (MC.1 vs. non-MC.1) did not show significant impact on item RTs. Nevertheless, there may be room for
adjusting the large number of options so that the distractors would be functioning better (Guo et al., 2020; Haladyna &
Rodrigues, 2013).

For test engagement, the different variants of the SR format (such as large number of options, non-MC.1 format, and
item leader) showed limited impact, while item position had the most significant impact. That is, test takers produced
significantly more noneffortful (nonresponses or rapid guessing) responses on the later items than on the earlier items
on the test. As discussed in the literature, rapid guessing and skipping items were individual student behaviors with large

12 ETS Research Report No. RR-22-01. © 2022 Educational Testing Service
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H. Guo et al. Influence of Selected-Response Format Variants

variations: Some test takers sparsely produced noneffortful responses here and there, switching between effortful/solution
and nonef fortul response behaviors, and some started with solution behaviors, then switched to nonef fortful behav-
iors, but never switched back. Regardless of the noneffortful responding patterns, prior research has suggested that test
engagement decreases across item position (Goldhammer et al., 2017; Wise et al., 2009; Wise & DeMars, 2005) and can
bias item parameter estimates and group performance (DeMars & Wise, 2010; Goldhammer et al., 2017; Rios et al., 2017;
Wise, 2017). Nevertheless, empirical results from the current study highlight that these noneffortful responses from dif-
ferent individuals may have a distinctive pattern collectively; that is, a noneffortful response on the previous item tends
to be integrated into the next item in position in a cumulative manner, and thus these may inflate item difficulty and
diminish item discrimination power, particularly for items in a later position.

We also found that the numbers of flagged rapid-guessing responses were negatively and significantly associated with
both test scores and test RTs, and test scores and test RTs were positively associated, pointing to a potential test disengage-
ment issue on this low-stakes assessment (Ercikan et al., 2020;Wise, 2017;Wise&DeMars, 2005). Note that, in the studied
data, only about 15% of students hadmore than two rapid-guessing responses on each test form. Given the relatively small
portions of studentswho hadmany rapid responses, we observed very small differences between item statistics/parameters
using full data and those using partial data after removing flagged rapid responses (i.e., treating them asmissing in the IRT
calibration). The correlation coefficients between the two sets of IRT item parameter estimates are about .99, and those
of the LN RT parameters are also above .90, with only slight improvement on model fit (refer to Appendix B). Hence
rapid guessing had limited impact on the test’s psychometric properties in terms of item parameter estimation and score
changes, which agrees with previous case studies on large-scale low-stakes assessments (Debeer et al., 2014; Goldhammer
et al., 2016; Setzer et al., 2013).

Overall, findings from the current study generally agree with previous studies that nontraditional SR items (non-MC.1
and large numbers of options) are harder than traditional MC.1 items. However, we found that the studied SR variants
may not decrease test-taking effort in terms of the nonresponse rate and rapid-guessing rate.

One limitation of the current study is that the data are observational, collected from an operational testing program,
instead of experimental. Hence the four item presentation factors could not be manipulated in our investigation, and thus
the impact of the four factors on item statistics and test engagement may have been confounded. Another limitation is
that, even though findings from the current study are similar between the two forms of the studied test, the total number
of items is relatively small compared to other large-scale assessments (such as NAEP and PISA, which typically have
100–200 items on main subjects in one administration), so more evidence is needed to generalize the findings to other
low-stakes tests. In addition, as the studied test population comprised college students, the rapid-response behaviors may
not be generalizable to younger students, as observed by Wise (2020). Nevertheless, the statistical approaches proposed
in the current study are applicable to further studies.

Implications

Findings from the current study show that, even though the SR variants may be harder and more time consuming, they
did not show negative impact on test engagement. Given the increasing interest in developing new item types for assessing
educational outcomes (NCES, 2019; OECD, 2019; Smarter Balanced Assessment Consortium, 2015), these findings are
encouraging for practitioners and stakeholders who are interested in using SR variants to assess higher level cognitive
skills and reduce random-guessing noise.

However, the current study also demonstrated that items in the later positions on the test are signif icantly associated
with increased item difficulty, shortened response item times, and higher rates of noneffortful responses on the low-stakes
assessment. When these noneffortful response rates are high, particularly when they are different for different student
groups, score validity and score comparability may be undermined for group comparison and for educational program
evaluation.

These findings have several implications for educational practitioners who work on low-stakes assessments. From the
perspective of test design, items in different content areas need to be spread out on the test, because higher rates of nonef-
fortful responses in later item positionsmay impact content representative of the assessments. Thismay also imply that the
use of the EM item set with a long list of items may be limited. When test forms are balanced and randomized with short
item blocks, as is done withNAEP (NCES, 2020), the impact of noneffortful responses on test properties can also bemedi-
ated, which in turn may improve score comparability among student groups. In addition, if low engagement is motivated
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H. Guo et al. Influence of Selected-Response Format Variants

by foreseeing unsuccess, adaptive test designs, such as the multistage test design, may improve students’ engagement on
assessments (Yamamoto et al., 2018). From the perspective of psychometrics, when noneffortful responses are observed
in test data, practitioners can apply the methods proposed in the current study (i.e., identifying noneffortful responses,
treating them as missing) to evaluate the impact of those responses on test properties and decide whether further data
cleaning is necessary to improve item calibration and score reporting (Guo & Ercikan, 2021a, 2021b; Rios et al., 2017;
Rios & Guo, 2020; Wise, 2017). In addition, statistical methods, similar to differential item functioning, can be used to
test the significance of the differences in rapid-response rates for groups of similar performance (Ercikan et al., 2020;
Guo & Ercikan, 2021a)). Practitioners can also investigate the usefulness of proctor notification as a means of test-taking
effort monitoring on digitally based assessments (Wise et al., 2019). For general discussion on interventions to improve
test-taking effort, interested readers can refer to a recent meta-analysis by Rios (2021).

In summary, with the increasing interest in developing new item types in large-scale state, national, and international
assessments, it is clear that more studies are necessary to evaluate the performance of these item formats and their impact
on test engagement with data collected from different digitally based assessments.

Notes

1 These may occur when the item has very unattractive distractors or when the test takers tend to choose an option in the middle
position (Attali & Bar-Hillel, 2003).

2 Note that the joint model of LNIRT (Fox & Marianti, 2016; van der Linden, 2007) was not reported because of anticipated misfit
(caused by the aberrant responses and the bimodal item RT distributions commonly observed in the low-stakes assessment data;
refer also to Figures 4 and 5) and because a test taker’s testing speed was not part of what the test was designed to measure.

3 If the two college student samples were considered to be randomly equivalent (refer to Table 1), item statistics were comparable.
However, scores on the two forms were not comparable because of form differences. In practice, the two form scores were
equated.

4 On both forms, the thresholds for about 10 items could not be identified by the CUMP method, while the MLN methods
identified thresholds for all items. For items having both CUMP and MLN thresholds, the two methods had a nearly equal
chance to be selected for flagging the rapid responses.

5 Nonresponses were treated as incorrect in the total raw score.
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Appendix A

The Lognormal Response Time Model and the Mixture of Lognormal Distribution Method

The LNRT model (Fox & Marianti, 2016) posits a normal density for the distribution of the logarithm-transformed
RT, Yi = lnTi, for item i as

f
(
ln ti; τ, αi, βi

)
=

ai√
2π

exp
{
−1

2
[
αi
(
ln ti −

(
βi − τ

))]2}
, (A1)
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where the mean of the distribution is μi = βi − τ, the standard deviation is the reciprocal of αi, βi is the item time
intensity or time consumingness, and τ is the person speed (a larger τ indicates a shorter time on the item). Identifia-
bility/constraints are imposed on

∑N
j=1 τj = 0, where N is the number of total test takers.

The MLN method assumes that the item RT distribution is bimodal and can be modeled by a mixture of two log-
normal distributions. The lower mode of the RT distribution represents rapid responding, and the upper mode indi-
cates effortful responding. More specifically, let Y = ln (T) be the logarithm transformation of the original RT T, and
let Y1 ∼ N

(
μ1, σ1

)
= f1

(
y
)
and Y2 ∼ N

(
μ2, σ2

)
= f2

(
y
)
denote the components of two normal distributions (assuming

μ1 < μ2). T he distribution of Y is represented by

f
(
y
)
= π1f1

(
y
)
+ π2f2

(
y
)
, (A2)

where π1 and π2 are the proportions of the two normal density functions. Then the density function of the original RT T
(Durrett, 2010) is

g (t) =
f (ln t)

t

= π1
f1 (ln t)

t
+ π1

f2 (ln t)
t

. (A3)

The threshold for flagging rapid-guessing responses is defined as the time point t ∈
(
μ1, μ2

)
, where g (t) reaches the

minimum value (which is also the time point where f1 and f2 intercept).

Appendix B

Model-Based Results

For comparison purposes between the descriptive item statistics and those from parametric IRT models, we eval-
uated the relationship between the item IRT parameter estimates and the item presentation (refer to Figures B1
and B2).

The 2PL model was fit to the data, and item fits were not ideal but seemed acceptable. For example, the G2 tests
for item fit were all statistically significant, but the magnitudes of item misfit (root mean square error of approxi-
mation) were around 0.05 or less. The LNRT model (Fox & Marianti, 2016) was also fit to timing data to examine
the impact of item presentation on RT. In view of the bimodal item RT distributions for almost all items, we did not
expect good fit. However, because the left (rapid guessing) mode usually had a relatively smaller proportion (refer to
Figures 4 and 5), item fit seemed acceptable (the LNRT program reported no misfitting items at the 5% significance
level).

The first two rows in Figure B1 show the item parameter and item presentation interactions. This figure and other
similar figures can be read in the same way as Figure 6. Somewhat similar to Figure 6, item discrimination parameter a
is not significantly impacted by different set leader, number of options, and format; it is negatively associated with item
position without statistical significance. Similar to Figure 6, the item difficulty parameter b is significantly associated with
item position: Items in the later positions are harder, and none of the other three item presentation factors had statistically
significant impact on b.

The last two rows in Figure B1 show that the item position has a somewhat significantly negative impact on both item
RT discrimination and time intensity, and set leader has a significant impact on both RT parameters as well. Notice-
ably, number of options and item format do not have much impact on RT parameters, which again agrees with those
observations in Figure 6. T hose on Form 2 in Figure B2 show similar patterns to Form 1.

In addition, we compared the item parameter estimates and item RT parameter estimates before and after screening
out rapid-guessing responses (i.e., treated them as missing). The item parameter estimates (a and b) and item intensity
parameters (𝛽) are minimally impacted by rapid guessing in view of the strong correlation (the Pearson correlation coef-
ficient≥.99). Item RT discrimination parameters (𝛼) were also highly correlated to the original 𝛼 (the Pearson correlation
coefficient≥.91). Note that in IRT calibration, when using data without rapid-guessing responses (i.e., the rapid-guessing
responses were coded as missing), the log likelihood of the 2PL IRT fit slightly increased, in agreement with previous
findings (Guo et al., 2016; Rios et al., 2017; Wise & DeMars, 2006).
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Figure B1 Itemdiscrimination parameters a (first row), itemdifficulty parameter b (second row), response time discrimination param-
eter alpha (third row), and response time intensity parameter beta (fourth row) with item position, item option, and item leader on
Form 1.
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Figure B2 Itemdiscrimination parameters a (first row), itemdifficulty parameter b (second row), response time discrimination param-
eter alpha (third row), and response time intensity parameter beta (fourth row) with item position, item option, and item leader on
Form 2.
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