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Abstract
The Every Student Succeeds Act’s evidence requirements mandate the 
use of research in the selection of school improvement interventions, 
with the aim of ensuring that schools and districts invest their efforts and 
funding more wisely. This study of eight states presents three different 
approaches to the evidence requirements: using lists of pre-sanctioned 
evidence-based interventions, training schools and districts to evaluate the 
research supporting potential interventions, and building local evidence of 
effectiveness. Through interviews with state administrators, I show how 
each approach relied on different understandings and prioritizations of 
research rigor and local relevance.
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Over the last two decades, education policy has operated under the presump-
tion that schools’ improvement efforts will be strengthened by investing in 
practices and programs with evidence of effectiveness. Yet what counts as 
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sufficient and meaningful evidence of effectiveness has been under continual 
negotiation. Federal evidence requirements have prioritized rigorous experi-
mental research while studies show that practitioners often rely on other 
forms of evidence that are more immediately relevant such as student data, 
anecdotes, and research syntheses (Birkeland et al., 2005; Coburn & Talbert, 
2006; Davidson et al., 2019; Tseng, 2012). The Every Student Succeeds Act 
(ESSA, 2015) includes the latest iteration of federal evidence requirements. 
By establishing multiple tiers of acceptable evidence, ESSA still privileges 
experimental evidence, yet also for the first time invites state and local educa-
tion agencies (SEAs and LEAs) to use local evaluations and implementation 
evidence to fill gaps where such research does not yet exist. Therefore, as 
commentators have noted, this could be an opportunity for SEAs to recon-
ceive the role of research as part of a more nuanced and inclusive sense of 
what evidence can be (Kane, 2017; Results for America, 2017; West, 2016).

Of course, it is by no means guaranteed that SEAs will implement ESSA’s 
evidence requirements in this way. New policies are interpreted and re-shaped 
through policymakers’ lenses of prior beliefs and practices (Coburn, 2004; 
Hamann & Lane, 2004; Spillane et al., 2002). Prior implementation studies 
suggest that SEAs may perceive different opportunities in ESSA and differ-
ent approaches as more appropriate or commonsense than others, depending, 
for example, on their pre-existing understandings of research and its utility 
for decision-making.

Drawing on documentary and interview data from eight purposively 
selected SEAs, this article addresses the following two research questions:

1. How are SEAs responding to ESSA’s evidence requirements?
2. What prior beliefs or understandings do SEA administrators draw on 

to explain their approaches?

I begin by briefly highlighting the key features of ESSA’s evidence require-
ments and what is at stake in SEAs’ implementation. Then I review the litera-
ture on different ways educational decision-makers use and interact with 
research in their decision-making, and develop a conceptual framework of 
SEA administrators as interpreters and mediators of federal policy. I then 
present findings on three approaches SEAs have adopted and surface patterns 
in administrators’ perspectives that may help explain each approach. 
Specifically, I find that the starkest differences between SEA approaches 
were related to administrators’ perceptions of the research base—as relevant 
or irrelevant to their context, and as outside of or within their control—and of 
the SEA’s proper role in the school improvement process. Finally, I present 
implications for our understanding of the role of research in supporting 
school improvement efforts, as well as avenues for future research.
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Research Evidence and the ESSA

Evidence requirements rely on the underlying theory that schools’ improve-
ment efforts will be more successful if decision-makers are able to identify 
effective interventions in which to invest their funding and efforts, and that 
better use of education research can help them to do so. The No Child Left 
Behind Act (NCLB) attached evidence requirements to several funding pro-
grams, pressing decision-makers to look for interventions with positive 
experimental effects. These were (and remain) few and far between, which 
undermined the real utility and impact of the requirement (Slavin, 2017; 
West, 2016). Researchers observed that practitioners sometimes consulted 
research to inform their decisions, as envisioned by NCLB, but that more 
often research had limited or indirect influences on decision-making (Coburn, 
Honig, et al., 2009; Coburn, Touré, et al., 2009; Farley-Ripple, 2012; Weiss 
et al., 2005).

The ESSA builds on NCLB’s evidence requirements with a few key 
changes; the hope is that, to a degree that NCLB failed to, ESSA will prompt 
educators’ understanding of, and effort to, find research-based solutions for 
their problems (Penuel, 2015; Slavin, 2017). First, advocates point out that 
ESSA’s new definition of evidence better reflects the reality of available edu-
cation research, making ESSA’s evidence requirement more comprehensible 
and feasible. ESSA provides a four-tiered definition of evidence, ranging 
from “strong evidence” based on experimental studies to “promising evi-
dence” from correlational studies. The final, fourth tier opens the door for 
interventions that do not yet have evidence, as long as decision-makers have 
a research-informed rationale and a plan for evaluating its implementation.

Second, advocates have also highlighted ESSA’s fourth tier as a novel 
opportunity for SEAs to advance new processes of evaluation and evidence-
building. For example, the policy advocacy group Results for America urges 
SEAs and LEAs to use ESSA as the impetus to “step in and play a more 
active role in generating evidence” for our shared research base (Results for 
America & Chiefs for Change, 2018, p. 10). Others agree that if ESSA’s 
fourth tier is implemented well, it opens the potential for practitioners to try 
new interventions and fill gaps in our knowledge base simultaneously (Penuel 
& Farrell, 2016; West, 2016).

Finally, and importantly for this study, ESSA devolves more flexibility 
and responsibility to SEAs, LEAs, and schools. In particular, SEAs have new 
latitude to define and determine their own approaches to the evidence require-
ments in their states, which could result in a wide variety of implementations. 
At their best, the evidence requirements could push practitioners to make 
better decisions about school improvement. But the autonomy given to SEAs 
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to interpret and enact the evidence requirements also opens the possibility 
that they will have little effect on LEAs’ decisions, for example, if research is 
used only to legitimize pre-existing choices, or even shift decision-making 
for the worse if, for example, the pressure to meet the requirements leads 
practitioners to try interventions that are a poor fit for their context (Weiss 
et al., 2008).

Thus, as we watch ESSA’s implementation unfold across the states, we 
should be attentive to how SEAs choose to define compliance with the evi-
dence requirements, how they structure LEAs’ research use process, and how 
they perceive the purpose and potential of the fourth tier of evidence. This 
study aims to fill these gaps by using an inductive approach to identify pat-
terns in how, and perhaps why, SEAs vary in their understandings of and 
responses to ESSA’s evidence requirements. Its findings have implications 
not just for ESSA’s implementation, but for the underlying theory of requir-
ing the use of research.

Approaches to Research Use

Many studies have endeavored to conceptualize research utilization (Farley-
Ripple et al., 2018; Weiss, 1977) and describe how practitioners typically use 
research (Coburn, Honig, et al., 2009; Farley-Ripple, 2012; Goertz et al., 
2013). This literature has coalesced around the following framework of four 
common types of research use. I use this framework to understand and orga-
nize SEAs’ responses to the ESSA evidence requirements—that is, how they 
envision LEAs and schools using research in their decision-making.

First, instrumental use is often policymakers’ presumptive or intended 
model of research use. In instrumental use, decision-makers identify a prob-
lem and a gap in their knowledge, then seek and interpret research to generate 
possible solutions, and weigh the pros and cons of each (Coburn, 2010; 
Coburn, Honig, et al., 2009; Weiss, 1977). A recent survey of school and LEA 
leaders found that the majority say they use research frequently or all of the 
time to inform decisions about purchasing programs, adopting curricula, and 
designing professional development (Penuel, Briggs, et al., 2016). On the 
other hand, case studies have noted practitioners’ disregard for the utility of 
research, preference for other forms of evidence and other concerns (e.g., 
stakeholder buy-in, budget constraints), and the challenging time and resource 
demands for instrumental use (e.g., Birkeland et al., 2005; Nelson et al., 
2009; Slavin, 2019).

In sanctioning use,1 the research base is still reflected in decisions, but not 
because decision-makers have engaged directly with the research or changed 
their thinking about the problem space. Instead, the process of seeking and 
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interpreting research is conducted by a separate body, and decision-makers 
are required to select from the resulting list of sanctioned, research-based 
options (Coburn, Honig, et al., 2009; Weiss et al., 2005). Multiple NCLB-era 
initiatives highlight the potential of sanctioning approaches for effecting 
research-based decisions: studies of the Safe and Drug Free Schools and 
Reading First programs show that LEAs ended up more often adopting inter-
ventions that were on the provided lists and dropping interventions that were 
not (Herlihy et al., 2009; Weiss et al., 2005). However, one challenge for 
sanctioning use is determining a credible body and process to develop the 
lists (Weiss et al., 2008).

In conceptual use, research influences decision-makers’ understanding 
of an issue or field, but cannot necessarily be traced linearly to a resulting 
decision (Coburn, 2010; Coburn, Honig, et al., 2009; Coburn, Touré, et al., 
2009; Farley-Ripple, 2012). Through conceptual use, research can mean-
ingfully shift practice (Farrell & Coburn, 2016; Weiss, 1977), but because 
it tends to be a less conscious, more indirect process, it is difficult to cite or 
document. In contrast, in symbolic use, decision-makers cite research stra-
tegically in order to gain support and legitimacy, or reference research 
generically or selectively to support a decision after it has already been 
made (Coburn, Touré, et al., 2009; Farley-Ripple, 2012; Penuel, Briggs, 
et al., 2016). With limited time and resources, LEA and school leaders are 
likely to engage in symbolic use to satisfy evidence requirements (Coburn, 
2010; Coburn, Touré, et al., 2009), but this does not indicate substantive 
engagement with research nor does it promise to change their existing prac-
tices in light of research.

The above framework of four types of practitioners’ research use is well-
established in the literature, but ESSA’s fourth tier of evidence also makes 
relevant a separate literature on practitioners’ participation in the production 
of evidence. From action research to lesson study to data-driven decision-
making, advocates in this field emphasize the value for practitioners of sys-
tematically gathering data on their own practice; reflecting and making sense 
of evidence, often collaboratively; and formalizing or sharing knowledge of 
practice (Boudett et al., 2013; Lewis et al., 2004; Lytle & Cochran-Smith, 
1992). In particular, the practitioner research field emphasizes the importance 
of doing research as a way of understanding one’s own work (Lytle & 
Cochran-Smith, 1992), whereas the research use field has traditionally pre-
sumed that research is conducted elsewhere by someone else. One exception 
is research-practice partnerships, which aim to link together both fields 
through ongoing collaborations (Penuel & Farrell, 2016; Tseng et al., 2017). 
Both of these areas of work may reasonably be reflected in SEAs’ responses 
to ESSA’s evidence requirements, depending on how SEAs interpret and 
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integrate the fourth tier’s permission to produce evidence with the expecta-
tions of the first three tiers.

Conceptual Framework

In order to understand how ESSA’s evidence requirements will impact local 
decision-making, it is important to recognize the role SEA implementers play 
as interpreters and mediators of federal policy. Prior research has found that 
practitioners sometimes use old definitions to (mis)understand the language 
used in new reforms (Hill, 2001), and tend to layer reform ideas onto old ones 
rather than replacing them—even when that sometimes dilutes or contradicts 
the reform’s intention (Cohen & Hill, 2008; Spillane et al., 2002). Over time, 
through joint work and continual negotiation, implementers tend to develop 
shared understandings with their colleagues. These context-specific under-
standings then shape what meaning people make out of new demands 
(Levinson et al., 2009). For example, implementers often make sense of new 
policy through deliberation with their peers and/or rely on trusted external 
experts and resources to inform their understanding (Hill, 2003; Spillane 
et al., 2002). In their study of two SEAs’ implementation of NCLB’s compre-
hensive school reform program, Hamann and Lane (2004) find that adminis-
trators’ differing interpretations of the program were influenced by their 
norms about the role of the SEA and already-established problem diagnoses 
and strategies. Shared understandings about “what worked and what mat-
tered” (p. 448) shaped how each SEA determined the most appropriate, stra-
tegic response.

Following this scholarly tradition, I attended to the ways SEA administra-
tors relied on pre-existing, shared understandings to selectively consider and 
make sense of ESSA’s evidence requirements, and to determine the most fea-
sible and appropriate response. In particular, as SEA administrators inter-
preted the evidence requirements, they drew on prior understandings of 
research, evidence, and the role of the SEA and LEAs in school improvement 
efforts.

Understandings of Research and Evidence

SEA administrators made sense of ESSA’s evidence requirements by drawing 
on their prior understandings of what “evidence” is, whether and why research 
design and ongoing evaluation (as presented in ESSA’s tiers) matter, and 
what it looks like to make decisions “based” on evidence. The term “evi-
dence” is increasingly used in reform discourse, sometimes meaning “data,” 
sometimes “research,” and sometimes both. Indeed, prior research indicates 
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that educational decision-makers use many forms of evidence beyond the 
research-based evidence described in ESSA, from stakeholder feedback to 
personal experience, student data, and research—and often use different 
sources and forms interchangeably (Goertz et al., 2013; Honig & Coburn, 
2008; Nelson et al., 2009).

An agency’s organizational routines around research shape administra-
tors’ understanding of when and how research is useful, and therefore what it 
looks like to arrive at a research-based decision. Recent research suggests 
that administrators do not find all forms of research equally useful, and they 
vary in how they weigh the value of research compared to other forms of 
evidence (Nelson et al., 2009; Penuel, Farrell, et al., 2016). One common 
concern for practitioners is finding research that they perceive to be relevant 
or generalizable to their local context (Birkeland et al., 2005; Nelson et al., 
2009). Administrators also vary in the kinds of decisions for which they rou-
tinely consult research (Penuel, Briggs, et al., 2016).

SEAs also vary in their available research resources, from the centrality 
and size of their internal research offices to their networks of internal and 
external sources of research knowledge (Goertz et al., 2013). Not only do 
these offices and networks likely shape SEA routines for what research is 
available and what for, but they also may provide different recommendations 
and technical knowledge for responding to ESSA (Hill, 2003). The degree to 
which ESSA’s hierarchy of research rigor makes sense and is salient to SEA 
administrators may therefore vary based on their particular understanding of 
research design, and their overall perception of the requirements may be 
informed by their knowledge of what makes research generalizable and rel-
evant for LEAs’ work.

Understandings of School Improvement and LEAs

SEA administrators’ responses to the evidence requirements were also shaped 
by their understanding of what SEAs can and should do to support school 
improvement. One dimension of this is the degree to which states consolidate 
formal authorities at the SEA or devolve greater authority to districts 
(Zeehandelaar et al., 2015). States are also steeped in different political cul-
tures around decentralization, which in turn influences the types of policy 
instruments (e.g., mandates versus capacity-building efforts) they most com-
monly use to influence school improvement (Louis et al., 2008).

Over time, SEA administrators also develop shared perceptions of their 
schools and districts, based on their judgments of past interactions and obser-
vations, which then affect what future actions they believe are appropriate 
and likely to succeed. These perceptions include how reliably others’ actions 
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match what they say, how dependably they follow through, the degree to 
which they are open to and respectful of others’ input, and their competence 
(or lack thereof) to fulfill their responsibilities (Adams & Miskell, 2016; 
Bryk & Schneider, 2002). Scholars have argued that positive perceptions in 
these areas support productive role relationships between different groups in 
the school system, such as teachers, principals, and administrators, but that 
negative perceptions can undermine progress (Adams & Miskell, 2016; Bryk 
& Schneider, 2002).

Methods

I conducted exploratory case studies at eight SEAs using a combination of 
documentary and interview data and an inductive analytic approach.

Setting and Participants

To understand how SEA decision-makers interpreted the evidence require-
ments, I sought to find administrators who were involved in shaping the 
SEA’s ESSA plans and/or in supporting schools and LEAs in federal school 
improvement.2 For the first participant in each SEA, I aimed to include a 
director- or executive director-level administrator involved in school 
improvement or federal programs, whose immediate work therefore will be 
impacted by the evidence requirements. These included individuals who 
manage and coordinate their SEA’s system of school support and lead the 
implementation of federal school improvement. I also aimed to include an 
upper-level administrator to provide broader context about the SEA and 
insight into how the agency’s ESSA plans fit into its larger strategic vision. 
Table 1 briefly describes the participants in each SEA.

Data Collection

I conducted a first round of interviews with 45 individuals at 26 SEAs. These 
interviews focused on attitudes and behaviors regarding research at the 
agency, the state’s existing processes and priorities in school improvement, 
participants’ understanding and interpretations of research evidence, and 
their perceptions of districts involved in school improvement and turnaround. 
These interviews included both survey-style and open-ended questions on 
most topics, adapting several items from prior studies of research use (Penuel, 
Briggs, et al., 2016) and trust (Adams & Miskell, 2016). Interviews also 
included both questions about participants’ own work and beliefs and their 
perceptions of their colleagues at the SEA. I used the data from these initial 
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interviews to select a purposive sample of eight SEAs that varied in their 
perception of their districts, history with local control, resources, and routines 
for research use.

I then conducted a second round of semi-structured interviews with the 
eight SEAs in the sample. These interviews focused on the state’s vision for 
the role of evidence-based interventions (EBIs) in school improvement, the 
state’s ESSA plan, and the decision-making process behind the plan. Among 
other things, participants were asked to explicate pertinent excerpts from the 
state plan and to rank a list of possible decision-making factors in order of 
their salience. Most interviews lasted 45 to 60 minutes; all were audio-
recorded, transcribed, and cleaned of identifying information such as the 
names of individuals, districts, and states prior to analysis.

I supplemented my interviews by gathering relevant documents including, 
but not limited to, each state’s ESSA Consolidated State Plan, webinars, web-
sites, grant application templates and guidance materials, and internal deci-
sion memos. Throughout spring and summer 2018, I checked for new 
publicly-available documents and also sent requests to interview participants 
to share any new materials. As states were at different points of their imple-
mentation processes during data collection, the type and volume of docu-
ments included in this study (with the exception of the Consolidated State 
Plans) varied considerably across the states.

Table 1. Participants in Final Sample by SEA, Division, and Title at Time of 
Interviews (N = 19).

Participant role SEA A SEA B SEA C SEA D SEA E SEA F SEA G SEA H

Title
 Deputy, Associate, 

Assistant Superintendent/
Commissioner, or Chief 
Officer

1 1 0 1 1 2 0 0

 Executive director 0 0 2 0 1 0 1 0
 Director, manager 2 1 0 1 0 1 2 2
Primary area of work
 Research 1 0 0 0 0 1 1 0
 School support, federal 

programs, and accountability
2 2 2 2 2 2 2 2

ESSA contact for U.S.D.O.E 1 1 1 0 1 1 1 0
Total participants 3 2 2 2 2 3 3 2

Note. In three SEAs, one participant from Round 1 interviews (N = 16) had retired or was unavailable for 
Round 2 (N = 15) and was replaced with a new participant. Table 1 reflects participants across both rounds 
of interviews.
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Analysis

I first analyzed my data state by state, starting with descriptive and pattern 
coding (Miles et al., 2014) of SEAs’ responses to ESSA’s evidence require-
ments and administrators’ beliefs, understandings, and routines related to 
research and school improvement. Initial descriptive codes included summa-
ries of participants’ statements (e.g., we should continue to do what research 
supports), descriptions of participants’ ways of talking (e.g., referring to 
prior research findings), and repeated phrases in participants’ own words 
(e.g., “it is not something we are worried about”). Pattern coding involved 
looking across the descriptive codes and consolidating similar or related 
codes. I then developed case memos about each state, considering the degree 
to which codes were reflected across multiple participants and data sources.

In my analysis, I iterated between emergent code clusters and the literature 
to organize the eight SEAs by their implementation approach. I used code 
clusters to organize the main dimensions of contrast that emerged across 
SEAs. For example, one pattern that surfaced through comparative analysis 
was that some administrators tended to defer to ESSA’s definition of “evi-
dence-based,” while others gave more flexible definitions of “evidence-
based” practices. I returned to the literature to see where those codes map 
onto the existing types of research use. Through this process, I identified 
three SEAs that shared codes that aligned with instrumental use, while the 
remaining five shared codes that aligned with sanctioning use. I divided the 
latter group again when I noted that four SEAs additionally fit a pattern of 
codes related to evidence-building. I also relied on my conceptual framework 
to develop code clusters related to SEA administrators’ pre-existing under-
standings about research and school improvement. For example, I grouped 
together codes reflecting SEAs’ different routines for research use, or their 
different perceptions of LEAs.

Timing

Data collection for this study began in spring 2017 and concluded in fall 
2018. During that time, states submitted their consolidated plans to the U.S. 
Department of Education for approval. All 50 states had their final plans 
approved by September 2018. For many states, the first cohort of schools for 
comprehensive support and improvement (with plans developed and reviewed 
under ESSA’s new evidence-based requirements) were identified in fall 2018.

Therefore, the timeframe for this study includes SEAs’ preliminary 
responses to ESSA’s evidence requirements that informed the development 
of their submitted plan and then their early efforts to clarify the actual 
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processes, tools, and expectations for their upcoming cohorts of schools. 
Many participants acknowledged that their vision and plans were still tenta-
tive, with details yet to be determined and some questions still unanswered. 
At the time of data collection, some SEAs’ materials were still in draft or pilot 
form, and some had not yet been developed. Therefore, these findings should 
not be interpreted as representing the final shape of implementation, but 
rather an early look at how SEAs have differently interpreted the ESSA evi-
dence requirements and envisioned different ways to fulfill them.

Findings

I found that SEAs’ implementation approaches differed in how they concep-
tualized LEAs’ research use. That is, the tools and processes SEAs developed 
and the ways administrators explained them reflected different understand-
ings of what forms of research LEAs should engage with, how LEAs will 
know what interventions qualify as “evidence-based,” and finally how LEAs 
should incorporate that research and those EBIs into their decision-making. 
Below, I describe three general approaches SEAs have taken to ESSA’s evi-
dence requirements: from providing a simplified and straightforward set of 
tools for sanctioning use, to training LEAs in the skills for instrumental use, 
to balancing short- and long-term goals for evidence use and evidence build-
ing. For each approach, I also show how administrators relied on different 
perceptions of research and school improvement to make sense of the 
requirements.

Sanctioning Use: Focused on Implementation 
Fidelity

In SEA A, schools and LEAs in need of improvement will submit plans 
addressing a set of effective practices that have been vetted and organized in 
an online platform by an external organization, and prioritized by the SEA. 
This approach therefore resembles sanctioning use. Although many states 
subscribe to the same online platform, they use it quite differently. SEA A’s 
particular use of the online platform reflected a sanctioning approach in two 
important ways: first, by interpreting all practices in the platform as evidence-
based rather than maintaining ESSA’s emphasis on tiers of evidence rigor, 
and second by pre-selecting a mandatory list of practices for LEAs and 
schools. These steps simplified the EBI selection process, which allowed 
SEA A to provide more targeted assistance and allowed LEAs to focus on 
implementation fidelity.
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SEA A’s sanctioning approach treated inclusion in the online platform as 
the simple definition of “evidence-based.” The platform itself provides var-
ied “strength of evidence ratings” for each of its practices; however, SEA A’s 
2018 training materials did not direct schools or LEAs to review or weigh 
these ratings (based on effect sizes) during their planning processes, nor did 
they mention ESSA’s requirements or evidence tiers based on research 
design. Recognizing that not all practices in the platform may meet ESSA’s 
new tiers, an administrator planned to speak with the platform developers to 
“make sure that what we have in that system [. . .] will in fact meet that test” 
(SEA47)—not to train LEAs to distinguish between practices within the plat-
form. Thus it may not be that SEA A administrators did not themselves per-
ceive and understand ESSA’s new tiered definition of evidence, but that they 
did not see those tiers as important considerations for LEAs. Instead, for 
LEAs in SEA A, simply completing an improvement plan using the plat-
form’s practices will be considered sufficient to fulfill ESSA’s evidence 
requirements. ESSA’s newly defined tiers of evidence have potential implica-
tions for what options schools and LEAs will be offered through the platform, 
but not for their decision-making process.

SEA A further turned the online platform into a sanctioning tool by identi-
fying 12 “key” practices that will be mandatory for all low-performing 
schools to address. To build the list of key practices, SEA school improve-
ment staff identified strategies they found to be most high-leverage in their 
professional experience and verified that they matched practices in the online 
platform—for example, regular communication with parents and using a 
tiered instructional system. In this way SEA A used the evidence require-
ments to impose a particular set of SEA-sanctioned, evidence-based prac-
tices. The intention here was to provide better support for LEAs. One 
administrator explained, “In the past we would have gone to a low-perform-
ing district and said, ‘tell us what we can do to help you.’ Now we’re flipping 
that. We’re walking in with, ‘Here are the evidence-based strategies that we 
know work. We also know [the SEA] has the support to help you get to where 
you need to be” (SEA41). In SEA A’s 2018 training materials on “Selecting 
Your School’s [Practices],” the first step was to “Select and Assess the 12 
Key [Practices]”—in other words, not really a selection at all.

For SEA A, EBI selection is and should be simple, enabling LEAs and 
schools to focus their attention instead on implementation, with a particular 
emphasis on fidelity. For example, SEA A’s planning guide for schools cau-
tioned, “A school improvement plan may be well-developed, built on rele-
vant data, loaded with evidence-based practices to improve learning [. . .] but 
the plan is only as good as the fidelity of implementation.” Administrators 
hoped the online platform developers would provide more vignettes and 
research-based resources on “what it looks like when you’re doing it right” 
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(SEA47). Thus, the research that SEA A administrators wanted LEAs to 
engage with were models and advice on how to do EBIs rather than which 
EBIs to do.

SEA A administrators had long relied on others’ research to guide their 
work and decisions. These traditions supported their positive beliefs that 
external research could and had identified best practices that could and should 
be replicated in their LEAs. Yet while the SEA has regularly sought and used 
research instrumentally, administrators envisioned their LEAs engaging in 
sanctioning use instead. When SEA A administrators talked about school 
improvement, the problem they identified was LEAs’ ability to follow 
through and implement interventions with fidelity. For example, one admin-
istrator shared that:

It’s not like teachers don’t want to do certain things; it’s that the school districts 
don’t have the resources to purchase them or make good utilization of them. A 
part of that also does involve competence of the staff. You know, we hear and 
we see in some school districts that when they do get extra money, their first 
inclination is to buy some new program. And they don’t have the wherewithal 
to implement it with fidelity. (SEA34)

By contrast, when the SEA takes over a district, “we [the SEA] go in, we see 
where the needs are, and we actually put something in place” (SEA41). In 
other words, administrators perceived that the SEA has the efficacy and 
“wherewithal” that LEAs sometimes lack. Additionally, SEA A had a tradi-
tion of highly centralized decision-making that supported their directness. 
Like five other SEAs in the sample, SEA A can and has taken over low-per-
forming districts or schools; it also produces an optional list of approved or 
recommended textbooks. One administrator described how “many” of the 
initiatives forming SEA A’s theory of action for improvement “come from an 
edict from the court system, come from a piece of legislation [. . .], come 
from a State Board of Education initiative that tells us this is important, [. . .] 
or could come from our state superintendent’s list of priorities” (SEA41). 
Therefore, a sanctioning approach appeared to those decision-makers to be a 
commonsense way to efficiently fulfill the evidence requirements and help 
focus the SEA’s hands-on support on replicating EBIs’ promising results.

Instrumental Use: Focused on Rigorous Evaluation 
and Selection

SEAs B, C, and D shared a vision of helping LEAs to be “informed consum-
ers” (SEA13) of research and thereby to make better decisions about what 
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interventions to pursue than they have in the past—clearly exemplifying 
instrumental use. Describing what LEAs and schools should do, administra-
tors across these SEAs emphasized three common components: accessing a 
wide range of possible EBIs, knowing ESSA’s tiers of evidence, and using a 
thoughtful rather than “box-checking” process to evaluate and select an EBI 
from those options.

SEAs B, C, and D gathered resources and tools for LEAs and schools, 
aiming to provide the most expansive set of EBI options with the least oner-
ous search process. For example, administrators described developing “one-
stop” websites with a “robust repository of materials and resources” (SEA33), 
or “streamlining the approach and pointing [schools] to the clearinghouses so 
it’s not up to some beleaguered principal to go figure out where the evidence 
is” (SEA04). SEA C created a website with a growing list of over a dozen 
resources such as the What Works Clearinghouse, Evidence for ESSA, 
Results First, and Results for America. SEA D’s Title I, Part A Handbook 
directed users to a dozen similar sites. Rather than narrow LEAs’ attention to 
fewer, prioritized EBIs, these SEAs focused on providing many options.

Providing extensive options was seen as necessary for LEAs and schools 
to find an EBI appropriate for their needs. In SEA D’s revised school improve-
ment handbook, they advised, “It is important to review a variety of evi-
dence-based practices to find the best strategy to match identified school 
priorities.” Acknowledging the diversity of needs across their state, one SEA 
B administrator explained, “we are still using lists, but not quite so small or 
so definitive lists. In our past experience, whenever we put out a list and said, 
‘these are the five approved things,’ [. . .] it turned into true concerns raised 
by districts about, ‘well, but that doesn’t work for me’” (SEA04). By con-
trast, “pointing them to clearinghouses that already have [ESSA-]aligned 
interventions, [. . .] we just thought that was a more nuanced approach and 
would help our districts be more able to find things that actually work for 
their context and their needs” (SEA04). SEA D similarly aimed to prevent the 
problem of “having LEAs say, ‘well what choices do we have?’” (SEA37).

SEAs B, C, and D explicitly instructed LEAs and schools on ESSA’s four 
different tiers of evidence rigor. One SEA B administrator articulated the 
vision for LEAs as follows: “When it’s fully implemented, they’ll know what 
evidence is, [that] there are levels of evidence, [and] where you can find evi-
dence” (SEA04). Thus, implementation is not about generally being more 
evidence-based, but about specifically applying ESSA’s tiered definition of 
evidence rigor to selecting interventions. In fact, the very specificity and clar-
ity of ESSA’s requirement was what these SEAs found most promising. A 
SEA C administrator explained that “the way they’ve laid out levels of evi-
dence and what’s expected with those [. . .] I think that’s just lifted [evidence] 
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up beyond just a catchphrase” (SEA13). These SEAs shared an understanding 
that one of the problems in school improvement had been schools and LEAs 
making decisions that either were not based in evidence (e.g., “[teachers] are 
resorting to looking on Pinterest for good ideas or going to Teachers Pay 
Teachers [. . .], but they’re not going about it with intentional purpose” 
[SEA33]) or were based in anecdotal or unreliable evidence (e.g., “I mean, 
they didn’t quote or cite the What Works Clearinghouse [. . .] mostly what 
they were quoting was whoever the publisher said the evidence came from” 
[SEA37]).

Therefore while the search for EBIs was meant to be easy, administrators 
in these SEAs hoped the evaluation and selection processes would take seri-
ous consideration and time—and they produced tools and templates to struc-
ture those processes. For example, SEA B hoped to create guidance in the 
form of questions to help LEAs use the clearinghouses and “negotiate the 
world of evidence,” such as “How do you weigh out different pieces? What 
if there’s two studies in there that say something conflicting?” (SEA04). The 
aim was that LEAs will “not just [pick] a research-based strategy because, 
you know, ‘these are [Robert] Marzano strategies and they’re all good, so 
we’re just going to pick one’; I think it’s a more thoughtful, more thorough 
way of trying to ascertain something that will actually work for them and 
move the needle” (SEA19). SEA C, which adopted the guides for identifying 
EBIs developed by the Florida Center for Reading Research, emphasized 
“walk[ing] through a process where [. . .] it lets you as a group kind of talk 
through several different interventions, what does the research say, what do 
the outcomes look like, and arrive at a consensus about what might work for 
your particular contexts” (SEA13).

Administrators emphasized the importance of deferring to local control in 
this approach, and tended to describe their work with LEAs as tentative and 
restrained. For example, SEA D produces a list of recommended textbooks, 
but administrators noted that “we don’t want to micromanage that” (SEA33). 
Similarly, one SEA C administrator explained that “[we] understand that the 
district at the end of the day is the one that has to implement it and we need 
as positive a relationship with them as we can. So for us to go in and mandate 
XYZ, that doesn’t sit well politically in the state, doesn’t sit well with super-
intendents. And so if we can draw them to the well and get them to drink, we 
stand a whole lot better of a chance at getting the work done” (SEA13).

At the same time, administrators in SEAs B, C, and D also highlighted 
how external researchers and research-based syntheses and tools were useful 
in their own work. Although SEAs C and D did not have their own research 
office or staff, and SEA B was in the middle of “basically offshore[ing] some 
of that [research] work that we’ve been trying to do in-house” (SEA04), they 
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all were able to point to multiple external research partners or organizations 
whom they were able to access easily and often. Most often, the kind of help 
they wanted and the questions they asked took the form of research-based 
training, tools, and literature reviews—all products that could quickly and 
directly be applied to their work. For example, one administrator in SEA C 
spoke about “relying heavily” on research clearinghouses, using the compre-
hensive center “pretty extensively,” and “reach[ing] out” to other external 
organizations “to pull from other states what might be working in other places 
or what’s going on” (SEA13). A SEA D administrator recounted how, when 
they wanted to revise their improvement system, they reached out to their 
comprehensive center who “actually conducted a lit review on our behalf 
[. . .] and then we took that information and developed our school improve-
ment needs assessment” (SEA33). And “then we had that research base that 
[the comprehensive center] had pulled together for us to support what we 
were proposing” (SEA33).

In their talk about research, these administrators shared a perception that 
knowledge originates out in the research community and then is transferred 
into the SEA. Therefore with decisions firmly made at the local level and the 
evidence to inform better decisions primarily developed externally by 
research and intermediary organizations, the appropriate SEA role was nei-
ther to make decisions nor to create evidence, but instead to make a process 
that connects local decision-making with external research.

Sanctioning Use and Evidence-Building: Focused 
on Local Relevance

SEAs E, F, G, and H embraced the promise of evidence use more than ESSA’s 
specific evidence requirements. Concerned that holding tightly to ESSA’s top 
three tiers of evidence could force LEAs away from good, context- and cul-
ture-specific practices, their implementation approaches aimed to comply 
with ESSA’s requirements evidence without allowing that compliance to com-
promise their broader vision of LEA evidence use. In order to satisfy ESSA’s 
evidence requirements in the short term, these SEAs largely adopted elements 
of a sanctioning approach, but, unlike SEA A, were enacting sanctioning use 
in ways that intentionally created space for local judgment around specific 
action steps. Meanwhile, their long-term ambition was to cultivate evidence-
based habits of mind and evidence-building capacities in both the SEAs and 
LEAs in order to support continuous improvement and to generate new evi-
dence on their locally-relevant practices—embracing ESSA’s flexible fourth 
tier of evidence. This emphasis on local evidence-building as a valuable and 
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necessary supplement to doing EBIs was what most clearly distinguished 
these four SEAs from the others.

Short-Term Sanctioning Use

SEAs E, F, and H identified a set of practices that they were confident could 
meet the evidence requirements, but were quick to add that those practices 
were intentionally broad, leaving room for LEAs to choose more specific, 
context-appropriate action steps—even if those steps were not necessarily 
evidence-based.3 In all three cases, SEA administrators felt it was important 
to ensure that their framework of sanctioned EBIs satisfied ESSA’s high 
expectations. For example, SEA E sent their school improvement strategies 
to a policy research organization to analyze and “give us feedback on what is 
statistically sound or evidence-based” (SEA23). SEA F administrators sought 
to “understan[d] the evidence requirements well enough to know what of our 
existing research already met them [. . .] and we were able to demonstrate 
convincingly that we were already doing the expectation” (SEA20). But once 
the evidence requirement is fulfilled at this general practice level, administra-
tors wanted to give LEAs more flexibility on the specifics:

We are promoting our evidence-based practices and then the LEA [. . .] is 
making decisions on how to use their funds to implement those practices in a 
way that perhaps has not been proven to be successful, just because there is a 
dearth of research on it. (SEA25)

Similarly, a SEA F administrator explained, “if a school [. . .] wanted to use 
some money for family engagement strategies to have a monthly potluck 
[. . .] that might not be research-based—it is going to be really hard to find 
studies that say potlucks lead to school turnaround—but we are not going to 
say to that school, ‘no, you can’t do that,’ if it is a solid component of their 
family engagement strategy” (SEA46).

Long-Term Evidence Building

SEAs E, F, G, and H were investing heavily in the theory that schools and 
LEAs will improve most when they are encouraged to build evidence on their 
implementation of local practices—both to inform their own continuous 
improvement processes and to establish a more relevant and rigorous knowl-
edge base on what works. That is, administrators saw an intrinsic value in 
having schools and LEAs go through a process of gathering evidence on their 
practice, as well as an instrumental value in filling perceived gaps in the 
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research base. Therefore, SEAs E, F, G, and H put their energy and resources 
into supporting action research networks, local pilots, and other evidence-
building strategies using ESSA’s fourth tier of evidence.

SEA G’s plan was to gradually build an ESSA-aligned, state-specific EBI 
clearinghouse that includes local and SEA research. One administrator 
described the SEA’s vision thus: “we are putting some processes in place to 
evaluate those things with our research team so that when we do not have a 
level of evidence, we can generate one” (SEA39). In order to achieve this, 
SEA G planned to facilitate school- and LEA-level action research networks 
and rapid evaluations “all with an eye toward getting those strategies into that 
Level 3, if you will, Level 2, evidence strategies” (SEA48). Their clearing-
house website told practitioners to “buil[d] up the evidence base,” because 
“when you evaluate the strategies being used in your districts and schools, 
you are contributing to the broader understanding of how evidence-based 
strategies work.”

Other SEA administrators emphasized the process of developing LEAs’ 
positive habits and dispositions for evidence-building over ESSA’s specific 
evidence requirements. For example, SEA F produced guidance materials on 
how to conduct a program evaluation, but administrators acknowledged “not 
every study they do or every analysis they do is going to meet the ESSA evi-
dence requirements, but it is going to be better than nothing” (SEA20). 
Starting with evidence-building was purposeful for SEA F. As one adminis-
trator explained, “researching our own work [is] what gets people interested 
[. . .] you start there, then you build the appetite for, ‘oh, well, you know, our 
research is showing that this isn’t terribly effective—is there other research 
that shows that a different strategy might work better?’” (SEA20). In other 
words, SEA F was hoping that making research relevant first would build the 
dispositions and curiosity necessary to seek and use rigorous research later. 
Similarly, SEA H planned to “require that LEAs are starting to gather the 
evidence that they need to establish the effectiveness of their interventions,” 
but its priority was “that we are carving out a space where we can be respon-
sive to local expertise and knowledge of need, even if that local expertise has 
not yet developed the capacity to document an evidence base as required 
most rigorously by ESSA” (SEA25). The logic was to eventually build a 
rigorous evidence base that will codify local expertise and knowledge, begin-
ning first with just the habit of gathering evidence, and developing the capac-
ity for rigor over time.

Both in creating flexibility for LEAs to translate the SEA’s EBIs to their 
own contexts and in encouraging evidence-building, administrators in SEAs 
E, F, G, and H emphasized not only local control but the value of local exper-
tise. As one administrator in SEA G explained, prior state-centric approaches 
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had ill-suited their large, diverse state, “because everyone has a different con-
text, different need, different human capital structure, etc., so we really have 
to back away from that” (SEA38). A SEA H administrator noted, “we have 
limited capacity here at the state, and so I am not certain that the local folks 
at the LEA level are not the most knowledgeable experts on making those 
decisions; I would probably just as a default defer to them” (SEA25). An 
administrator in SEA F similarly shared an “understanding that the folks that 
are leading the efforts at the local district level really have a better under-
standing than the state does about what their current needs are” (SEA12). 
And an administrator in SEA F explained that this means the SEA’s role is 
primarily about “enabling schools to get the good information that they need 
and helping them with critical friend support” (SEA06).

On the other hand, these administrators shared a certain skepticism of the 
utility and relevance of external research. They raised more caveats about 
when and to what degree external research was applicable to their decisions, 
often pointing to instances when research failed them. For example, an 
administrator in SEA F explained that the external research base trails behind 
their needs:

We do like to use as good research as we can [. . .] but sometimes we are so 
much on the edge of change, things that have not been done before. So we have 
to, with our eyes wide open, accept that we may not have perfect data to move 
forward. [But] for us to wait until there are these research studies that are well-
designed and all of that would leave a lot of schools behind. (SEA06)

Other administrators saw the research base as rarely applicable to their con-
texts. For example, an administrator in SEA E recounted their experience 
with the research-backed School Improvement Grant models, where “a lot of 
those turnaround principles were really about big city schools and it is not 
practical in a rural state like [ours . . .] so we got a lot of pushback [. . .] 
about ‘they don’t know the environment or the culture that we are in’” 
(SEA23). A SEA H administrator shared a similar story with Success For All: 
“if a school or a district [here] adopts that program, by the nature of their size, 
they have to fine-tune it and implement it a little bit different than it’s been 
implemented back in Baltimore, right? And so, that is, a concern [. . .] 
because these small schools, multi-level classrooms are just a different beast 
that has often not been researched explicitly” (SEA25).

By contrast, administrators spoke readily of the benefits of generating and 
using their own research in the SEA to support continuous improvement on 
locally-appropriate or innovative strategies. In SEA E, the research office 
was small and their processes were ad hoc, yet its administrators described 
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regularly getting help with research-based answers to support the state’s deci-
sion-making. They recounted times their research office developed literature 
reviews and “just things for the Board to look at when they were trying to 
transform how they wanted to think about professional learning” (SEA23), 
and conducted a mixed methods study of how LEAs were implementing new 
standards (SEA12). Every year, staff from SEA F’s research office “go to the 
program staff and [. . .] say, essentially, ‘what is it we need to learn this year 
to help you do your job better?’” (SEA20). By conducting their own research, 
SEA F staff were able to ask different questions for which they did not see 
answers externally in existing research.

All together, administrators in SEAs E, F, G, and H tended to describe 
their LEAs as doing good work but the research community as lagging and 
lacking relevant evidence. Thus a loose sanctioning approach combined with 
evidence-building made sense as the way to help LEAs reap the most benefits 
of research-based decision-making.

Discussion

Summary of Main Findings

How SEAs implement ESSA’s new evidence requirements will reshape the 
policy context within which LEAs use research (or not) to make consequen-
tial decisions about school improvement. In this exploratory study, I found 
that SEAs held different conceptions of what it means to fulfill these require-
ments (summarized in Table 2). In SEA A, administrators adopted a straight-
forward understanding of EBIs: a trusted source has determined what 

Table 2. Summary of SEAs’ EBI Implementation Approaches.

Implementation 
approach

What research do 
LEAs engage with?

What does 
“evidence-based” 

mean?
How do LEAs 

decide on an EBI?

Sanctioning Implementation-
oriented, research-
based tools

Vetted by external 
organization

Choose from 
SEA’s list

Instrumental Research studies and 
clearinghouses

Meeting ESSA’s 
evidence tiers of 
rigor

Follow guided 
procedure

Sanctioning 
and evidence-
building

Conduct their 
own research/
evaluations

Aligned with 
research, 
corroborated with 
local evidence

Use good 
judgment 
regarding local 
appropriateness
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practices are evidence-based, and the SEA will require that LEAs implement 
a pre-selected list of practices. SEAs B, C, and D honed in instead on ESSA’s 
multi-tiered definition of “evidence-based” and will train LEAs to find, eval-
uate, and select EBIs accordingly. For these SEAs, interventions were no 
longer simply evidence-based or not evidence-based, but were supported by 
bodies of research with different levels of rigor, and it will be up to LEAs to 
weigh those strengths in a structured process of instrumental use. Finally, 
SEAs E, F, G, and H conveyed perhaps the most nuanced sense of EBIs. 
Though strongly invested in the spirit of evidence-based decision-making, 
administrators in these SEAs were more skeptical of the letter of ESSA’s 
requirements based on what research is available and what LEAs are ready 
for. Therefore, they saw a sanctioning approach as a way to technically com-
ply with the requirements while building capacity and original evidence.

This study also noted the ways that SEA administrators relied on different 
understandings and routines regarding research and their relationships with 
LEAs, which shaped how they justified the SEA’s approaches as appropriate 
and feasible. First, I found that SEA administrators were accustomed to dif-
ferent patterns of state- or local-centric decision-making in school improve-
ment. SEA A administrators were more likely to describe the SEA as the 
primary decision-maker and direction-setter. This orientation informed their 
sanctioning approach: LEAs will not directly engage with research to select 
EBIs because those selections will be made for them. The other SEAs’ admin-
istrators instead perceived their LEAs as the primary leaders and decision-
makers for school improvement. Second, I noted that administrators in SEAs 
B, C, and D described external research as providing the expertise LEAs need 
for their decisions, whereas administrators in SEAs E, F, G, and H cited 
meaningful lessons from their SEA’s internal research and contrasted those 
with the limited relevance of external research. These different understand-
ings justified an instrumental approach for some SEAs and an evidence-
building approach for others.

Implications

This study’s findings should make us question the underlying theory of evi-
dence requirements. Evidence requirements presume that the education 
research base contains information that is relevant and useful to the problems 
and decisions involved in school improvement. ESSA’s evidence tiers steer 
practitioners toward more rigorous studies with experimental designs, reflect-
ing the belief that greater research rigor should give practitioners greater con-
fidence in the findings. The administrators in SEAs A, B, C, and D seemed to 
agree: research quality matters, is more efficiently achieved by external, 
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full-time researchers, and external research findings can be immediately 
applied. Yet half of the administrators in the study indicated the opposite—
that they would put the greatest confidence in locally-generated evidence, 
even when that involved temporarily putting aside ESSA’s expectations for 
rigorous design. There were many intertwined reasons for this perception: 
administrators vouched for the local judgment and expertise of their district 
and school leaders; they perceived the current research base to have limited 
generalizability for particular demographics and contexts; and for some 
administrators, internal research routines had become part of the SEA’s own 
learning process. What is interesting is that, when asked directly, the SEA 
administrators in this study uniformly agreed or strongly agreed that research 
is trustworthy and can help make better decisions about school improvement. 
The variable understandings of research, researchers, and the relationship 
between relevance and rigor are worth exploring further.

Another question for the theory of evidence requirements arises from the 
way SEA A adapted the mandate to their existing understandings about school 
improvement and the role of the SEA. Administrators in SEA A saw improve-
ment initiatives and best practices being determined either by state actors or 
by organizations creating research-based tools; districts were not seen as key 
decision-makers and therefore the evidence requirements were seen to have 
little relevance to their work. Weiss (1980) noted that officials struggled to 
describe instances of research use in part because they struggled to identify 
as decision-makers. With decisions coming from above them, made with 
many others’ input, and/or made incrementally, they rarely saw themselves 
owning a specific decision or consciously using research for it; rather, 
research concepts diffused into their working knowledge in less perceptible 
ways. Indeed, later research corroborates her sense that conceptual use is 
quite common, if under-acknowledged (Coburn, 2010; Farrell & Coburn, 
2016). SEA administrators adapt policy mandates to fit the way work is done 
in their context; if the evidence requirements are a poor fit for the way school 
improvement decisions are actually made, then, as in SEA A, they may have 
little influence.

Finally, the approach in SEAs E, F, G, and H raises the question whether 
engaging in research use most substantively requires, at least for a while, not 
doing the evidence requirements. Their combination of short-term sanction-
ing use and long-term evidence building is novel and promising in the way 
it positions practitioners as both consumers and producers of research. The 
SEAs in this group created sanctioning lists that more closely resembled the 
kinds of research-based frameworks and broad priorities that characterize 
conceptual use (e.g., a culture of high expectations, instructional leader-
ship), than a menu of proven-effective programs. On one hand, taking a 
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more conceptual approach and pushing practitioners to use a research-based 
framework might lead to more substantive changes in thinking. But on the 
other hand, by considering ESSA’s requirements satisfied at this broad level, 
and allowing practitioners to decide their specific actions without regard for 
their evidence base, these SEAs are side-stepping ESSA’s intended use. 
Similarly, by taking up ESSA’s fourth tier, these SEAs reflect commentators’ 
high hopes, attempting to generate new evidence on context-specific prac-
tices, and help practitioners learn from and be persuaded by evidence on 
their own and peers’ practice (Kane, 2017; West, 2016). At the same time, to 
engage in evidence-building, the SEAs have also temporarily put aside 
ESSA’s expectations for rigor. As one SEA F administrator put it, they are 
“less interested” in meeting ESSA’s evidence requirements than in “our 
aspiration is that the whole state gets better at using evidence” (SEA20). 
These SEAs suggest that requirement of research use may get in the way of 
effective, substantive research use.

Limitations and Directions for Future Research

There are three major limitations to what this exploratory study can tell us. 
First, the sample of SEAs is small and not representative. It should not be 
assumed that the three approaches are an exhaustive representation of all 
approaches across the country, nor that their frequencies are reflective of 
trends in the broader population of states. The small sample of decision-mak-
ers in the study also do not necessarily represent the understandings and opin-
ions of their SEAs as a whole. This study focused specifically on school 
improvement work; however, other SEA administrators may be informed by 
different perceptions and take different approaches to evidence use in other 
domains of work. Finally, this study’s implications are limited by its time-
frame. In fall 2018, when data collection concluded, many SEAs were still 
very early in their implementation, and some of the findings are based only 
on administrators’ hopes and projections. Therefore, additional research 
could address whether and why SEAs’ approaches change over time as they 
transition from idea to reality.

In addition, as states begin to implement their approaches, future research 
should explore how each approach plays out at the LEA level. We will need 
to look at LEAs’ experiences to see whether and how these approaches differ 
in learnability and feasibility, and whether and how they shape the decisions 
LEAs make. For example, SEA E’s approach banks on the theory that build-
ing evidence on local practice will foster LEAs’ curiosity about external 
research evidence—but how does that manifest in practice? SEAs B, C, and 
D plan to train LEAs about ESSA’s tiers of evidence and how to evaluate 
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research accordingly—how will LEAs fit these new procedures into their 
existing decision-making practices?

Over the past decade, researchers and practitioners alike have innovated 
and studied different ways of using research to inform school improvement 
decisions. This study suggests that ESSA’s evidence requirements, as diver-
gently implemented across the states, pose a new and important opportunity 
to see whether and how local decision-making practice responds to different 
visions of research use.
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Notes

1. Weiss first named this phenomenon “imposed use” (Birkeland et al., 2005; Weiss 
et al., 2005, 2008) to describe the growing policy trend of evidence requirements. 
However, given that the “imposition” or requirement of research use could be 
fulfilled in multiple ways, I adopt Coburn, Honig, et al.’s (2009) term “sanction-
ing” to describe the role that research plays in the decision-making process.

2. ESSA includes evidence requirements outside of school improvement, such as 
in the use of Title II and Title IV funds for professional development and safe 
and healthy school programs. However, these other uses are “allowable” rather 
than “required,” and states’ draft ESSA plans suggested that they were focused 
on responding to the requirements in school improvement.

3. SEA D’s evidence-based practices are similarly broad, but this particular inten-
tion was not explicitly articulated by SEA D administrators or documents.
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