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This study aims to place EFL learners along an affective continuum via machine learning methods and present a new dataset about 
affective characteristics of EFL learners. In line with the purposes, written self-reports of 475 students from 5 different faculties in 3 
universities in Turkey were collected and manually assigned by the researchers to one of the labels (positive, negative, or neutral). As 
a result, two combinations of the same dataset (AC-2 and AC-3) including different numbers of classes were used for the assessment 
of automatic classification approaches. Results revealed that automatic classification confirmed the manual classification to a great 
extent and machine learning methods could be used to classify EFL students along an affective continuum according to their 
affective characteristics. Maximum accuracy rate of automatic classification is 90.06% on AC-2 dataset including two classes. 
Similarly, on AC-3 dataset including three classes, maximum accuracy rate of classification is 71.79%. Last, the top-10 
features/words obtained by feature selection methods are highly discriminative in terms of assessing student feelings for EFL 
learning. It could be stated that there is not an existing study in which feature selection methods and classifiers are used in the 
literature to automatically classify EFL learners’ feelings. 
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Introduction 
There is a notion called the affective domain and positive feelings are driving forces to attain language 

learners’ goal of language acquisition. The idea behind this study is to propose an alternative machine 
learning-based approach in order to place learners along a continuum based on their affective characteristics 
as EFL (English as а foreign language) learners instead of qualitative, or quantitative approaches. 

The notion of the affective domain was initially developed by Krathwohl et al. (1964) and it has 
received considerable contributions from researchers and experts in the field of education so far (Sousa, 
2016). Affective domain addresses to feelings and emotions, as well as their outward expression. To provide 
a more operational definition, the affective domain has three subcomponents: behaviour, feeling, and 
cognition. Feeling is the personal sensation experienced. Cognition is the personal judgements that 
accompany feelings, and behaviour is the observable reaction which involves both cognition and feelings 
(Brett, Smith, & Huitt, 2003). Emotions, on the other hand, involve expressive behaviour, bodily reactions 
and subjective feelings as a result of one’s interaction with the context (Cahour, 2013). 

Affective variables are significant for learning in general (Schutz & Lanehart, 2002) and for language 
learning in particular (Méndez López & Peña Aguilar, 2013). Unlike any other subject matters, a level of 
personal engagement is necessary to learn a foreign language. As recognized by language teachers, learners 
have to cope with the ambiguities and stress of interaction within the parameters of an unfamiliar culture 
while conveying conversationally appropriate and personally meaningful messages through unfamiliar 
phonological, semantic, and syntactic systems. That is why most learners find this process inherently 
stressful (Horwitz, 1995; Kębłowska, 2012). Language learning is potentially the most threatening 
experience of all other school subjects since learners are expected to express themselves using a language 
they are not proficient in (Kębłowska, 2012). It must be acknowledged that while all the cognitive factors 
may be optimally operating in the learning process, learners can fail because of an affective block (Brown, 
1973; Griffith & Nguyen; 2006; Garrett & Young, 2009).  

The idea that affect plays a significant role in language learning was first put forward by Gardner and 
Lambert (1972). After that, Gardner’s (1979, 1985) socio-educational model focused on the effect of 
motivation and attitude on second language learning, and then further studies expanded or revised the 
original model (Gardner & Clément, 1990; Gardner, 2001). Motivation could be defined as willingness 
pushing an individual to achieve a predetermined goal (Anderson & Bourke, 2000). Recently, motivation in 
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second language learning has been studied by second-generation researchers (Dörnyei, 1990, 2005, 2015; 
Dörnyei & Al-Hoorie, 2017; Noels, 2005).  

In the socio-educational model, attitude is associated with approaches of language learners to learning 
situation such as school, language teacher, classmates and so on (Gardner & Lambert, 1972). According to 
Anderson & Bourke (2000), learning a foreign language entails the attitude of learners towards self, learning 
context and target culture. Concepts associated with learner’s self are self-respect, self-confidence, self-
efficacy and self-perception. Recently, attitude in language learning has still been investigated from various 
aspects such as attitude of language learners toward pronunciation (Huensch & Thompson, 2017) and learner 
attitudes toward learning English (Zulfikar, Dahliana & Sari, 2019).   

Another affective variable widely explored is anxiety. Studies as to language anxiety have been initiated 
by Horwitz et al. (1986) and the concept was defined as a situation specific worry or nervousness about using 
a second language. Initial studies have been expanded with further studies demonstrating the correlation 
between language anxiety and various components of the learning process (Horwitz, 1995, 2000, 2001). 
Recently, another concept investigated in relation to anxiety is enjoyment (Boudreau et al., 2018; Dewaele, 
Magdalena & Saito, 2019; De Smet et al. 2018). 

Previous research in language learning has either underestimated the feelings or their relevance to 
learning or studied them as stable and isolated individual variable  (Garrett & Young, 2009; Sampson, 2020). 
Although studies researching affective variables in a holistic manner are few in number, the most influential 
theory as to second language learning in this regard was proposed by Krashen as “Affective Filter 
Hypothesis” (1982). According to the hypothesis, positive feelings remain driving forces to attain language 
learners’ goal of language acquisition whereas negative feelings disallow them to perform successfully in 
learning because negative affective variables disallow information about language to reach language areas of 
the mind and build barriers into the acquisition of the language. The content, functions and nature of the 
“affective filter” suggested for second language learning context were tested by Laine (1988) in а foreign 
language learning context. Results revealed that significant affective filter lowers or raisers were situation 
related attitudes, personality traits, foreign language self-concept, and target language related attitudes. 
Studies that aim to explore the affective filter hypothesis exist in the recent body of literature, as well (Nath, 
Mohamad & Yamat, 2017; Wang, 2020). 

Considering the utmost importance of affect in language learning, foreign language teachers need 
methods for affective assessment and measurement. While assessment means gathering information about 
affective variables of students, measurement means giving numerals to students according to the degree of 
their affective attributes (McCoach, Gable & Madura, 2013). Affective characteristics form an important part 
of the lens through which students perceive and react to the school context. Thus, early identification of 
affective variables may enable teachers to provide the type of assistance students need (Anderson & Bourke, 
2000). Assessment informs teachers about weaknesses, strengths, and abilities of students, which is 
necessary to improve students’ learning outcomes (Setiawan & Mardapi, 2019).  

Most researchers or practitioners find affective assessment and measurement problematic for some 
reasons such as vagueness of affective outcomes, privacy and intangibility of affective characteristics 
(Anderson & Bourke, 2000). Affective outcomes are not easy to measure or teach because they vary from 
internally consistent qualities of character to simple attention or selected phenomena (Pierre & Oughton, 
2007). Teachers do not have sufficient competence in designing assessment instruments for the affective 
aspect because it has a complicated construct. To put it in another way, affective domain is hard to measure 
and define since it is abstract and vague (Setiawan & Mardapi, 2019). 

McCoach, Gable & Madura (2013) and Anderson & Bourke (2000) suggest an affective continuum 
(Figure-1) for affective assessment. According to them, learners could be placed along an affective 
continuum based on the affective characteristics they develop toward a target. Strength or degree is related to 
the intensity of the feelings and they might be strong, weak or moderate. Also, the direction of these feelings 
might be positive, neutral or negative. 

 

Figure 1. An Affective Continuum (McCoach, Gable & Madura, 2013, p.36) 

In order to achieve this aim, Anderson & Bourke, 2000; McCoach, Gable & Madura, 2013 propose to 
gather data about affective characteristics through direct observations or self-reports (preferably self-reports) 
and follow a number of steps in order to reveal latent constructs. 
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The initial aim of this study is to propose an alternative method, machine learning, in order to place 
learners along a continuum based on their affective characteristics as EFL (English as a foreign language) 
learners. Research aiming to reveal affective characteristics of students is carried out with qualitative 
(interviews, observations), or quantitative (surveys, questionnaires or scales) approaches (Buissink-Smith, 
Mann & Shephard, 2011). Although these existing methods are useful for both revealing affective 
characteristics of students and finding out their relations with various factors, they may require immense 
time and effort of researchers and practitioners. Unlike these methods, this study aims to present a practical 
and time-efficient method to define the place of students along an affective continuum and categorize them 
into two (positive or negative) or three (positive, neutral or negative) groups along this continuum via 
machine learning. Furthermore, this study displays how the objectivity of affective assessment is increased 
by means of computerized methods. 

The affective measurement suggested here could be used for various purposes. For example, a teacher 
may have a desire to find out the affective stance of his/her learners on EFL learning for designing effective 
learning courses or for predicting possible affective domain-related difficulties or challenges for the entire 
year. Defining affective characteristics at the outset of an EFL course or program is highly significant in 
terms of detecting students’ negative feelings and taking precautions to replace these negative feelings with 
positive ones. 

Moreover, the study aims to present a new dataset about affective characteristics of EFL learners. Thus, 
researchers may conduct further studies by using computerized methods. The study could be evaluated as a 
first step of analyzing affective variables through computerized methods. In the next subsections, 
information about the dataset and automatic classification scheme based on machine learning is given in 
addition to the results of the study including accuracy and feature set analysis. 

 
Methods 
Creating the dataset 
The first step of the study is creating the dataset about affective characteristics of EFL students. In this 

step, self-reporting technique was used to gather detailed information as to the target topic. Participants are 
required to assess and reflect on their own internal traits or states through self-report instruments which are 
effective in inferring a person’s level on the affective characteristic of interest (McCoach, Gable & Madura, 
2013; Anderson & Bourke, 2000; Buissink-Smith, Mann & Shephard, 2011). Initially, a question was 
prepared to gather information about feelings of students for EFL learning. The question was as follows: 
“please write a paragraph that describes your feelings for English learning considering your past and present 
English courses”. As the question and answers were in Turkish language, the dataset created is in Turkish.  

The question was delivered to EFL students from 5 different faculties (engineering, tourism, business 
and management, and education) in 3 state universities in Turkey via online and hardcopy forms during two 
consecutive academic years (2019-2020 and 2020-2021). English is the main medium of instruction in 
engineering departments and ELT department in education faculty while Turkish is the medium of 
instruction in the faculties of tourism, business and management, and other departments in faculty of 
education. At the end of this period, total 475 paragraphs about the affective characteristics of Turkish EFL 
students were obtained. While 200 students answered the question in hardcopy forms, 275 students answered 
it in online forms.  

After gathering the paragraphs, they were transferred to text files. Then, all of the 475 paragraphs were 
read through by the researchers and manually assigned the following labels: 1:positive, 2:negative, and 
3:neutral. The paragraphs assigned to label-1 entails totally or mostly positive feelings toward learning EFL; 
label-2 entails totally or mostly negative feelings and label-3 entails both of them or the ones expressing no 
feeling. The dataset could be reached from https://drive.google.com/file/d/1dgUBivSYQRTQx43NS2ldf3uP
YXDh0d0o/view?usp=sharing. As a result of the dataset creation step, two combinations of the same dataset 
including different numbers of classes were used for the assessment of automatic classification approaches. 
While the first combination consists of positive and negative classes, the second combination of the dataset 
consists of positive, negative, and neutral classes. The detailed information concerning the dataset is 
presented in Table 1 below. These two combinations of the dataset will be referred as AC-2 and AC-3 in the 
next parts of the study. 

Table 1. Affective continuum (AC) dataset 
 

Class Label Number of Samples 
positive 164 
negative 153 
neutral 158 

https://drive.google.com/file/d/1dgUBivSYQRTQx43NS2ldf3uPYXDh0d0o/view?usp=sharing
https://drive.google.com/file/d/1dgUBivSYQRTQx43NS2ldf3uPYXDh0d0o/view?usp=sharing
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Automatic classification scheme used to classify students along the continuum 
In this study, machine learning approaches including feature selection and classification stages were 

used. To obtain a successful automatic classification scheme, it is crucial to apply efficient dimension 
reduction approaches such as feature selection methods (FSMs). Feature selection is a significant step for 
tasks including classification of text documents because it allows the selection of relevant features/terms and 
removal of the irrelevant ones. After selecting the discriminative features, it is necessary to apply appropriate 
classification algorithms for tasks including the classification of text documents. FSMs and classifiers 
employed in this study are presented in the next subsections.  

Feature selection methods (FSM) 
Filter-based FSMs are widely used for the purpose of classifying texts as they are advantageous in terms 

of computation time (Parlak & Uysal, 2020). Five well-known filter-based FSMs, distinguishing feature 
selector (DFS), Gini index (GI), Information Gain (IG), discriminative features selection (DFSS), and chi-
square (CHI2), used in the experiments are explained below.  

Gini index (GI), a global FSM, produces a single score for each feature in the training set (Shang et al., 
2007). The GI formula is given below. 

 
 

(1) 

The GI formula entails two conditional probabilities. In this formula,  means the probability of 
feature t in class Ci and  means the probability of class Ci when feature t presents. Also, M is the 
number of classes in the dataset. 

One of the well-known filter-based FSMs for classifying texts is Distinguishing feature selector (DFS) 
(Uysal & Gunal, 2012).  It relies on some pre-defined criteria about discriminative characteristics of features. 
The DFS formula is as following. 

 
 

(2) 

DFS formula entails some conditional probabilities. The probability  means the probability of 
class Ci when feature t presents and M is the number of classes in the dataset.  is the probability of 
lack of feature t given class Ci.  is the probability of feature t when all other classes except Ci present. 

Information gain (IG) is utilized to measure the impact of the presence or absence of a feature on the 
correct classification decision (Deng et al., 2019). Obtaining a high score for a feature with IG method means 
that the feature is highly discriminative for classification. IG formula is given below. 

 

 

      (3) 

In the IG formula, M means the total number of classes and  is the probability of class Ci in the 
training set. While  refers to the probability of existence of feature t  is the probability of the absence 
of the feature t in the training set. Also, the meaning of the statements  and   is the probability 
of the existence of class Ci for two separate cases where feature t is present or absent, respectively. 

Discriminative features selection (DFSS) is another filter-based FSM utilized for classifying text 
documents. DFSS aims to select features with a higher document and average term frequency in documents 
belonging to a certain class (Zong et al., 2015). The DFSS formula is presented as following. 

 
                                    (4) 
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In the formula, and  refer to the frequencies of feature t in class  and in the other 
classes, respectively. While  refers to the number of text documents feature  occurs in class C, 

 refers to the number of text documents feature t occurs in other classes. While a refers to the number 
of text documents in class C including feature t, b refers to the number of text documents in class C not 
including feature t. While c refers to the number of text documents in all classes except class C that includes 
feature t,  is the number of text documents in all classes except class C not including feature t. 

Chi-square (CHI2) FSM is based on a well-known statistical test to investigate how far two events are 
independent of each other (Deng et al., 2019). The CHI2 formula is presented below. 

 

 
 

(5) 

In the formula of CHI2, E means the expected frequency and N means the observed frequency for each 
state of class C and feature t. 

 
Classifiers 

Filter-based FSMs are utilized in the experiments. These kinds of dimension reduction methods do not 
depend on the learning model. For this reason, two different well-known classifiers were used in order to 
reveal how much selected features contribute to the accuracy of classification. These two classifiers are 
Support Vector Machines (Joachims, 1998) and Naïve Bayes (Chen et al., 2009). It should be noted that 
these kinds of classifiers were used in some previous studies related to education and computation (Liu et al., 
2021; Pei & Xing, 2021). These methods are briefly explained in the next subsections. 

Support Vector Machines (SVM) classifier is a successful and well-known classifier for classifying text 
documents. Margin maximization concept (Joachims, 1998) is the main theory that lies behind SVM 
classifier. The margin of the SVM classifier is the distance between the closest data point in the training set 
and the decision surface. In this study, linear version of SVM classifier, one of the most popular classifiers 
for tasks including classification of text documents, was used in the experiments. 

Naïve Bayes (NB) classifier is based on Bayes theorem that assumes the features are independent from 
each other. Therefore, a score of probability is found by multiplying the conditional probabilities in a 
classification algorithm based on the independence assumption (Jiang et al., 2013). NB classifiers can be 
implemented using various event models such as multi-variate Bernoulli and Multinomial. Multi-variate 
Bernoulli event model considers document frequencies; however, multinomial event model takes term 
frequencies into account, instead of during the calculations (Uysal, 2016). In the present study, the former 
model, multi-variate Bernoulli, is used while implementing NB classifier. 

 
Results 
This section presents the results of the in-depth investigation done with the purpose of evaluating the 

performance of FSMs and classifiers on the two combinations of the dataset including a different number of 
classes. Experiments were carried out for two cases including no stemming or stemming. Zemberek (Akın & 
Akın, 2007), one of the common frameworks for Turkish stemming, was used in the experiments. It should 
also be asserted that lowercase conversion was used as the pre-processing step besides weighting terms with 
term frequency-inverse document frequency. The results were obtained using 10-fold cross validation to 
measure the datasets objectively. Besides, an accuracy measure is adopted so as to evaluate the performance 
of classification as the class distribution of the datasets is nearly balanced. 

 
Accuracy analysis 
Different numbers of the features selected by five diverse selectors were given as input to two classifiers 

that are SVM and NB. Dimension reduction was performed via constructing feature sets with 10, 50, 100, 
300, 500, 800, and 1000 features. Accuracies obtained in the experiments with SVM classifier are listed in 
Table 2 for the AC-2 dataset. In the tables, the highest scores are indicated in bold. 
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Table 2. Accuracies for the AC-2 dataset obtained with SVM classifier 
 

 Accuracy (Zemberek stemming) Accuracy (No stemming) 

Feature 
Size    10 50 100 300 500 800 1000 10 50 100 300 500 800 1000 

DFS 69.33 85.64 88.34 85.03 87.12 85.74 86.68 73.33 80.64 84.39 82.68 85.02 84.00 85.71 

GI 57.66 79.69 85.73 87.01 90.06 88.08 88.06 53.76 79.99 78.71 83.63 82.63 84.96 85.63 

IG 70.35 83.28 84.37 86.06 87.07 85.76 85.69 75.34 82.33 82.05 84.68 85.00 85.36 87.03 

CHI2 68.36 85.30 83.71 88.37 87.73 88.72 85.69 75.67 80.71 82.42 84.99 85.65 84.70 85.72 

DFSS 73.31 79.64 85.30 86.68 85.75 88.03 89.07 66.39 79.69 79.65 80.03 78.32 80.35 76.67 

 
For SVM classifier, the highest accuracy was obtained with 500 features using GI FSM and Zemberek 

stemming on AC-2 dataset. While the highest accuracy was 90.06% with Zemberek stemming, the highest 
accuracy with no stemming was 87.03% using SVM classifier on AC-2 dataset. It should be noted that the 
highest accuracy using no stemming was obtained with IG FSM and SVM classifier on AC-2 dataset. 
Accuracies obtained in the experiments with NB classifier are listed in Table 3 for the AC-2 dataset where 
the highest scores are indicated in bold. 

 

Table 3. Accuracies for the AC-2 dataset obtained with NB classifier 
 

 Accuracy (Zemberek stemming) Accuracy (No stemming) 

Feature 
Size    10 50 100 300 500 800 1000 10 50 100 300 500 800 1000 

DFS 70.37 82.35 83.35 84.32 81.00 80.97 80.99 74.34 86.67 84.71 82.99 83.32 79.68 76.66 

GI 59.98 75.05 80.36 82.04 81.35 79.64 80.64 55.05 80.35 79.70 83.69 84.37 82.70 80.67 

IG 72.69 80.33 81.70 82.68 81.32 79.32 80.99 76.02 83.68 82.69 82.65 81.38 81.37 77.68 

CHI2 70.33 81.32 82.04 82.33 81.64 80.31 80.99 77.02 82.38 84.38 83.98 81.34 81.69 77.68 

DFSS 69.75 79.02 80.66 79.36 79.03 79.99 80.96 68.70 78.04 78.25 79.00 79.00 77.32 77.36 

 

For NB classifier, the highest accuracy was obtained with 50 features using DFS FSM and no stemming 
on AC-2 dataset. While the highest accuracy was 86.67% with no stemming, the highest accuracy with 
Zemberek stemming was 84.32% using NB classifier on AC-2 dataset. It should be noted that the highest 
accuracies were obtained with DFS FSM using both no stemming and Zemberek stemming with NB 
classifier on AC-2 dataset. Accuracies obtained in the experiments with SVM classifier are listed in Table 4 
for the AC-3 dataset where the highest scores are indicated in bold. 

 
Table 4. Accuracies for the AC-3 dataset obtained with SVM classifier 

 

 Accuracy (Zemberek stemming) Accuracy (No stemming) 

Feature 
Size    10 50 100 300 500 800 1000 10 50 100 300 500 800 1000 

DFS 54.48 62.92 66.26 64.91 69.34 69.58 68.92 55.36 61.78 63.84 61.08 62.43 64.66 64.23 

GI 40.68 58.23 67.40 67.79 68.46 70.26 70.69 42.26 60.92 62.73 64.25 63.10 67.38 65.34 

IG 52.24 63.56 65.37 65.98 67.13 70.27 70.21 55.11 61.97 63.81 64.25 63.13 64.92 65.38 

CHI2 56.04 63.15 64.69 63.56 70.26 69.78 71.12 55.35 62.88 64.24 62.41 59.56 66.04 64.48 

DFSS 47.14 59.56 66.50 67.78 70.03 71.14 71.79 46.68 60.68 61.17 60.47 62.04 62.05 63.36 
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For SVM classifier, the highest accuracy was obtained with 1000 features using DFSS FSM and 
Zemberek stemming on AC-3 dataset. While the highest accuracy was 71.79% with Zemberek stemming, the 
highest accuracy with no stemming was 67.38% using SVM classifier on AC-3 dataset. It should be noted 
that the highest accuracy using no stemming was obtained with GI FSM and SVM classifier on AC-3 
dataset. Accuracies obtained in the experiments with NB classifier are listed in Table 5 for the AC-3 dataset 
where the highest scores are indicated in bold. 

 

Table 5. Accuracies for the AC-3 dataset obtained with NB classifier 
 Accuracy (Zemberek stemming) Accuracy (No stemming) 

Feature 
Size    10 50 100 300 500 800 1000 10 50 100 300 500 800 1000 

DFS 53.80 59.12 63.83 59.11 57.77 54.21 55.14 54.47 60.93 62.06 64.05 64.04 59.39 54.96 

GI 40.53 53.13 58.25 59.57 58.49 56.67 54.25 38.76 57.15 60.31 63.64 63.18 61.62 58.28 

IG 52.25 60.91 60.04 59.56 57.80 55.80 53.80 53.77 60.72 62.27 63.60 59.37 59.84 57.85 

CHI2 54.26 59.36 59.39 59.33 58.46 54.67 56.25 55.14 61.58 63.60 62.27 59.81 59.15 56.93 

DFSS 46.24 55.79 58.25 58.25 58.03 57.59 56.26 42.74 58.71 59.86 63.17 61.86 61.86 60.08 

 
For NB classifier, the highest accuracy was obtained with 300 features using DFS selection method and 

no stemming on AC-3 dataset. While the highest accuracy was 64.05% with no stemming, the highest 
accuracy with Zemberek stemming was 63.83% using NB classifier on AC-3 dataset. It should be noted that 
the highest accuracies using both no stemming and Zemberek stemming were obtained with DFS selection 
method with NB classifier on AC-3 dataset. 

The highest accuracies obtained on AC-2 and AC-3 datasets were 90.06% and 71.79%, respectively. So, 
the performance of classification degrades after including the class ‘neutral’ into the dataset. While the 
highest classification performance was obtained with the combination of GI selection method, Zemberek 
stemming, and SVM classifier on AC-2 dataset, the highest classification performance was obtained with the 
combination of DFSS feature selection, Zemberek stemming, and SVM classifier on AC-3 dataset. Although 
the highest classification performances were obtained with GI and DFSS FSM on two datasets, it should be 
noted that DFS was the best performer for 4 out of 8 cases in the experiments. While the highest accuracies 
obtained using Zemberek stemming were always better than the results obtained with no stemming on two 
datasets for SVM classifier, the highest accuracies obtained using no stemming were always better than the 
results obtained with Zemberek stemming on two datasets for NB classifier. 

Feature set analysis 
Top-10 features for AC-2 and AC-3 datasets obtained are presented in Tables 6–9. The translation of the 

features to English was also shown in the brackets. The tables given also illustrate feature sets regarding five 
diverse FSMs. The features specific to an individual FSM are written in bold, in the tables. It should be noted 
that there are not so many features selected by only one feature selection according to these tables. Also, the 
top-10 features selected by corresponding FSMs using the same stemming setting differs for AC-2 and AC-3 
datasets. 

 

Table 6. Top-10 features for the AC-2 dataset using Zemberek stemming 
No 1 2 3 4 5 6 7 8 9 10  

DFS 
hiç 
(never)  

eğitim 
(education)  

sev 
(like)  

kötü 
(imperfect)  

öğrenci 
(student)  

yanlış 
(inefficient)  

güzel 
(good)  

biz  
(we)  

okul 
(school)  

gör 
(see) 
  

 

GI 
ingilizce 
(english)  

ol  
(be) 

bir 
(one)  

ve 
(and)  

ders 
(course)  

öğren 
(learn)  

bu  
(this) 

dil 
(language)  

için  
(for)  

çok 
(many) 
  

 

IG 
hiç 
(never)  

eğitim 
(education)  

sev  
(like)  

kötü  
(imperfect)  

yanlış 
(inefficient)  

öğrenci 
(student) 

güzel 
(good)  

biz  
(we) 

okul 
(school)  

gör  
(see) 
  

 

CHI2 
hiç  
(never) 

eğitim 
(education)  

sev  
(like)  

kötü  
(imperfect)  

öğrenci 
(student)  

gör  
(see)  

yanlış 
(inefficient)  

biz  
(we)  

okul 
(school)  

güzel  
(good) 
  

 

DFSS eğitim 
(education)  

ders 
(course)  

sev  
(like)  

dil 
(language)  

hiç 
(none)  

bu  
(this)  

gör  
(see)  

konuş 
(speak) 

ol  
(be)  

okul  
(school)  
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Table 7. Top-10 features for the AC-2 dataset using no stemming 
No 1 2 3 4 5 6 7 8 9 10 

DFS seviyorum  
(I like)  

hiç  
(never)  

eğitim 
(education)  

konuşma 
(speaking)  

yetersiz 
(insufficient)  

güzel 
(good)  

kötü  
(imperfect)  

bize  
(to us)  

sınıftan 
(since the 
grade)  

yanlış 
(inefficient) 
 

GI ingilizce 
(english)  

bir  
(one)  

ve  
(and) 

için  
(for)  

çok  
(many)  

bu 
(this)  

dil 
(language) 

seviyorum 
(I like)  

de  
(as well)  

hiç  
(never) 
 

IG hiç  
(never)  

eğitim 
(education)  

konuşma 
(speaking)  

kötü  
(imperfect)  

bize  
(to us)  

sınıftan 
(since 
grade)   

yanlış 
(inefficient)  

rağmen 
(although)  

seviyorum 
(I like)  

eğlenceli 
(joy)  

CHI2 hiç  
(never)  

eğitim 
(education)  

konuşma 
(speaking)  

seviyorum 
(I like)  

kötü  
(imperfect)  

bize (to 
us)  

sınıftan 
(since the 
grade) 

yanlış 
(inefficient) 

rağmen 
(although)  

 
zor 
(difficult) 
 
 

DFSS hiç  
(never)  

ve  
(and)  

eğitim 
(education) 

de  
(as well) 

dil 
(language)  

bu 
(this) 

öğrenmek 
(learn)  

ama  
(yet)  

konuşma 
(speaking)  

dersi 
(course)  

 

Table 8. Top-10 features for the AC-3 dataset using Zemberek stemming 
No 1 2 3 4 5 6 7 8 9 10 

DFS 
hiç (never)  ama  

(yet)  
kötü  
(imperfect)  

eğitim 
(education)  

zevk 
(enjoyment)  

sev  
(like)  

fakat (but)  yap  
(do) 

ver  
(give)  

yanlış 
(inefficient) 
  

GI 
ingilizce 
(english)  

ol  
(be)  

bir  
(one)  

ders 
(course)  

ve  
(and)  

öğren 
(learn)  

bu  
(this)  

çok (many)  için  
(for)  

ama  
(yet) 
  

IG 
hiç (never)  ama  

(yet) 
eğitim 
(education)  

sev  
(like)  

kötü  
(imperfect)  

güzel 
(nice) 

fakat (but)  öğrenci 
(student)  

yap  
(do)  

ver  
(give) 
  

CHI2 
ama 
(yet)  

hiç  
(never) 

eğitim 
(education)  

kötü  
(imperfect)  

sev  
(like)  

fakat (but)  yap  
(do)  

ver  
(give)  

ders 
(course)  

öğrenci 
(student)  
 

DFSS ama  
(yet)  

ol  
(be)  

ders 
(course)  

dil 
(language) 

eğitim 
(education)  

öğren 
(learn)  

yap  
(do)  

sev  
(like)  

çok 
(many)  

hiç  
(never)  

 

Table 9. Top-10 features for the AC-3 dataset using no stemming 
No 1 2 3 4 5 6 7 8 9 10 

DFS seviyorum 
(I like)  

hiç 
(never)  

yetersiz 
(insufficient)  

ama 
(yet)  

kötü 
(imperfect)  

fakat 
(but)  

yanlış 
(ineffective)  

sınıftan 
(since 
grade) 

eğitim 
(education)  

zevkli  
(joyful) 

GI ingilizce 
(english)  

bir 
(one)  

ve 
(and) 

çok 
(many)  

için 
(for)  

ama 
(yet)  

bu 
(this)  

dil 
(language)  

de 
(as well)  

daha 
(more) 
 

IG hiç 
(never)  

ama 
(yet)  

eğitim 
(education)  

fakat 
(but)  

konuşma 
(speaking)  

kötü 
(imperfect)  

yanlış 
(inefficient)  

sınıftan 
(since 
grade) 

bize 
(to us)  

seviyorum  
(I like) 
  

CHI2 ama 
(yet)  

hiç 
(never)  

seviyorum  
(I like)  

fakat 
(but)  

kötü 
(imperfect)  

eğitim 
(education)  

konuşma 
(speaking)  

sınıftan 
(since 
grade) 

yanlış 
(inefficient)  

yetersiz 
(insufficient)  
 

DFSS ama 
(yet)  

hiç 
(never)  

seviyorum 
(I like)  

 çok 
(many)  

bir 
(one)  

dil 
(language)  

ve 
(and)  

için 
(for)  

daha 
(more)  

iyi 
(well)  

 
The top 10 features that were obtained as a result of feature set analysis are highly discriminative in 

terms of assessing student feelings toward EFL learning. For instance, the top features associated with 
positive feelings are güzel=nice, iyi=good/well/nice well, zevk=joy, eğlenceli=joyful, seviyorum=I like. 
These features show that students throughout the right end (positive end) of the affective continuum 
frequently describe EFL learning process with these words. Regarding the features associated with negative 
feelings, the most frequent words are kötü=imperfect, yanlış=inefficient, zor=difficult, yetersiz=insufficient 
and the students placed throughout the left end (negative end) of the affective continuum use these words to 
describe their feelings for EFL learning. Although, some features among the top 10 seem neutral, when the 
dataset is examined, these features may be associated with the negative end of the continuum. For example, 
the features “hiç=never, sınıftan=since grade, eğitim=education, konuşma=speaking, okul=school, and 
ders=course” are mostly used by the students to express that “they have never learned English language 
because of imperfect/insufficient/inefficient education system/teachers/courses although they have been 
learning it since the second grade of primary school” and “they have never improved their speaking skills as 
teachers don’t prefer speaking activities, so they want more speaking-centred English courses”. The linkers 
expressing contrast like ama=yet or fakat=but and the linkers expressing a parallel idea like de=as well, or 
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ve=and show neither negative nor positive feelings of students. Likewise, some verb stems like sev=like, 
ol=be/become, yap=do, öğren=learn were assessed neutral as they do not express any feelings either negative 
or positive. 

 
Discussion 
This study has two main purposes. The initial purpose of the present study is to create a new Turkish 

dataset about the affective characteristics of EFL learners. The second purpose is to place learners along a 
continuum based on their affective characteristics as EFL learners via machine learning.  In line with these 
purposes, written self-reports of 475 students from 5 different faculties (engineering, tourism, business and 
management and education) in 3 state universities in Turkey were collected and then manually assigned by 
the researchers one of three labels: 1:positive, 2:negative, and 3:neutral.  

Considering the manual classification of learners’ self-reports, these 3 groups of students could be 
placed along an affective continuum as illustrated in figure 2. 

 
 

Figure 2. Classification of learners’ self-reports along an affective continuum 

Regarding the automatic classification of EFL learners’ self-reported text documents, the accuracy rate 
of classification via five different FSMs and two different classifiers changes from 90.06% to 84.32% on 
AC-2 dataset including two classes that are positive and negative. Similarly, on AC-3 dataset including three 
classes that are positive, negative, and neutral, the accuracy rate of classification via five different FSMs and 
two different classifiers changes from 71.79% to 63.83%. The results of the FSMs show that automatic 
classification confirms the manual classification to a great extent and machine learning methods could be 
used to classify students along an affective continuum according to their affective characteristics as EFL 
learners. While the accuracy rate is quite high for the two-class dataset, it is slightly lower for the three-class 
dataset. Moreover, feature set analyses for both datasets have proved that the most frequent top-10 words are 
highly discriminative in terms of assessing student feelings toward EFL learning. Thus, machine learning 
methods are appropriate for discriminating expressions students use to express their feelings for EFL 
learning. 

Considering the significance of affective characteristics in EFL learning, methods helping practitioners 
or researchers detect affective features of students will contribute both to the related body of literature and 
in-class practices. This study could be assessed as the first step of using computerized methods in defining 
affective factors and needs to be elaborated with further studies. Also, it presents a time-and-effort-efficient 
method for practitioners to detect the affective characteristics of their students. Another point is that as far as 
we know, there isn’t an existing study in which FSMs and classifiers are used in order to automatically 
classify text documents including EFL learners’ feelings.  Hence, we could state that the present study is 
unique and is expected to fill a gap regarding data science applications in EFL learning. 

Regarding the future work, similar investigations could be carried out for different languages and 
language learning settings, e.g. ESL (English as a Second Language) or ESP (English for Specific Purposes). 
In particular, feelings of students learning Turkish as a second language in TOMERs (Center for Teaching 
Turkish Language) in state universities in Turkey seem worthy of concern. Moreover, similar studies could 
be carried out for individual affective characteristics such as attitude, motivation, or anxiety. For instance, 
EFL students could be placed along a continuum according to their level of positive or negative attitudes 
toward EFL learning process. Last, as a follow-up study, in addition to placing students along the continuum 
in groups, studies investigating placement of individual students along a continuum could be conducted. 
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