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Abstract
When engaging in outcomes assessment, higher education professionals (i.e., faculty, 

student affairs educators) are expected to gather reliable data and make valid inferences. 
Decisions about how to measure student learning and development outcomes impact 

inferences about the achievement of outcomes and determination of improvement 
efforts. Professionals may search for existing outcome measures due to lack of experience 
in the challenging instrument development process and/or the time required to construct 

a high-quality measure. To support professionals in their search, we created a tool that 
describes relevant repositories of measures. Given most professionals lack training in 

psychometrics, we purposefully categorized these repositories by the level of guidance 
they provide when selecting a measure. That is, in addition to identifying an existing 
measure and summarizing the measure’s psychometric properties, some repositories 

provide an evaluation of the measure’s quality. This resource facilitates the collection of 
high-quality data that informs valid inferences about student outcomes. AUTHORS
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“What’s A Good Measure Of  That 
Outcome?” Resources To Find Existing And 

Psychometrically Sound Measures

	 Student learning and development outcomes assessment is challenging and 
time consuming. The typical outcomes assessment process involves six general steps. The 
process begins by specifying measurable student learning and development outcomes—
what students should know, value/appreciate, or be able to do (Step 1). These outcomes 
direct the activities completed during the remaining steps of the process. Faculty and 
student affairs educators map programming to the outcomes (Step 2). Evidence-informed 
programming (e.g., activities, pedagogies, strategies) that facilitates students achieving 
the desired outcomes should be intentionally selected (e.g., Finney & Buchanan, 2021; 
Finney et al., 2021; Horst, et al., 2021; Pope et al., in press; Pope et al., 2019; Smith & 
Finney, 2020). Once programming is mapped to outcomes, professionals must decide how 
to measure the outcomes (Step 3). A measure of an outcome (e.g., test, rubric, inventory, 
observational protocol) can be selected from existing measures or created. Inferences about 
student learning and development, and, in turn, program effectiveness are drawn from 
data gathered using these measures. Therefore, careful attention must be paid to how well 
measures align with intended outcomes, along with the measures’ sensitivity to program 
impact (Bandalos, 2018; Suskie, 2009). The next steps (Steps 4 and 5) involve collecting 
implementation fidelity and outcomes data (e.g., Gerstner & Finney, 2013; Smith, et al., 
2017, 2019). These data are then integrated, analyzed, interpreted, and reported (Step 
6). Educators use the results to guide programming changes (Step 7), as the purpose of 
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the assessment process is to make data-based program modifications to improve student 
learning and development (Fulcher, et al., 2014). 

	 Each step of the assessment process can be unpacked into more precise activities 
that involve particular skills (e.g., analyzing data, distinguishing between related but 
different outcomes, evaluating evidence of effectiveness). Our focus in the current paper 
is on determining how to measure outcomes (Step 3). Correct inferences about student 
ability, attitudes, skills, and behavior necessitate high-quality measures of those outcomes 
(Bandalos, 2018). Determining whether a high-quality measure exists or should be created 
is an essential activity at this step. Creation of a measure that allows for valid inferences 
requires a deep understanding of the outcome domain (e.g., critical thinking, intercultural 
competence, quantitative reasoning, career decisiveness, writing ability, ethical reasoning); 
skills to develop instructions, items, rubrics, or tasks that reflect the construct; an 
understanding of appropriate reliability and validity evidence, how to collect it, and how to 
interpret it; and pilot testing to improve the measure’s psychometric properties. Although 
selection of an existing measure does not require skills to create a new measure or the study 
of its functioning, it does require an understanding of the outcome domain, a recognition of 
the need for relevant psychometric information, and skills to interpret those psychometric 
properties. In short, creation or selection of psychometrically-sound outcome measures 
both entail numerous competencies.

	 Faculty engaging in outcomes assessment are trained in a variety of disciplines 
(Leaderman & Polychronopoulos, 2019), and many are not formally trained in outcomes 
assessment via masters or doctoral programs (Hutchings, 2010; Nicholas & Slotnick, 
2018). They instead gain knowledge, skills, and appreciation for assessment via workshops, 
conference presentations, webinars, and self-directed study (Curtis, et al., 2020). 
Unfortunately, there is rarely intentional, coherent sequencing of training opportunities, 
and many are targeted to novices. In turn, these trainings may not result in the depth of 
understanding and skill necessary for measurement-related concepts (e.g., reliability, 
validity, standard setting, factor analysis). 

	 Unlike faculty landing in assessment positions from various domains across academic 
affairs (e.g., English, business), student affairs professionals are expected to understand and 
practice outcomes assessment (Finney & Horst, 2019a, 2019b). Yet, formal preparation 
programs may offer little training in measurement (e.g., Biddix et al., 2020; Cooper et al., 
2016). According to Jablonski and colleagues (2006), “Even students from some of our best 
[student affairs] programs are inadequately trained in research, evaluation, and assessment.” 
(p. 187). 

	 Nonetheless, there are expectations regarding responsible practice in educational 
measurement. The preeminent source is The Standards for Educational and Psychological 
Testing (AERA, APA & NCME, 2014), which applies to anyone creating measures, gathering 
data, and using scores. Moreover, standards or competencies related to measurement and 
assessment have been created by education organizations (see Table 1). 

	 In student affairs, several organizations have created documents that detail 
expectations related to the selection or development of outcome measures: the Assessment 
Skills and Knowledge (ASK) Standards (2006) created by the American College Personnel 
Association (ACPA), the Professional Competencies (2015, 2016) created jointly by ACPA 
and the Student Affairs Administrators in Higher Education Association (NASPA), and 
the CAS Standards (2019) created by the Council for the Advancement of Standards in 
Higher Education. The difficulty in measuring outcomes of student affairs and co-curricular 
programs has been acknowledged (ACPA, 2006, p. 4): “In student affairs, the articulation 
and assessment of student learning has been especially challenging given the complex 
psychosocial and cognitive constructs that are the hallmarks of our work with students. 
Messy constructs such as leadership, citizenship, appreciation for diversity, critical and 
ethical judgement, and a host of interpersonal and intrapersonal intelligences present 
unique measurement issues.” These “measurement issues” require measurement skills.

	 In the Assessment Skills Framework, Horst and Prendergast (2020) outlined 
the knowledge, skills, and attitudes important for assessment in higher education. They 
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categorized each domain by skill level: novice, intermediate, and advanced. Regarding the 
measurement of student learning and development outcomes, there were six domains: 
evaluate instruments for alignment, evaluate instruments for context and resource 
considerations, evaluate instruments for reliability and validity, design selected response 
measures, design non-cognitive measures, and design performance assessments. In Table 1, 
we listed novice-level skills (i.e., providing basic explanations of concepts). Professionals at 
the intermediate and advanced levels (not listed) can provide detailed explanations and apply 
knowledge to real assessment efforts. More general than the Assessment Skills Framework, 
The Code of Professional Responsibilities in Educational Measurement (1995) serves as a 
guide for anyone engaged in educational assessment, including faculty and staff assessing 
student learning and development. 

	 In academic affairs, The Standards for Teacher Competence in Educational 
Assessment of Students were developed to guide teacher educators in teacher education 
programs, to offer a mechanism for self-assessment by teachers, and to serve as a framework 
for workshop content (Brookhart, 2011). If teachers and teacher educators demonstrated 
the listed competencies, they may be sought out for consultation by those engaged in higher 
education outcomes assessment (Kerr et al., 2020). Unfortunately, even the profession of 
teaching, which involves a tremendous amount of testing and interpretation of scores, does 
not consistently provide instruction in measurement during formal training (Lukin et al., 
2004; Plake et al., 1993; Wise, 1993). If a formal course in measurement is available, the 
course may not provide instruction on all topics relevant to assessment-related work due to 
the numerous topics covered in such a course, the diverse needs of students, and the level 
of preparation of students (Bandalos & Kopp, 2012). 

	 We agree that the competencies listed in Table 1 are necessary to engage in high-
quality assessment practice, and, like others (Curtis, et al., 2020), we are concerned that 
educators practicing outcomes assessment have not engaged in formal training or self-
directed study to meet these expectations. Because construction of a new measure is time 
intensive, requiring training in item writing and measurement prior to creating the measure, 
it is most efficient to identify existing measures. If no existing measures can be located or 
none are of sufficient quality, then the time-consuming process of creating a new measure 
should be pursued. Unfortunately, resources to guide locating and selecting high-quality 
existing measures are not well-advertised or organized. Thus, to facilitate the assessment 
of student learning and development outcomes using high-quality measures, we provide a 
didactic resource to foster the use of repositories of measures. 

 	 Our resource differs from previous summaries of available surveys and measures 
used in post-secondary settings. For example, a 2001 American Council on Education 
and Association for Institutional Research report summarized the characteristics of 27 
national assessments of institutional quality (Borden & Owens, 2001). These assessments 
include surveys students complete prior to enrollment (e.g., expectations about college), 
while enrolled in college (e.g., perceptions of college experiences, satisfaction), and after 
graduation (e.g., reflections on the impact of college). The report also included a few 
commercial measures of student learning outcomes (e.g., writing, critical thinking). Unlike 
the measurement repositories we describe below, this report does not discuss the quality of 
these measures. Although decades old, this report is useful in that it reflects the type of data 
collected to address accountability and improvement 20 years ago (prevalence of surveys 
collecting perceptions of college and institutions). Currently, high-quality accountability 
and improvement efforts emphasize student learning and development outcomes tied to 
intentional programming, which necessitates high-quality measures of these outcomes. 

Description of  the New Resource: Organization of  Measurement 
Repositories

	 To facilitate faculty members’, student affairs professionals’, and assessment 
specialists’ search for measures, we created a resource that identifies and organizes 
measurement repositories relevant to higher education outcomes. Repositories of existing 
measures differ in their utility; thus, we sorted them into three tiers according to the 
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https://www.rpajournal.com/dev/wp-content/uploads/2022/02/Supplemental_Resources-to-find-existing-measures.pdf
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Table 1
Professional standards and competences related to the development or selection of 
outcome measures

ACPA ASK 
Standards

ACPA  
NASPA 

Competencies

CAS Standards Assessment Skills 
Framework  

(novice-level only)

Professional  
Responsibilities in 

Educational Measurement

Teacher Competencies  
in Assessment

Identify strengths 
and weaknesses
of existing 
measures

Select measures 
that fit with 
assessment 
purposes

Ensure measures 
and methods 
are rigorous 
and reflect the 
characteristics 
of validity, 
reliability, and 
trustworthiness

Describe basic types of 
instruments and intended uses 
(e.g., indirect, direct, selected 
response, constructed response, 
cognitive, non-cognitive)

Conduct thorough  
evaluation of available 
measures that may be  
valid for intended uses

Skilled in selecting 
assessment methods 
appropriate for 
instructional decisions

Create measure  
with effective 
wording, format,  
and appropriate
administration 
method

Utilize student 
learning and 
development 
research to inform 
content and design 
of assessment tools

Employ multiple 
measures and 
methods of  
data collection

Describe pros and cons  
of selecting an existing  
measure versus

Inform users of 
appropriateness of  
assessment for intended use, 
protection of examinee rights, 
costs, known consequences  
and limitations

Skilled in developing 
assessment methods 
appropriate for 
instructional decisions

Select most
appropriate
measure for
desired outcome

Facilitate 
appropriate 
data collection 
for assessment 
purposes

Implement 
assessment process 
that is culturally 
responsive, 
inclusive,  
and equitable

Describe advantages and 
disadvantages of using  
different types of measures

Select measure based on 
evidence of technical quality 
not insubstantial claims

Skilled in administering, 
scoring, and interpreting 
results of both externally 
produced and self-produced 
assessments

Develop rubrics Assess legitimacy 
and validity of 
various methods of 
data collection

Use methods 
and measures 
that allow for 
the collection of 
data that reflect 
intended outcomes

Match instrument to SLO Comply with  
security precaution

Skilled in using assessment 
results when making 
decisions about students, 
instruction, developing 
curriculum, and 
improvement

Determine manner  
in which those  
with disabilities  
will use measure

Use culturally 
relevant and 
culturally 
appropriate 
terminology

Describe pros and cons of 
using commercial versus non-
commercial measures

Plan accommodations for  
test-takers with disabilities 
when developing assessments

Skilled in communicating 
assessment results to 
students, parents, and 
other educators

Review a measure 
for inclusive and 
accessible language

Acknowledge importance  
of considering reliability  
and validity when  
selecting measure

Ensure assessments are 
developed to meet technical 
and legal standards

Skilled in recognizing 
unethical, illegal, and 
otherwise inappropriate 
assessment methods 
and uses of assessment 
information

Use measure with 
rigor appropriate  
for intended use

Describe common  
types of reliability  
and validity evidence

Caution users against most 
likely misinterpretations/
misuses of data

Identify components of 
multiple-choice item  
(e.g., stem, distractor)

Correct substantive 
inaccuracies in assessments as 
soon as feasible

Identify best practices for 
constructing selected response 
measures (e.g., use test 
blueprint, pilot items, revise)

Develop assessments free from 
bias due to characteristics 
irrelevant to construct being 
measured, such as gender, age, 
ethnicity, disability, SES

Identify characteristics of 
non-cognitive measures (e.g., 
variety of response options)

Develop score reports that 
promote understanding 
assessment results

Identify best practice for 
constructing noncognitive 
measures

Recommend against 
assessment likely to be 
administered, scored, and 
used in invalid manner for 
reasons of race, ethnicity, age, 
gender, disability, language 
background, SES, or religion

Identify basic rubric 
components (e.g., rating  
scale, scoring criteria)

Make information available 
about steps to develop and 
score assessment, including 
current information regarding 
reliability, validity, scoring and 
reporting

Distinguish holistic and 
analytic rubrics  
(advantages of each)
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information they provide. Some repositories simply identify measures aligned with a 
particular outcome and indicate where the measures can be found (what we refer to as Tier 
Three repositories). Other repositories include a summary of the psychometric information 
associated with the measure (what we refer to as Tier Two repositories). The most helpful 
repositories, in our opinion, are those that provide a review or rating of the measure’s quality 
given the psychometric information (what we refer to as Tier One repositories). 

	 For each repository, we provide its name and web link, description of the resource, 
information provided about the measures’ characteristics and quality, and five example 
measures. These five measures serve simply as exemplars and a mechanism to quickly 
access and examine the database. 

	 Each repository is further labeled by the CAS Learning Outcomes Domains. CAS 
“promotes standards to enhance opportunities for student learning and development 
from higher education programs and services” (CAS, 2015, para. 1). CAS has developed 
six student outcome domains: knowledge acquisition, construction, integration, and 
application; cognitive complexity; intrapersonal development; interpersonal competence; 
humanitarianism and civic engagement; and practical competence. All six domains are listed 
for each repository, and the specific domains that the repository includes are bolded and *. 
For example, the database “emerge” has knowledge acquisition, construction, integration, 
and application; interpersonal competence; and practical competence bolded and *. Hence, 
in this repository, you will find measures that align with those specific student learning and 
development domains. For those who do not use the CAS outcome domains, but rather 
outcomes specified by the Liberal Education and America’s Promise (LEAP) initiative, the 
Degree Qualifications Profile (DQP), Learning Reconsidered, or other organizations, CAS 
created a useful crosswalk of outcomes by organization to show their overlap. 

	 To create our resource, we independently searched the internet for measurement 
repositories and concatenated the repositories we each found. We independently studied 
each repository to contribute to its description and example measures before identifying the 
appropriate tier and relevant CAS outcomes. We then excluded measurement repositories if 
they did not include measures relevant for the higher education context and population. Two 
students (one graduate and one undergraduate) examined the new resource and provided us 
with feedback (e.g., broken links, incomplete directions to access resource). We then piloted 
the resource during a week-long professional development session offered to United States 
and international faculty and student affairs professionals. 

How to Use the New Resource: Didactic Examples
	 To facilitate familiarity and use of this resource, we walk through two repositories in 
each tier and explain the type of information and psychometric evaluation they provide. 

Tier One 
	 Repositories in Tier One provide psychometric information (e.g., reliability of 
scores, validity evidence) as well as their own rating of the quality of the measure. This 
rating can be in the form of a number, statement, or recommendation for use. Ratings may 
not be provided for every measure but are available for the majority of measures in the 
repository. We consider repositories in this tier of the highest utility to select evidence-
informed existing measures.

Mental Measurements Yearbook (MMY) Series 
	 Tier One houses the Mental Measurements Yearbook (MMY) series, which is 
published by the Buros Center for Testing (Carlson et al., 2017). The MMY addresses the 
need for informed test evaluation by offering expert reviews of existing measures. Typically, 
detailed descriptions of the measures referenced in the MMY are provided, along with two 
reviews conducted by volunteer professional measurement experts. Volunteer reviewers 
are selected for each measure based on their domain-specific knowledge and training in 
measurement and psychometric evaluation. They also must carry a terminal degree (e.g., 
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http://standards.cas.edu/getpdf.cfm?PDF=D87A29DC-D1D6-D014-83AA8667902C480B
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PhD, PsyD, EdD). To qualify for a review in MMY, a measure must be commercial, available 
in the English language, new or widely used, and provide psychometric qualities (e.g., 
reliability estimates, validity evidence). Reviews published in the MMY can be accessed 
through electronic databases, such as EBSCO or Ovid, to which many academic libraries 
subscribe. Additionally, the Buros Center for Testing offers a Test Reviews Online service, 
through which reviews for a particular test can be purchased. 

	 To demonstrate the utility of MMY for selecting an existing measure, we searched for 
measures of critical thinking, a common student learning outcome in higher education. The 
Cornell Critical Thinking Test (CCTT; Ennis et al., 1985) was one of the tests identified by 
our search. The MMY test entry for the CCTT first provides descriptive information about 
the measure, including authors of the test, publication date, publisher information, purpose, 
population, scores, administration mode, testing time, price, name of MMY reviewers, 
yearbook volume in which the test appears, and relevant references (Carlson et al., 2017). 
Next, the two professional reviews of the measure are provided. The reviews typically 
summarize the developmental history of the measure, the norming samples, and evidence 
of technical quality provided by the test developers in the test manual. Following that, the 
reviewers provide their own commentary and recommendation for use of the measure. Test 
entries are often concluded with references to articles, manuals, or books that informed the 
experts’ reviews. 

	 For example, the first reviewer of the CCTT noted that “the Cornell Critical Thinking 
Test provides an objective method for evaluating critical thinking abilities that have been 
identified as necessary for individuals to respond appropriately to problems encountered 
in our complex world” (Porter, 2017). The second reviewer stated that the data presented 
supports the use of the test, but also noted the need for further empirical evidence to 
support the inferences made based on the test’s scores. Specifically, the CCTT may not be 
appropriate for individual decision-making (Schafer, 2017). Overall, the reviewers support 
the use of the measure for the purposes of outcomes assessment or program evaluation, but 
advise against its use for making critical, person-level decisions. Such comprehensive and 
insightful appraisal of the measure and its appropriate use affords valuable information for 
informed measure selection. 

Evidence-Based Measures of  Empowerment for Research on Gender 
Equality (EMERGE) 
	 EMERGE (2017a) is another Tier One repository that offers expert evaluation of 
carefully curated measures that assess knowledge, attitudes, and behaviors relating to 
gender equality and empowerment. Measures housed in the repository were selected with 
the help of gender equality and empowerment experts and reviews of available literature. 
For a measure to be included, it must have the following characteristics: quantitative in 
nature; published in either a national or international survey, or a peer-reviewed journal 
with impact factor ≥ 1; and include empirical evidence for reliability and validity. 

	 To provide ratings of the psychometric quality and utility of the measures, trained 
EMERGE staff score each measure (EMERGE, 2017b). The psychometric properties 
rated include the following aspects: formative research (qualitative research, theoretical 
framework, expert input, and pilot testing), reliability (internal consistency, test-retest, and 
inter-rater reliability), and validity evidence (content, face, criterion, and construct forms 
of validity). The scores for the three psychometrics aspects are aggregated into a total score: 
“Low” (≤ 33.3%) “Medium” (33.4% - 66.6%), “High” (≥ 66.7%), or “No Data” if the measure 
could not be scored. Another score utilizes information provided by Google Scholar on the 
number of citations of the measure’s primary source: “Low” (< 20 citations), “Medium” (20 
- 49 citations), “High” (≥ 50 citations), or “No Data” if the Google Scholar citation record is 
not available. 

	 An example of a measure found in this repository is the Illinois Rape Myth Acceptance 
Scale (Payne et al., 1999). This measure may be useful for university bystander intervention 
programs designed to influence outcomes related to intervening in a potential assault. 
EMERGE provides a brief description of the measure, its purpose, intended population, 
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intended age range, list of items, response scale (e.g., Likert, multiple choice), and the 
measure’s primary citation. EMERGE staff’s ratings of the measure’s psychometric properties 
and citation frequency is highlighted and explained (i.e., whether each of the scoring aspects 
received full or partial points, were not assessed, or were not applicable). This measure 
received a “high” psychometric score (EMERGE, 2017c), which would support its use as 
an outcome measure. Another valuable resource found on the EMERGE site is a report 
explaining how to utilize measurement in the field of gender equality and empowerment, 
how to identify psychometrically sound measures, and how to adapt a measure to different 
cultural contexts (Bhan et al., 2017).

Tier Two
	 Tier Two repositories provide psychometric information (e.g., reliability, validity) 
for the measures, but do not provide their own rating of the quality of the measures. 
Psychometrics may not be provided for every measure but are available for most measures 
in the databases. The majority of the repositories in our resource fall in this category. Below 
we provide two examples.

RAND Educational Assessment Finder
	 The RAND Educational Assessment Finder (RAND Corporation, n.d.) requires that 
included measures reflect interpersonal (e.g., empathy, leadership), intrapersonal (e.g., 
adaptability, perseverance), or higher-order thinking constructs (e.g., critical thinking, 
creativity), are appropriate for use in educational settings, and are appropriate for populations 
of students in the United States. To summarize the psychometric quality of a measure, 
RAND professionals read the publicly available studies that examined the reliability and/or 
validity of the measure. The psychometric summaries RAND creates are then shared with 
the measures’ developers to provide any corrections before the summaries are published in 
the repository. The RAND Education Assessment Finder includes both commercial and non-
commercial (i.e., free) measures and identifying free measures is facilitated by the “Fee for 
Use” search filter (Schweig, et al., 2018).

	 The Cornell Critical Thinking Test (CCTT; Ennis et al., 1985) can be found in 
the RAND Education Assessment Finder, but the information this repository provides 
lacks the expert reviews provided by the Tier One MMY repository. The RAND Education 
Assessment Finder summarizes the following aspects of the measure: purpose, publication 
year, administration method, number of items, item format, administration time, available 
languages, fee, scoring, interpretive information, reliability evidence, validity evidence, 
links to obtain a copy of the measure, and references (RAND Corporation, 2018). Given the 
lack of review or rating conducted by measurement experts, the user manual of the RAND 
repository states that “because interpreting validity evidence is complex and generally 
requires measurement expertise, users are encouraged to seek input from measurement 
experts to evaluate the adequacy and relevance of the available evidence for a particular 
assessment purpose” (Hamilton et al., 2018, p. 11).

ETS Research Report Series 
	 Educational Testing Services (ETS) publishes the ETS Research Report Series 
journal. This journal, which is freely accessible via the Wiley Online Library, includes 
resources related to psychometric and statistical methods, educational evaluation, and 
large-scale assessment. Highly relevant to higher education outcomes assessment are the 
syntheses of current literature on measures of pertinent student learning outcomes (e.g., 
quantitative literacy, intercultural competence, written communication, critical thinking). 
The syntheses contain information on the development of the outcome measures, the 
available reliability and validity information, target populations, and typically conclude 
with future directions for assessment in that domain. These reports are classified in Tier 
Two because they detail the psychometric properties of the measures, but do not include 
conclusions or interpretations regarding the psychometric quality of the measures. 
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	 An example report from the ETS Research Report Series provides the current state 
of assessment of civic competency and engagement in higher education (Torney-Purta et al., 
2015). The report includes current definitions and conceptualizations of the construct in 
addition to (over 25) available measures. Measures are contrasted in terms of themes, test 
developer, test format, and length. The report discusses implications related to the reliability 
of scores and the validity inferences for such a multifaceted outcome. The report ends with a 
proposed framework for future assessments of civic competency and engagement to facilitate 
better measurement. 

Tier Three 
	 Unlike Tier One and Two, repositories in Tier Three do not provide psychometric 
information (e.g., reliability, validity) for the measures or their own rating of the quality of the 
measures. Often, the psychometric information can be found in the linked source articles. 

PsycTests 
	 PsycTests is a repository produced by the American Psychological Association 
(2021). It holds more than 60,000 measures, many of which are free to use. The measures 
are collected from various sources: directly from authors, peer-reviewed journals, books, 
dissertations, and websites. 

	 Returning to our example of finding an existing measure of critical thinking, we 
searched PsycTests. The Halpern Critical Thinking Assessment (HCTA; Halpern, 2010) 
emerged as an option. The repository provided a “Master Test Profile” for the HCTA that 
included a description of the test, its purpose, the developer’s contact information, and 
whether it is commercial, among other basic pieces of information. Typically, no information 
regarding reliability or validity is provided. If psychometric information is available in the 
original source of the test, the PsycTest entry will include the information, but no professional 
review of such information is provided. Thus, the amount of information provided by this 
Tier Three repository is limited compared to that provided by repositories from Tier One 
and Tier Two. 

Assessment and Curriculum Support Center 
	 Another Tier Three repository is the Assessment and Curriculum Support Center 
at the University of Hawai’i at Mānoa (Assessment and Curriculum Support Center, 
2020). This center specializes in assessment of learning outcomes for improvement, 
and it includes a collection of rubrics used to assess outcomes such as civic knowledge, 
collaboration, critical thinking, ethical deliberation, integrative learning, information 
literacy, intercultural knowledge, and others. The repository contains links to the original 
sources of the rubrics. As such, it is a collection of performance assessments but does 
not review their psychometric quality. The user is encouraged to collaborate with an 
assessment expert to evaluate these measures. 

Discussion
	 Our goal was to create a resource of measurement repositories that supports 
educators’ search for high-quality measures. These repositories can increase efficiency in 
the outcomes assessment process and the trustworthiness of resulting scores. However, 
we want to stress that high-quality scores and valid inferences require more than quality 
measures. Students may have negative attitudes (Zilberberg, et al., 2012; Zilberberg, et al., 
2013; Zilberberg, et al., 2014) or emotions (Finney, Perkins & Satkus, 2020; Finney, Satkus, 
& Perkins, 2020) toward higher education outcomes assessment initiatives. Thus, students 
may not be motivated to provide valid responses (Barry et al., 2010; Wise & DeMars, 2005) 
or attend testing sessions (Brown & Finney, 2011; Kopp & Finney, 2013; Swerdzewski et al., 
2009). In turn, professionals should engage in strategies to increase examinee motivation 
(Barry & Finney, 2009; Finney, et al., 2016; Myers & Finney, 2021) or analyses that address 
the lack of motivation (Swerdzewski et al., 2011; Wise & DeMars, 2010). 
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	 Beyond identifying and evaluating existing measures, repositories of measures 
have additional benefits for faculty, student affairs educators, and assessment specialists. 
Measurement repositories showcase the various definitions and operationalization of 
what some professionals assume to be simple outcomes. They force educators to clearly 
articulate the outcome of interest given the number of different but related outcome 
measures that exist. They counter vague language describing outcomes, which facilitates 
alignment between outcomes and effective programming. Moreover, identifying high-
quality existing measures promotes common measurement of outcomes and comparison 
of results across different programming, teaching approaches, and institutions.  

Organizations or individuals responsible for a group of programs could 
consider using [measurement repositories] to identify and endorse a specific 
set of outcome measures that are both reliable and valid for the populations 
served across a variety of domains. Endorsing a specific set of outcome 
measures could allow for consistency in tracking core outcomes or indicators 
of effectiveness across an array of programs (Acosta et al., 2014, p. 3).

	 Measurement repositories also showcase the rigorous process of scale development. 
By reviewing psychometric evidence, they uncover the need for additional psychometric 
study before trustworthy inferences can be made about student learning and development 
on our campuses. 
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