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Introduction

Validated observation systems have figured 
prominently in the teacher evaluation and devel-
opment landscape over the past decade. At pres-
ent, all 50 states have policies requiring that 
formal observations be included in teacher evalu-
ation systems. Incentivized by federal efforts to 
improve teaching (e.g., Race to the Top, Every 
Student Succeeds Act), states and districts have 
adopted observation systems that can be used in 
standardized ways with all teachers (Steinberg & 
Donaldson, 2016).

Districts commonly use observation systems 
for two purposes—to inform human capital deci-
sions and to guide teacher improvement efforts. 
When included in formal teacher evaluation, 
observation scores provide data on the quality of 
a teacher’s professional practice and complement 
other information, such as student academic 
progress. When used for teacher improvement, 
observation scores guide administrators and 
teachers in identifying instructional practices 
where teachers need further professional devel-
opment. More generally, observation systems 
often become the organizational framework 
through which districts focus their instructional 
program (e.g., Donaldson & Woulfin, 2018), sig-
naling to teachers and administrators what good 
teaching looks like.

Although there is a large, growing body of 
research on classroom observation systems in 
teacher evaluation, an important question 
remains largely unanswered: How well do com-
mon observation systems1 capture the full range 
of teaching skills and behaviors needed to pro-
vide effective instruction? Researchers have 
demonstrated that effective teaching depends on 
a variety of factors, including the specific content 
taught and the needs of individual learners (e.g., 
Connor & Morrison, 2016; Morgan et al., 2015; 
Sonnenschein et al., 2010; Xue & Meisels, 2004). 
Notably, when students are first mastering a skill 
or new content, it is often beneficial for them to 
have teachers take on an active role, providing 
what the literature refers to as explicit and sys-
tematic instruction. For students with disabilities 
(SWDs), many continue to benefit from teachers 
playing an active role, even when solving higher-
order problems (e.g., summarizing text, discuss-
ing essential questions in texts). Conversely, 

students with high levels of prior knowledge or 
skill may need less initial scaffolding from teach-
ers before engaging in instructional approaches 
that prioritize student exploration. From this per-
spective, neither teacher-directed or student-
directed instruction is inherently more effective 
(nor are they always the most appropriate instruc-
tional approach for specific students). Instead, 
successful teachers are those who can deploy a 
full range of instructional methods to meet their 
students’ individualized needs.

But the observation systems required by 
teacher evaluation policies rarely reflect this 
reality. Take the case of Charlotte Danielson’s 
Framework for Teaching (FFT), one of the most 
widely used observation systems in the United 
States. The FFT is meant to be comprehensive in 
nature, capturing a complete picture of a teach-
er’s instructional quality. It is also meant to be 
content agnostic—that is, appropriate for use in a 
variety of subjects, grade levels, and instructional 
contexts. Importantly, the FFT also adheres to 
one specific vision of teaching quality. As 
Danielson (2013) describes, the FFT is based on 
an inquiry-oriented conception of teaching and 
posits that education is most powerful when stu-
dents guide their own learning and teachers take 
on the role of facilitator. For teachers who work 
with students who may benefit more from more 
time engaged in teacher-directed instruction, 
such as special educators, their instruction may 
not be adequately captured by tools that priori-
tize student-centered teaching (Jones & Brownell, 
2014; Morris-Mathews et al., 2020).

Hypothetically, the lack of alignment 
between teaching effectiveness and observation 
systems could have direct negative conse-
quences for teachers, particularly in more high-
stakes uses. But all evidence we have suggests 
that, in practice, teachers receive nearly uni-
formly high observation scores in evaluation 
(Kraft & Gilmour, 2017). If this is the case, 
some might question the extent to which we are 
concerned about misalignment? We argue there 
are a number of reasons that still warrant out 
attention. First, when a district adopts an obser-
vation system, it may signal the importance of 
some practices relative to others. High observa-
tion scores on a tool clearly aligned with stu-
dent-centered instruction provide a signal to 
teachers about their performance and where 
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they might need to invest efforts to improve (or 
not). Such a tool would fail to provide teachers 
with incentives or appropriately targeted infor-
mation for improving practices in ways aligned 
with the needs of students who benefit from 
more teacher-centered practices. Furthermore, 
the use of an observation system only aligned 
with a single perspective on teaching could 
potentially weaken the alignment of a district’s 
professional learning system. As one example, 
we have increasingly seen districts adopt new 
instructional programs aligned with the science 
of reading, which often emphasize teacher-led 
instruction. The success of a district’s curricular 
program or its evaluation policies are likely to 
be undermined when the two don’t align. 
Although we should not expect any single 
observation tool to capture the full range of 
instructional approaches used in schools, 
research has yet to adequately address the trade-
offs of using one tool versus another in evalua-
tion contexts.

Purpose of Our Study

Our study investigates the consequences of 
using observation systems like Danielson’s FFT 
in contexts where student-led instruction is less 
common. We explore the validity evidence that 
supports using the FFT for human capital and 
improvement purposes with special educators, 
specifically those providing instruction to high-
incidence student populations in Grades 3 to 8.2 
Special educators make up approximately 12% 
of teachers in schools, and although this is not a 
majority of teachers, it is a robust minority and 
therefore worthy of consideration through a 
validity lens. It is worth noting that Danielson 
provides scoring supports for observing special 
education instruction; however, these supports 
are not designed for special education teachers 
serving students with high-incidence disabilities 
(e.g., specific learning disabilities), which is the 
largest group of SWDs in schools. Furthermore, 
most states have taken steps to refine their obser-
vation systems for special educators or provide 
supplementation guidance to support the evalua-
tion of these teachers (Gilmour & Jones, 2020).

Drawing on 206 digitally recorded lessons 
from 51 special education teachers in Rhode 

Island, we investigate FFT scores created by 
well-trained raters using standardized scoring 
procedures. We ask two research questions. First, 
to what degree does the FFT provide accurate 
and reliable estimates of teaching quality among 
special education teachers? Then, leveraging the 
same sample of lessons, we ask whether FFT 
scores align with scores on an observation sys-
tem that explicitly captures teacher-directed 
instruction: the Quality of Classroom Instruction 
(QCI) instrument (Doabler et  al., 2015). Our 
findings provide the first comprehensive empiri-
cal evidence of how a popular observation sys-
tem functions for special education teaching.

Aligning Instruction With Students’ Needs

Research from the past three decades provides 
evidence that instructional approaches are most 
effective when they are aligned to students’ prior 
learning; when teachers adhere strictly to a single 
view of teaching, it is likely to have a detrimental 
impact on student learning and long-term out-
comes. From this perspective, all students likely 
benefit from some level of teacher-directed 
instruction (Clements et al., 2013; Cohen, 2018; 
Stockard et al., 2018; Taylor, 2018), and simulta-
neously, no students should be denied opportuni-
ties to develop the higher-level comprehension 
skills that are often best supported through 
inquiry instruction. The issue is the balance 
between the two, and the positive contributions 
of teacher-directed instruction are most pro-
nounced among students with lower levels of ini-
tial skills (Al Otaiba et al., 2011; Connor et al., 
2018; Fuchs et  al., 2009; Mercer et  al., 1996). 
What explains these findings? In research on 
cognition, it is well established that the cognitive 
demands of learning are higher when students 
have limited prior knowledge; when novice 
learners encounter new problems, they have to 
dedicate more working memory to coding new 
information, while experts have the schema nec-
essary to flexibly—and independently—adapt 
new information (Kirschner et al., 2006; Martin, 
2016; Mayer, 2003; Sweller, 1988). In the con-
text of teaching, this means that students with 
limited knowledge are more likely to benefit 
when teachers take a more active role in structur-
ing learning opportunities, making instruction 
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explicit to aid in both recall and retention of key 
skills, routines, and strategies. In contrast, inquiry 
(or student-directed) instruction is more likely to 
lead to deep conceptual understanding when stu-
dents already have the requisite prior knowledge. 
This idea is referred to in the literature as the 
expertise reversal effect (Kalyuga, 2007), or 
alternatively aptitude–treatment interaction 
(Snow, 1989), or more recently, child–instruction 
interaction (e.g., Al Otaiba et al., 2011; Connor 
et al., 2018). According to these theories, depend-
ing on specific skills or strategies, SWDs may 
need to spend more time engaged in explicit, sys-
tematic instruction to support their independent 
participation in inquiry-based instruction. This is 
not to suggest that student-centered approaches 
are not appropriate for SWDs, only that students 
typically need teachers to initially play a scaf-
folding role when they are engaging with new 
skills, strategies, or concepts.

Several studies have documented the relation-
ship between student prior performance and the 
effectiveness of instructional approaches. In a 
series of studies, Connor and colleagues (2004, 
2007, 2009, 2018) have demonstrated that ele-
mentary-grade students make greater growth in 
reading and mathematics when teachers individu-
alize their instructional approaches based on stu-
dents’ needs. That is, when students exhibit low 
levels of skills in reading or math, they benefit 
most from more time in teacher-directed instruc-
tion, and students with higher levels of skill ben-
efit from more student-centered instruction. 
Importantly, as students’ skills improve over the 
course of the year, the recommended amount of 
student-centered instruction increases. Morgan 
et al. (2015) found similar patterns for first-grade 
students in mathematics, drawing on teachers’ 
reports of their instructional practices in the Early 
Childhood Longitudinal Study, Kindergarten 
Class of 2010–11. Their findings suggested that 
students with mathematics difficulties benefited 
more from teacher-directed instruction, while stu-
dents without such difficulties seemed to benefit 
equally from either teacher-directed or student-
directed approaches. These patterns hold across 
several additional studies, with particularly strong 
differences in the early grades (Le et  al., 2006; 
Sonnenschein et al., 2010; Xue & Meisels, 2004). 
Given these findings, we now turn to how instruc-
tion is conceptualized in the FFT and in the spe-
cial education literature, respectively.

FFT’s Conceptualization of Student-Centered 
Teaching.  The FFT is a general observation sys-
tem, developed to be used across grades and sub-
ject areas (Danielson, 1996, 2013). Danielson’s 
FFT divides teaching into four domains: Planning 
and Preparation, Classroom Environment, Instruc-
tion, and Professional Responsibilities. This study 
focuses only on the Classroom Environment and 
Instruction domains (see the appendix).

Although the FFT is intended to be content 
and curriculum agnostic, the FFT is founded in 
an inquiry approach to teaching (Danielson, 
2013). It posits that students guide their own 
learning, and that effective instruction requires 
teachers to play the role of facilitator. Teachers 
can promote students’ construction of under-
standing by enacting strategies that deeply 
engage students in content, promote critical 
thinking and reasoning skills, and encourage stu-
dents in intellectual argumentation (Danielson, 
2013). In this view, teachers encourage student 
autonomy and allow students to direct their own 
inquiry and learning, as well as participate in the 
learning of peers. The FFT also assumes that 
advanced teaching is based upon the extent to 
which student learning is anchored to conceptual 
knowledge (Morris-Mathews et  al., 2020). By 
that, we mean students engage with increasingly 
complex content and apply analysis to discern 
themes, make predictions, and engage in debate 
and open-ended questioning.

The student-led nature of effective instruction 
described in the FFT benefits students with stron-
ger prior academic skills (e.g., Connor et  al., 
2009, 2018). The degree, however, to which such 
instruction, is effective for promoting conceptual 
understanding among students who demonstrate 
delays in their acquisition of foundational skills 
and cognitive and metacognitive strategies (i.e., 
SWDs and other students experiencing low 
achievement) is less established. In the next sec-
tion, we compare this approach to current research 
in special education.

Conceptions of Effective Teaching in Special 
Education and Supporting Research.  Scholars 
from special education assert that SWDs often 
need explicit, systematic instruction to promote 
their acquisition of new concepts, skills, or strat-
egies (Jones & Brownell, 2014; Klingner et al., 
2016; Morris-Mathews et al., 2020). This is not 
to suggest that SWDs cannot or should not be 
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engaged in student-directed instruction, only that 
they likely benefit from additional teacher actions 
to support their development of conceptual 
understanding (Fuchs et al., 2021). Results from 
intervention and observational studies of teach-
ing in special education have demonstrated that 
SWDs learn lower and higher-order concepts and 
skills best when instruction is intensive, teacher-
directed, explicit, and systematic—findings that 
also hold for students experiencing low achieve-
ment in reading, writing, and mathematics.

Explicit, systematic instruction (a) involves 
teacher modeling and controlled practice; (b) is 
highly interactive; (c) uses multiple, repeated 
practice opportunities and consistent feedback; 
and (d) incorporates ongoing progress monitoring 
to see if changes should be made to instruction 
(Doabler et al., 2015; Fuchs et al., 2021; Klingner 
et  al., 2016; Vadasy et  al., 2005; Vaughn et  al., 
2000). Furthermore, teachers apply these instruc-
tional processes systematically—progressing 
from less to more complex skills. Teachers also 
apply skills and strategies with controlled instruc-
tional materials that involve less cognitively 
demanding examples prior to introducing more 
demanding ones. Even when cognitive and meta-
cognitive strategies and conceptual understanding 
are taught using peer-mediated instruction, they 
are modeled first by the teachers and well struc-
tured in terms of specific strategies or skills that 
are applied (e.g., Vaughn et al., 2011).

Although special education teachers use prac-
tices representative of “distinguished” practice 
on the FFT (e.g., questions and assessments are 
used regularly to diagnose evidence of learning 
by individual students), they are also likely to 
rely heavily on practices (e.g., explicit and sys-
tematic instruction) that are not well represented 
in the Instruction domain of the FFT (Morris-
Mathews et  al., 2020). In a systematic content 
analysis of the FFT, in which the authors ana-
lyzed all sentence units within the FFT’s 
Instruction domain, Morris-Mathews and col-
leagues found that the FFT largely excluded 
instructional practices documented as effective 
in special education, math, and reading (e.g., 
Doabler et al., 2015; Wanzek et al., 2013), and in 
observational studies of effective reading and 
special education teachers (Brownell et al., 2009; 
Connor et al., 2009; Johnson et al., 2021). They 
found that practices like explicit and systematic 

instruction were not present in 93% of the sen-
tence units. Furthermore, some aspects of effec-
tive special education instruction—such as 
providing multiple practice opportunities—were 
never mentioned in the tool. Thus, the FFT cap-
tures some practices used to support the learning 
of SWDs; however, it overlooks practices that 
are considered essential to intervention and 
remedial instruction.

Findings from one study that examined the use 
of the FFT for assessing special education teachers 
compared with a tool designed to assess use of 
explicit instruction supported the conclusions of 
Morris-Mathews and colleagues (2020). Johnson 
and colleagues (2020) found that special education 
teachers’ ratings on the FFT systematically differed 
from their ratings on Recognizing Effective Special 
Education (RESET), a tool designed specifically to 
assess explicit instruction. Special education teach-
ers’ performance on RESET was systematically 
higher than their performance on the FFT; of 125 
correlations between performance on RESET and 
the FFT, only 73 were significant and could be con-
sidered moderate to low. Furthermore, in a second 
study using RESET, Johnson and colleagues (2021) 
found, using many-facet Rasch measurement 
(MFRM), that special education teachers’ perfor-
mance on the most difficult items defining explicit 
instruction accounted for 4.5% of the variance in 
the achievement of SWDs.

Collectively, existing research from intervention 
and observations studies raises questions about the 
FFT’s potential for validly capturing the type of 
instruction shown to improve the performance of 
SWDs and other students with low achievement 
who are typically served exclusively by general 
education teachers. Furthermore, if the FFT over-
looks some of these critical practices, it may be of 
limited use for providing feedback to special educa-
tion teachers. With these concerns in mind, we 
introduce a conceptual framework for how we 
might systematically examine the validity of using 
the FFT in the evaluation of special educators.

Conceptual Framework: Examining Validity 
Evidence From Measurement and Functional 

Perspectives

Given questions about the appropriateness of 
using the FFT to capture special education teaching 
practices, we follow M. T. Kane and Wools’ (2019) 
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framework for assessing the validity of classroom 
assessments.3 Specifically, we investigate the 
observation system’s validity evidence from both a 
measurement perspective (i.e., the extent to which 
the assessment is accurate, reliable, and generaliz-
able) and a functional one (i.e., the extent to which 
the assessment supports specific goals). M. T. Kane 
and Wools (2019) argue that effective assessments 
attend to both of these perspectives. In the case of 
observations, we would want to ensure that the 
scores they produce are defensible (for reasons of 
fairness) and they are able to achieve their purpose. 
Cronbach (1988) describes this as the distinction 
between truthfulness and worth. He emphasizes 
that although assessments may be “truthful” (i.e., 
they have adequate measurement characteristics), 
they may or may not be worthwhile. For example, 
if the FFT rank orders special education teachers 
accurately but cannot provide insight into how to 
improve their teaching, scores would be considered 
truthful but have little worth in improvement 
efforts. Furthermore, M. T. Kane and Wools (2019) 
argue that the measurement and functional perspec-
tives are complementary, in that “the relative 
importance of the two perspectives in evaluating an 
assessment will depend on the goals and contexts of 
the assessment” (p. 12). Below, we describe how 
these two perspectives frame our investigation of 
the FFT’s validity in the evaluation of special 
educators.

The Measurement Perspective

A measurement perspective has been used in 
other validation arguments of observation sys-
tems such as the Classroom Assessment Scoring 
System (CLASS), the Mathematical Quality of 
Instruction, and the English Language Learner 
Classroom Observation Instrument (Baker et al., 
2006; Bell et  al., 2012; Mantzicopoulos et  al., 
2018). M. T. Kane and Wools (2019) write,

The measurement perspective views assessments 
primarily as measurement instruments, and as a result, 
it focuses on certain technical criteria, particularly the 
generalizability (or reliability) of scores and their 
accuracy as estimates of the attribute of interest. It 
emphasizes standardization and objectivity. (p. 15)

We consider four aspects of validity generally 
associated with this measurement perspective: 

the accuracy, consistency, bias, and generaliz-
ability of scores (Bell et al., 2012).

Accuracy.  Scores should be accurate. Every 
observation system relies on experts who estab-
lish what each score point means. These experts, 
often called “master raters,” decide what basic or 
proficient or exemplary teaching and learning 
looks like in behavioral terms. If raters do not 
apply ratings in the same ways as master raters, 
the meaning of the observation scores are under-
mined. This has historically been a serious prob-
lem in teacher evaluation, with most teachers 
receiving high scores on observation scales 
despite moderate levels of teaching quality (Kraft 
& Gilmour, 2017; Weisberg et al., 2009).

Consistency.  Scores from the observation sys-
tem should also be consistent. Raters should con-
sistently agree on the quality of the interactions 
they observe. This is analyzed by considering the 
degree to which raters assign the same ratings 
when rating the same lesson, also known as inter-
rater agreement. Another form of reliability con-
cerns the degree to which the observation 
system’s scores reflect variation in teaching, 
rather than variation in facets of the assessment 
system that are not relevant to the construct (Hill 
et  al., 2012). These facets could be raters, les-
sons, or different classroom compositions. Gen-
eralizability studies frequently provide relevant 
evidence on this point (cf. Praetorius et al., 2014).

Bias.  Observation scores can be compromised if 
they are biased. Two sources of potential bias that 
are prevalent in the teacher evaluation context are 
the application of the rating scales and the assign-
ment of raters to lessons. Raters often have exper-
tise with certain populations of students, content 
areas, and general education or special education 
classrooms. This expertise can bias scores in 
unpredictable but systematic ways. For example, 
administrators with special education back-
grounds could potentially rate special educators 
more harshly because they have strong views of 
“good” special education teaching, resulting in 
the assignment of lower scores than would be 
assigned by a rater without special education 
expertise. If the teacher is only ever observed by 
an administrator with a special education back-
ground, this type of bias could potentially result 
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in a teacher receiving systematically lower scores 
than other teachers who are observed by adminis-
trators without a special education background, 
who may tend to assign higher scores.

Generalization.  All observation scores are cre-
ated from only a sample of observed lessons, not 
the universe of lessons we want to characterize. 
For teacher evaluation, we often generalize to a 
year of teaching in all of the classes the teacher 
teachers, but only have observations of two or 
three lessons in a single classroom of students. 
Generalization concerns the degree to which 
generalizing from the sample to the universe is 
appropriate.

The Functional Perspective

A second validity perspective—the functional 
perspective (Cronbach, 1988)—focuses on the 
degree to which an assessment tool supports 
achieving a specific purpose(s). In the case of the 
FFT, we are concerned with the degree to which 
scores support the evaluation and improvement 
of teaching. We are also interested in the degree 
to which scores are likely to minimize undesir-
able outcomes. In the current study, the FFT and 
QCI scores were not used to assign consequences 
to teachers; however, in the tradition of similar 
researcher-created scores (e.g., Hill & Grossman, 
2013; T. J. Kane & Staiger, 2012; Semmelroth & 
Johnson, 2014), we analyze potential conse-
quences in our discussion.

Aligned to the Community’s Views.  The worth of 
the FFT to the two stated purposes depends in 
part on how well it aligns with the special educa-
tion community’s views of teaching quality, par-
ticularly with regard to high-quality special 
education teaching and learning. Their views are 
especially important because they may not be 
well represented among administrators. A recent 
nationally representative survey of principals 
found that only 10% had special education 
degrees (Bettini et al., 2019), and many adminis-
trators have been unable to identify effective 
instructional practices for SWDs in studies based 
on surveys and interviews (e.g., Bays & Crock-
ett, 2007; Steinbrecher et  al., 2015; Stelitano 
et al., 2020). We account for the special educa-
tion community’s perspectives by examining 

FFT scores vis-à-vis an observation system 
reflecting what special educators consider to be 
high-quality teaching.

Support Appropriate Consequences.  To 
improve teaching quality, observation scores 
can be used to inform leadership, certification, 
and probationary decisions (the human capital 
management goal) and to guide professional 
conversations and professional learning oppor-
tunities (the improvement goal). In Rhode 
Island, where our research study is conducted, 
observation scores are combined with other 
measures of teaching quality (e.g., student 
growth). These combined measures are then 
used to assign overall teacher evaluation scores 
that are associated with specific consequences. 
Those consequences include being eligible for 
specific teacher leadership opportunities or 
being put on probationary status, which requires 
more observations and a professional learning 
plan (e.g., Rhode Island Department of Educa-
tion, 2017). The observation scores are also 
used in formalized reflection and improvement 
conversations between administrators and 
teachers, as dictated by state policy.

The appropriateness and fairness of such con-
sequences should be evaluated empirically and 
logically. If, for example, research-based prac-
tices used by special education teachers cause 
them to score lower on an observation tool, those 
teachers may be encouraged to use other prac-
tices that score higher on the FFT. Such an out-
come would undermine the worth of the scores 
because they would encourage teachers to use 
practices not viewed as effective practice in the 
special education community.

Our study did not involve consequences for 
teachers; therefore, we focus our analysis (and dis-
cussion) on the degree to which FFT scores may 
support teaching improvement conversations.

To summarize, validating the use of the FFT 
to evaluate special educators in the current policy 
environment will require measurement and func-
tional evidence, or, information supporting the 
system’s truthfulness and worth. Our study seeks 
to investigate such evidence. Our first research 
aim—examining whether the scores produced on 
FFT are accurate and reliable—draws on the 
measurement perspective of validity. The sec-
ond—examining whether FFT provides similar 
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information about teaching as the QCI—draws 
on the functional perspective.

Method

The current study was designed to validate the 
FFT for identifying effective special educators, as 
required in many states’ teacher evaluation 
policies.

Teacher Sample

We recruited a sample of elementary and mid-
dle school special educators (N = 51) from 
Rhode Island.4 We secured data from the state for 
the purpose of comparing the sample teachers to 
the broader population of special education 
teachers in Grades 3 to 8 in Rhode Island schools. 
Approximately 51% of the teachers in our sam-
ple were elementary school teachers (n = 26); 
the remaining 49% taught middle school students 
(n = 25). With volunteer samples such as ours, 
there are always concerns that the sample varies 
in meaningful ways from the target population. 
Using the data available to us, the teachers 
appeared to have similar levels of experience as 
those across the state; our 51 teachers had 11.05 
years of experience on average, compared with 
the statewide average of 11.53 years among spe-
cial educators (n = 11,960). The teachers in our 
sample did have higher evaluation scores on the 
statewide evaluation system than the broader 
population (3.63 vs. 3.50 on a 4-point scale). The 
teachers in our sample did not appear to dispro-
portionately represent schools with regard to 
urbanicity or student family poverty levels; simi-
lar patterns across these teacher characteristics 
were found when comparing educators in our 
sample to other teachers in the same district.

Four video lessons were collected from each 
teacher during the 2016–2017 school year. 
Participating teachers were offered the option of 
self-recording lessons or having a research assis-
tant attend scheduled class periods to collect the 
video recordings.

Lesson Sampling

Lessons were sampled to mirror teachers’ 
instructional responsibilities. As many scholars 
have suggested (Casabianca et al., 2015; Cash & 

Pianta, 2014; Mashburn, Downer, et  al., 2014; 
Meyer et al., 2011), care should be taken to map 
a sample of lessons onto the population of a 
teachers’ lessons over the course of the year, 
being mindful, for example, to not oversample 
lessons from any one subject area or from two 
time points too close to one another. Therefore, 
lesson sampling followed teachers’ workloads. 
For example, if a teacher spent close to 75% of 
their time in a coteaching setting and 25% of 
their time in a resource room setting, members of 
the research team conducted three coteaching 
lesson observations and one resource room 
observation. In cotaught lessons, raters were 
directed to only assess the instruction provided 
by the special education teacher. As an example, 
if the general education teacher was providing 
whole-class instruction and the special educator 
was working with a small number of students, 
the rater would only assess the special educator. 
On occasion, special educators in cotaught 
classes would not actively teach (while the gen-
eral educator taught the whole class). However, 
these instances were infrequent and short in 
duration. Raters typically had sufficient informa-
tion even with these lapses to still assign scores 
in 15-minute segments. Lessons were recorded 
across the school year, with no recordings sched-
uled during the early part of the school year 
(September–October), the end of the school year 
(late May-June), around holidays, or near testing 
windows to limit bias associated with those times 
of year. Table 1 summarizes the characteristics of 
lessons observed. The majority of teachers (84%) 
were observed in both English language arts 
(ELA)/reading and mathematics lessons. More 
teachers were observed in resource room or self-
contained settings (92%) than in cotaught set-
tings (37%), and only 18% of teachers were 
observed in both settings.

Measures

Once all recordings were complete, individual 
lessons were scored using two observation sys-
tems: the FFT and the QCI (Doabler et al., 2015).5 
Data collected from these measures provided the 
basis for our validation. Of note, we paid close 
attention to scoring patterns between the FFT and 
the QCI, which closely reflects our definition of 
effective special education teaching.
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FFT.  The FFT is intended to reflect the range of 
instructional and other teaching responsibilities. 
Altogether, the FFT includes four domains: Plan-
ning and Preparation (Domain 1), Classroom Envi-
ronment (Domain 2), Instruction (Domain 3), and 
Professional Responsibilities (Domain 4). Many 
states, including Rhode Island, use a variation of 
the FFT that includes only Domain 2: Classroom 
Environment and Domain 3: Instruction. Since our 
teacher sample was based in Rhode Island, they 
only received ratings across these two domains. 
Within each domain, raters provide scores ranging 
from unsatisfactory (1) to distinguished (4) on four 
components, which each represent instructional 
practices or characteristics. There are eight compo-
nents overall across Domains 2 and 3.

In line with existing conventions for creating 
observation scores (Bell et  al., 2018), FFT rat-
ings were applied to 15-minute segments of a les-
son. For example, a 60-minute lesson would 
consist of four scored segments. If there were 7.5 
minutes or more remaining to be rated in the final 
interval, a new interval rating was created. If 
there were less than 7.5 minutes, those minutes 
were rated with the preceding segment. 
Throughout our findings, we report out lesson-
level scores that were created by aggregating 
across segments. With the exception of analyses 
comparing lesson-level scores across raters, all 
analyses report lesson-level averages across the 
two raters who scored each video.

FFT Scoring Procedures.  All 206 videos 
were double scored on the FFT, with observa-

tions spread across 12 raters. An Educational 
Testing Service (ETS) statistician generated rater 
assignments with the goal of maximizing, to the 
extent possible, unique combinations of teach-
ers and raters such that raters did not observe the 
same teacher more than once. Random assign-
ments were made to achieve a balanced distribu-
tion in terms of grade level, subject matter, and 
special education classroom settings (coteaching, 
resource room, and substantially separate). One 
rater removed herself from the project during 
Week 5 of scoring; her remaining videos were 
reassigned among the other 11 raters.

Among the 11 raters who participated through 
the entire scoring period, each rater scored 8% to 
10% of the digitally recorded lessons. To ensure 
score quality following initial training, we used 
two scoring strategies that have been recom-
mended in existing literature on observations (Bell 
et  al., 2019). To improve rater reliability and to 
reduce the chances of rater drift, raters scored a 
weekly calibration exercise. This gave trainers an 
opportunity to assess rater scoring and intervene if 
necessary. Scoring also included a validation exer-
cise, which was used to enable rater-trainers to 
monitor raters’ scoring accuracy. Five prescored 
videos were embedded into each rater’s assigned 
video queues, without being identified as valida-
tion videos. These data allowed the research team 
to assess how accurately raters were aligning with 
scores assigned by master raters.

QCI.  In line with our validity framework, we 
sought a comparison observation system that 
would allow us to assess the FFT’s function, or 
the extent to which it could lead to improvement 
in special educators’ instruction. We used the 
QCI system. The QCI asks raters to assess 
instruction along eight key instructional princi-
ples, including modeling, transitions, pacing, 
timely checks for student understanding, student 
engagement, encouragement, and ensuring high 
rates of success for all students. Collectively, 
these constructs reflect the kind of explicit, sys-
tematic instruction that is widely endorsed in the 
special education literature. Scores are assigned 
at the end of each lesson on a scale of 1 (low 
quality) to 3 (high quality).

QCI Scoring Procedures.  QCI scoring pro-
cedures mirrored FFT scoring procedures, with 

Table 1

Characteristics of Lessons in the Sample

Total %

Grade level
  Elementary school 52.4
  Middle school 47.6
Subject area
  Reading/ELA 54.4
  Math 44.7
  Other 1.0
Setting type
  Resource room/self-contained 73.8
  Cotaught 26.2

Note. n = 206.
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a few exceptions. Only 20% of lessons were 
double-coded on QCI. We devoted additional 
resources to double scoring FFT lessons to sup-
port our generalizability studies, but double scor-
ing of 20% is still in line with common scoring 
approaches in the field. In all, 206 videos were 
completed by six raters.6 Each rater was allotted 
an equal number of videos at the outset of coding 
assignments, and like with FFT, we took steps 
to balance the distribution of lesson types across 
raters.7 As in our FFT training, raters completed 
routine calibration exercises for the purposes of 
quality control and to guard against rater drift. 
As a secondary check, we also used validation 
videos, where we checked rater agreement with 
master raters.

Data Analysis Plan

To investigate the appropriateness of using 
the FFT in special education, a natural starting 
point was to examine how special educators 
scored on the FFT, on average, and the distribu-
tion of their scores within and across FFT com-
ponents. To ensure that raters were able to score 
lessons (i.e., operationalize the scales on the 
instrument) in a way that was psychometrically 
sound, we examined how raters used the scor-
ing scales. We examined the distribution of les-
son ratings for each individual FFT component, 
as well as for the two domains, Classroom 
Environment and Instruction. In addition, we 
anticipated that the FFT might function differ-
ently across varied aspects of special educators’ 
classroom context, including subject (reading 
vs. math) and setting (resource room/self-con-
tained vs. coteaching). We hypothesized that 
special educators would be more likely to use 
explicit, systematic instruction in resource and 
self-contained settings, where they have more 
control over the instructional design. It was not 
as readily obvious whether we would be more 
likely to see instruction that is aligned with the 
FFT in either reading or math lessons. By upper 
elementary grades and middle school (the grade 
levels in our sample), reading instruction is 
likely to shift away from foundational skills—
such as phonics and phonemic awareness—to 
comprehension, but at the same time, SWDs 
are more likely than their peers to continue 
receiving targeted instruction in these areas. In 

mathematics, instruction for SWDs commonly 
prioritizes explicit, systematic instruction.

One important limitation in analyses com-
paring FFT scores across instructional contexts 
is the uneven representation of instructional 
contexts within teachers. We would like to be 
able to assess whether the same teacher would 
score differently in a cotaught or self-contained 
setting, but only nine of 51 teachers were 
observed in both settings. We could alterna-
tively run comparisons of cotaught and self-
contained lessons across the sample as a whole, 
but it would be difficult to make claims about 
whether differences in scores across settings 
were attributable to the settings themselves or 
underlying differences across teachers. 
Ultimately, given these concerns, we elected to 
exclude these comparisons from our results; 
however, it is worth noting that across the 
restricted and full samples, differences across 
settings were minimal and nonsignificant. The 
same concerns were not present with the ELA 
and math comparisons, with 43 of 51 teachers 
having lessons across both subjects. In the 
Findings section, we present subject area com-
parisons for both the FFT and the QCI for the 
restricted sample.

Next, in line with the measurement perspec-
tive of validity, we examined whether the FFT 
factor structure conformed to theory—in this 
case, a two-factor structure in line with the FFT’s 
two domains. We assessed the factor structure of 
FFT scores by using multilevel multivariate fac-
tor analysis. Recent studies (McCaffrey et  al., 
2015; Oliveri et al., 2017) demonstrate that tradi-
tional factor analyses may not be appropriate for 
observation data. This is because raters’ scores 
and related errors are hierarchical (scores are 
recorded in 15-minute segments, aggregated to 
the lesson, then aggregated across raters) and 
because any rater-specific errors are likely to be 
correlated across dimensions. Therefore, we 
employed a two-level factor analysis. In line with 
McCaffrey et al. (2015), our first step was to esti-
mate and remove rater-specific effects from seg-
ment-level scores. Then, aggregating to the 
lesson, we ran confirmatory factor analyses 
(CFAs), keeping the within-teacher factor struc-
ture constant at two factors and modeling either 
one or two between-teacher factors to assess the 
FFT’s theorized two-domain structure.
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From the measurement perspective of valid-
ity, it was also important to collect data on FFT 
scores’ accuracy, consistency, bias, and general-
izability. To assess accuracy of rater scores, we 
examined the extent to which FFT raters aligned 
with master raters. To assess consistency of rater 
scores, we examined the degree to which FFT 
raters agreed on the 4-point FFT scale. Interrater 
reliability for QCI scores was also calculated 
using regular kappa and weighted kappa statis-
tics with both linear and quadratic off-diagonal 
weighting. We then conducted a series of gener-
alizability studies (G study) and decision studies 
(D study) (Brennan, 2001; Cronbach et al., 1972; 
Shavelson & Webb, 1991) for the FFT. 
Generalizability studies provide insight into the 
proportion of variation in scores that can be 
attributed to aspects of the observation system—
for example, raters, the lessons observed, mea-
surement error. For the G studies, we estimated 
the variance of total FFT scores that were attrib-
utable to variability across teachers, lessons, 
segments, raters, and residual error, and interac-
tions between each of these sources of variation 
with the lesson. We did not include interactions 
between teachers and raters because our rater 
assignment intentionally avoided raters observ-
ing the same teacher more than once. With a 
sample size of 51 teachers, we could not analyze 
the variation that was attributable to specific 
aspects of teacher assignments (e.g., instruc-
tional level) or lesson type (e.g., coteaching vs. 
resource).

D studies were then carried out to determine 
the practical implications of the sources of varia-
tion in scores. The D studies were carried out by 
using the variance estimates from the G study to 
develop insights regarding the optimal approach 
to observations, given a specific desirable level 
of reliability of the observation scores. School 
administrators often need to make choices about 
how many lessons are observed and how many 
observers rate a lesson. Therefore, the D studies 
estimated how reliability changed under three 
different scoring designs: (a) one rater, one les-
son; (b) two raters, one lesson; and (c) two raters, 
two lessons. Reliability is calculated as a depend-
ability coefficient. For examples of this applica-
tion of generalizability theory to different 
observation tools, see Hill and colleagues (2012) 
work on a mathematics specific tool or Mashburn 

and colleagues work on a general observation 
system (Mashburn, Downer, et al., 2014).

Then, to empirically assess the degree to 
which FFT scores are likely to be able to support 
their intended uses (in other words, gathering 
validity evidence from the functional perspec-
tive), we included two additional analyses based 
on QCI data. To understand whether FFT scores 
might systematically sort teachers in ways that 
do not reflect effective special education teach-
ing practice, we compared teachers’ rank order-
ing on the FFT with their ordering on the QCI. To 
investigate how well the FFT might support the 
improvement goal, we considered how the FFT 
score distribution compared with the QCI score 
distributions, noting the teaching practices that 
do not score similarly. By expressly specifying 
our inferences and presenting our evidence along 
these claims, we can inform the validity argu-
ment (M. T. Kane, 2006) for FFT scores being 
used for their intended purposes.

Findings

Research Question 1: To What Degree Does the 
FFT Provide Accurate and Reliable Estimates 
of Teaching Quality Among Special Education 

Teachers?

Mean and Distribution of FFT and QCI Scores.  A 
first strategy for assessing the appropriateness of 
the FFT for measuring special education teaching 
quality is to examine the distribution of scores 
across the sample. If implemented appropriately, 
all four categories of instructional quality, from 
unsatisfactory to distinguished, should be repre-
sented in a sample of lesson scores. As outlined in 
Table 2, which presents mean scores for lessons, 
the Classroom Environment components gener-
ally performed as expected. Across the 201 les-
sons, the mean scores ranged from 2.26 on Culture 
to 2.94 on Space, corresponding to a range of 
developing to effective. No lessons scored at the 
distinguished level (4 on the 4-point scale) on any 
of the components. Average scores for the Instruc-
tion domain, in contrast, were consistently low 
across all components, with average scores rang-
ing from 1.82 to 2.29. Two components had aver-
age scores less than 2.00 (Questions and 
Assessment) putting the sample average between 
unsatisfactory and developing. For each of these 
two components, teachers scoring at the 90th 
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percentile in the sample still averaged only 2.50. 
As summarized in Figure 1, while Classroom 
Environment components appear to reflect varia-
tion across the scoring scale, the Instruction com-
ponent averages largely hover at the low end of 
the scoring scale.

It could be the case that the instrument is 
working as intended, and the special educators in 
our sample are simply less proficient than desired 
at the Instruction components. However, coupled 
with the questions raised about the appropriate-
ness of the FFT for evaluating special education 
teaching, it may also be that some FFT compo-
nents are not able to capture the range and quality 
of instructional strategies valued in special edu-
cation. This possibility is supported by differ-
ences in the QCI distribution relative to the FFT 
distribution. In contrast to the consistently low 
scores on the FFT’s Instruction domain, the QCI 
scores were higher overall. As reported in Table 
2, the means on individual dimensions ranged 

from 2.16 (Principle 4: Student Engagement) to 
2.33 (Principal 3: Checking for Understanding), 
all scored on a 1 to 3 scale. Also, the QCI appears 
to pick up on variation in lesson scores that was 

Table 2

Means and Standard Deviations of FFT and QCI Scores

Dimension N M SD

FFT 206 2.40 0.27
  FFT Domain 2: Environment 206 2.73 0.24
    FFT 2a: Respect 206 2.84 0.32
    FFT 2b: Culture 206 2.26 0.39
    FFT 2c: Procedures 206 2.79 0.35
    FFT 2d: Behavior 206 2.85 0.29
    FFT 2e: Space 206 2.94 0.17
  FFT Domain 3: Instruction 206 2.07 0.34
    FFT 3a: Communication 206 2.29 0.39
    FFT 3b: Questioning 206 1.82 0.45
    FFT 3c: Engagement 206 2.14 0.40
    FFT 3d: Assessment 206 1.94 0.44
    FFT 3e: Responsiveness 206 2.16 0.35
QCI 237 2.26 0.57
  QCI 1: Modeling 237 2.23 0.70
  QCI 2: Checking for Understanding 237 2.33 0.64
  QCI 3: Appropriate Response Time 235 2.25 0.75
  QCI 4: Student Engagement 237 2.16 0.68
  QCI 5: Ensuring High Rates of Success 237 2.20 0.72
  QCI 6: Encouraging Effort from All Students 237 2.30 0.70
  QCI 7: Efficient Transitions 219 2.19 0.74
  QCI 8: Good Pacing 237 2.18 0.70

Note. All lessons are double scored in 15-minute segments and aggregated across segments and across raters. Complete FFT 
component names are included in the appendix. FFT = Framework for Teaching; QCI = Quality of Classroom Instruction.

Figure 1.  Frequency of assigned lesson-level FFT 
scores on Domains 2 (Classroom Environment) and 3 
(Instruction).
Note. FFT = Framework for Teaching.
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not captured in the FFT, as evidenced by the 
broader range of scores assigned to QCI compo-
nents in comparison to FFT components.

Variation in FFT and QCI Scores by Class-
room Context.  In Tables 3 and 4, we present 
results comparing mean scores in reading and 
math instruction for the 43 teachers for whom 
we had lessons in each subject. Means were 
calculated by first generating person-specific 
means for both subject areas and then aggregat-
ing across the sample. No differences across the 
two groups of lessons were significant for any 
component on either the FFT or the QCI. Inter-
estingly, the general pattern of differences on the 
FFT was reverse to that for the QCI. Reading 
lessons scored slightly higher than math lessons 
on the FFT but lower than math lessons on the 
QCI. As a reminder, given the small number of 
teachers who had coteaching and resource room 
lessons, we chose to not include results compar-
ing scores across settings. But, like with the read-
ing and math comparisons, the classroom setting 
comparisons were minimal.

Accuracy and Reliability of FFT and QCI 
Scores.  One way to assess the FFT from a mea-
surement perspective is to test whether raters 
accurately and consistently apply scoring rules 

and do so in ways that are bias-free. As described 
in the Method section, at the conclusion of train-
ing, the raters in our sample agreed exactly with 
master raters 74.0% of the time and were exact or 
adjacent 98.8% of the time, both of which are in 
line with existing conventions for score accuracy. 
To assess one source of potential rater bias, we 
looked at the extent to which raters scored sys-
tematically higher or lower than master raters, 
finding that they scored higher than master raters 
14.6% of the time and lower than master raters 
11.2% of the time. These results are not signifi-
cant enough to warrant concern about this source 
of rater bias.

In operational scoring, all lessons were double 
scored on the FFT to assess interrater agreement. 
In Table 5, we summarize exact agreement across 
raters on all components and Cohen’s kappa to 
better account for chance agreement (a necessary 
step on scales with a small number of possible 
scores). Exact agreement on Domain 2: 
Classroom Environment averaged 75.4% across 
all components, and agreement rates ranged from 
50.6% on Culture to 86.3% on Space. For 
Domain 3: Instruction, exact agreement was con-
sistently lower, ranging from 47.0% on 
Assessment to 56.5% on Responsiveness. 
Although these results raise questions about 
whether highly trained raters can consistently 

Table 3

FFT Means in Reading and Math Lessons

Domain

Reading Math

M SD M SD

Domain 2 2.75 0.21 2.69 0.23
  FFT 2a: Respect 2.86 0.28 2.80 0.31
  FFT 2b: Culture 2.28 0.34 2.20 0.33
  FFT 2c: Procedures 2.78 0.30 2.76 0.33
  FFT 2d: Behavior 2.87 0.22 2.81 0.29
  FFT 2e: Space 2.95 0.10 2.91 0.15
Domain 3 2.08 0.30 2.03 0.29
  FFT 3a: Communication 2.32 0.35 2.22 0.33
  FFT 3b: Questioning 1.85 0.38 1.76 0.37
  FFT 3c: Engagement 2.14 0.34 2.11 0.35
  FFT 3d: Assessment 1.90 0.36 1.96 0.35
  FFT 3e: Responsiveness 2.19 0.27 2.09 0.30
  N = 43 N = 43  

Note. FFT scores range from 1 (poor) to 4 (distinguished). FFT = Framework for Teaching.
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apply scoring rules to the FFT’s Instruction 
domain, we see similar patterns of interrater 
agreement on the QCI. As summarized in Table 6, 
exact agreement on QCI components ranged 
from 41% to 57%. We examine the implications 
of these lower-than-ideal agreement rates in the 
Discussion.

Factor Structure of FFT.  A second step in 
assessing the FFT from a measurement per-
spective is to examine whether its factor struc-
ture conforms to theory. We would expect to 
see that the system’s factor structure—five 

components aligned with Classroom Environ-
ment and five with Instruction—holds when 
applied to our sample of special education les-
sons. Table 7 presents fit statistics for multi-
level CFAs, run for one-factor and two-factor 
models, for the FFT and QCI, respectively. As a 
reminder, these models of lesson-level scores 
are adjusted to account for individual rater 
effects, and we focus our attention on the 
between-teacher factor structure, holding the 
within-teacher factor structure constant at 2. 
We see that the fit indices are virtually identical 
across the one-factor and two-factor models. 

Table 4

QCI Means in Reading and Math Lessons

Principle

Reading Math

M SD M SD

QCI 1: Modeling 2.34 0.67 2.28 0.62
QCI 2: Checking for Understanding 2.34 0.56 2.40 0.57
QCI 3: Response Time 2.33 0.70 2.40 0.67
QCI 4: Student Engagement 2.14 0.62 2.20 0.65
QCI 5: High Rate of Success 2.24 0.66 2.27 0.68
QCI 6: Encouraging Effort 2.36 0.60 2.36 0.68
QCI 7: Transitions 2.12 0.64 2.23 0.74
QCI 8: Good Pacing 2.19 0.65 2.25 0.67
QCI Overall 2.26 0.53 2.30 0.51
  N = 43 N = 43  

Note. QCI scores range from 1 (low) to 3 (high). QCI = Quality of Classroom Instruction.

Table 5

Reliability Estimates for the FFT

Dimension
Percent exact 

agreement
Percent exact or 

adjacent agreement
Simple 
kappa

Linear weighted 
kappa

Quadratic 
weighted kappa

FFT 2a: Respect 79% 99% 0.34 0.39 0.45
FFT 2b: Culture 51% 97% 0.07 0.09 0.14
FFT 2c: Procedures 77% 98% 0.32 0.36 0.42
FFT 2d: Behavior 85% 99% 0.42 0.43 0.45
FFT 2e: Space 86% 99% 0.05 0.06 0.06
FFT 3a: Communication 49% 98% 0.04 0.08 0.15
FFT 3b: Questioning 52% 96% 0.15 0.20 0.26
FFT 3c: Engagement 55% 98% 0.09 0.14 0.22
FFT 3d: Assessment 47% 97% 0.04 0.11 0.21
FFT 3e: Responsiveness 56% 97% 0.08 0.10 0.13

Note. Double-scored segment sample size = 526. FFT = Framework for Teaching.
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Both models have comparative fit index (CFI) 
and Tucker–Lewis index (TLI) of 0.89 and 
0.86, respectively, with both failing to meet the 
>0.90 threshold of acceptable model fit. The 
Akaike information criterion (AIC) and Bayes-
ian information criterion (BIC) are both slightly 
smaller for the one-factor model. Because the 
fit tests failed to distinguish between the two 
models, we ran exploratory factor analysis 
(EFA) models for both one and two factors. 
Figure 2 shows the eigenvalues of the correla-
tion matrix for the lesson-level scores on each 
of the 10 FFT components. Although two of the 
eigenvalues are greater than 1, the first is by far 
the highest. Furthermore, follow-up analyses of 
the one-factor model show that all loadings are 
sufficiently high, ranging from 0.77 to 1.00. In 
addition, the fit statistics are best for the one-
factor model.

Generalizability of FFT Scores.  We conducted a 
series of G studies to understand teacher, lesson, 
and rater variability; and residual error; and 

interactions between each of these sources of 
variation (Brennan, 2001; Cronbach et al., 1972; 
Shavelson & Webb, 1991). The rater variance 
can be thought of as the proportion of the vari-
ance that is attributable to raters. Rater-by-lesson 
variance can be thought of as the degree to which 
two raters are likely to rate a specific lesson simi-
larly after accounting for the raters’ severity. We 
estimated the variance components using stan-
dard random effect analysis of variance methods 
(Searle et  al., 2009), with random effects for 
teacher, lesson, rater, rater by lesson, and the 
residual. We did not calculate rater-by-teacher 
variation because we purposely distributed les-
sons to minimize the potential bias associated 
with the same rater observing the same teacher 
more than once. Results from our G studies are 
summarized in Table 8.

Our G study findings suggest that teacher-
specific variation is relatively low, ranging from 
2% to 15% on individual components. At the 
domain level, the teacher-specific variation is 
still low—16% for Domain 2: Classroom 

Table 6

Reliability Estimates for the QCI

Principle
Percent exact 

agreement
Percent exact or 

adjacent agreement
Simple 
kappa

Linear 
weighted kappa

Quadratic 
weighted kappa

QCI 1: Modeling 53% 90% 0.39 0.34 0.17
QCI 2: Checking for Understanding 41% 92% 0.23 0.25 0.27
QCI 3: Response Time 44% 90% 0.11 0.14 0.18
QCI 4: Student Engagement 56% 93% 0.30 0.33 0.37
QCI 5: High Rate of Success 47% 98% 0.19 0.25 0.31
QCI 6: Encouraging Effort 46% 95% 0.1 0.19 0.28
QCI 7: Transitions 54% 92% 0.35 0.41 0.47
QCI 8: Good Pacing 47% 89% 0.24 0.32 0.42

Note. Double-scored segment sample size = 59. QCI = Quality of Classroom Instruction.

Table 7

Fit Statistics for Multilevel CFA Models Fit to FFT Lesson Means

Model CFI TLI RMSEA SRMR
BETWEEN

Chi-square stat df AIC BIC

1-Factor 0.89 0.86 0.10 0.16 283.83 69 488.34 680.68
2-Factor 0.89 0.86 0.10 0.14 276.32 68 489.96 686.08

Note. Both models were run with two within-teacher factors. Acceptable model fit is indicated by values of CFI and TLI >.90; 
RMSEA and SRMR <.05 (Hu & Bentler, 1999). CFA = confirmatory factor analyses; FFT = Framework for Teaching; CFI = 
comparative fit index; TLI = Tucker–Lewis index; RMSEA = root mean square error of approximation; SRMR = standardized 
root mean square residual; AIC = Akaike information criterion; BIC = Bayesian information criterion.
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Environment and 13% for Domain 3: Instruction. 
This suggests that there was not a lot of variation 
captured between teachers. Lessons also vary. 
Lesson to lesson variation was estimated to 
account for 3% to 19% of the variation in scores, 
depending on the component or domain mea-
sured. We see the highest proportions of variance 
attributable to the rater by lesson component. 
This means that when similar raters (e.g., simi-
larly strict, similarly lenient) observe the same 
lesson, they rate it differently. We also see mod-
erately sized variation associated with the resid-
ual (variance that is not explained by teachers, 
raters, or lessons). When interpreting these find-
ings related to lesson-specific variance, it is 
worth remembering that this study deliberately 
sampled lessons that mirrored teachers’ teaching 
assignments—if the teacher taught half of her 
time in a coteaching situation, the lessons cap-
tured and rated for her included roughly half 
coteaching lessons. It is possible that the some-
what higher levels of lesson and rater by lesson 
variation we document here are due to the ways 
in which lessons were sampled across types of 
teaching arrangement. It is also possible that this 
is due to the ways in which FFT may be easier 
and harder to rate, depending on the structure of 
the lesson. And last, this could be because of the 
specific variance decomposition we were able to 
investigate. We are unable to sort out these 

hypotheses with the current data because this is 
the first published study we are aware of to carry 
out this specific variance decomposition on only 
special education teachers while also using this 
sampling approach for teaching settings. To be 
conservative, this finding suggests administra-
tors should carefully consider what lessons are 
being observed and the fairness associated with 
specific observation schemes across teachers.

It is important to contextualize these findings. 
Many others G studies have documented high 
levels of variation in these same sources, depend-
ing on the observation system used and aspect of 
teaching measured (Mantzicopoulos et al., 2018; 
Praetorius et al., 2014). We were unable to find 
an FFT G study that has the exact same design as 
this one;8 two had quite different sample sizes, 
and none were in special education. Therefore, 
we contextual the findings with the caveat that 
the existing G studies may provide somewhat 
limited applicability to the current study. In a 
much larger U.S. study of 1,333 elementary and 
secondary math, ELA, and science general edu-
cation classrooms, researchers found that across 
FFT components, variation at the teacher level 
ranged from 15% to 30%, variation attributable 
to raters was 3% to 9%, and lesson variation 
ranged from 0% to 12% (T. J. Kane & Staiger, 
2012). In a smaller Nordic study of 10 kindergar-
ten general education teachers, the G study was 

Figure 2.  FFT multilevel CFA between-teacher eigenvalues.
Note. FFT = Framework for Teaching; CFA = confirmatory factor analyses.
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carried out at a higher level of aggregation 
(domains, not components). In that study, varia-
tion attributable to teachers ranged from 16% to 
36% on the Classroom Environment and 
Instruction domains, variation attributable to rat-
ers was 0% to 2%, and lesson variation ranged 
from 25% to 33%. Given these two studies, the 
findings here have both similarities and differ-
ences. Variation attributable to teachers is lower 
but overlaps with the other two studies. Variation 
attributable to raters is similar to the other stud-
ies; however, there are higher levels of rater vari-
ability for some components. And variation 
attributable to lessons is similar or slightly higher 
than one study and lower than the other study.

Policy makers often have to make choices 
about how to allocate scare resources such as 
administrators’ time. To examine the reliability 
trade-offs under different scoring designs that 
might be used in a teacher evaluation system, we 
also conducted a D study with three possible 
scoring designs: one lesson observed by one 
observer, one lesson observed by two observers, 
and two lessons observed by two observers. 
These results are also summarized in Table 8.

The D study provides information on the 
gains to reliability associated with increasing the 
number of lessons and raters. Others have docu-
mented that one FFT observation with a single 
observer is an unstable estimate of teaching qual-
ity and therefore inappropriate for high-stakes 
use (cf. Ho & Kane, 2013; Mantzicopoulos et al., 

2018). Our findings are consistent with this with 
implied reliabilities of one lesson with one or two 
raters ranging from depending on the component 
being rated. Relative to a single lesson observed 
by a single rater, adding an additional rater and 
adding an additional lesson both increased the 
stability of the D coefficients. However, adding a 
second lesson improved the reliability to a greater 
extent than adding a second rater, although reli-
ability remains low.

Research Question 2: To What Degree Does 
the FFT Provide Similar Information About 
Teaching as Compared With an Observation 

System Specifically Designed to Measure 
Teaching Quality in Special Education 

Classrooms?

In the introduction, we raised the question of 
whether the differences in how special education 
and general education conceptualize effective 
teaching may impact how the FFT functions with 
special educators. To test this, we compared FFT 
scores with a second source of information on 
special education teachers: scores taken from the 
QCI observation system, which is believed to 
more closely reflect the kinds of instructional 
practices valued by the special education com-
munity. We summarize correlations between FFT 
scores and QCI scores in Table 9. In general, 
there are some positive, small correlations 
between the two measures. At the FFT domain 

Table 8

Generalizability Study Results

FFT component 2A 2B 2C 2D 2E 3A 3B 3C 3D 3E Domain 2 Domain 3

Percent variance by source
  Teacher 19% 14% 13% 16% 2% 15% 14% 14% 10% 11% 16% 13%
  Lesson × Teacher 14% 3% 14% 18% 10% 5% 8% 6% 6% 3% 19% 10%
  Observer 2% 16% 2% 1% 5% 13% 10% 7% 17% 11% 6% 8%
  Observer × Lesson 19% 31% 26% 22% 40% 29% 27% 30% 30% 30% 31% 39%
  Segment × Lesson 11% 3% 13% 12% 0% 4% 7% 4% 7% 1% 8% 7%
  Residual 35% 32% 33% 30% 44% 34% 34% 39% 30% 44% 21% 22%
Implied reliabilitya across three designs
  1 lesson, 1 observer .20 .10 .12 .16 .02 .14 .10 .12 .07 .12 .18 .16
  1 lesson, 2 observers .26 .18 .16 .21 .04 .22 .16 .20 .12 .20 .25 .24
  2 lessons, 2 observers .38 .29 .25 .32 .07 .35 .26 .32 .20 .32 .38 .36

Note. FFT = Framework for Teaching.
aThis is a generalizability coefficient.
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level, Classroom Environment is associated with 
the QCI overall mean score at 0.42, and 
Instruction is associated with the QCI mean at 
0.39. The correlations between individual com-
ponents on the FFT and individual components 
on the QCI range from 0.13 to 0.38. As expected, 
the lowest correlations are between FFT 
Instruction components and the QCI principles. 
A more interesting comparison is when we plot 
the distribution of lessons as rated by the FFT 
and the QCI (see Figure 3). The two instruments 
tend to sort lessons similarly, with higher scores 
on one instrument generally corresponding with 

higher scores on the other. It is difficult to find 
many cases where a lesson is on the high end of 
the QCI distribution but the low end of the FFT 
distribution or vice versa. However, when we 
look at the actual scores on the FFT and the QCI, 
the results indicate a ceiling on FFT scores 
between basic and proficient. Regardless of how 
strong teachers’ lessons looked on the QCI, they 
were unlikely to score high on the FFT. Virtually 
all of the lessons score <2.49 overall on the 
FFT’s Instruction domain, despite considerable 
variation on the QCI.

Another way of demonstrating these patterns 
is to look at teacher-level scores on the FFT and 
QCI, with teacher scores organized by quintile 
(see Table 10). Rank ordering teachers in this 
summative way more closely approximates how 
observation scores would be used in evaluative 
contexts. Here also, we see that a teacher’s rank 
ordering on the FFT corresponds fairly well to 
their quintile on the QCI; most teachers belong to 
a QCI quintile that is the same or adjacent to their 
quintile on the FFT. The FFT seems to capture 
the ranking of special education teachers relative 
to one another, but given the truncated range in 
FFT scores across our sample, the actual distance 
between teachers’ scores on the FFT is quite 
small. As we argue in the Discussion, these find-
ings would seem to have the greatest ramifica-
tions when the FFT is used for improvement 

Table 9

Pearson Correlations Between FFT Scores and QCI Scores

Domain QCI1 QCI2 QCI3 QCI4 QCI5 QCI6 QCI7 QCI8 QCI mean

FFT2 0.32** 0.28** 0.36** 0.29** 0.37** 0.30** 0.32** 0.36** 0.42**
  FFT2a 0.30** 0.27** 0.27** 0.27** 0.31** 0.28** 0.33** 0.36** 0.39**
  FFT2b 0.24** 0.23** 0.27** 0.17* 0.31** 0.23** 0.23** 0.21** 0.29**
  FFT2c 0.23** 0.21** 0.31** 0.22** 0.28** 0.22** 0.19** 0.34** 0.32**
  FFT2d 0.25** 0.22** 0.24** 0.27** 0.28** 0.22** 0.29** 0.31** 0.33**
  FFT2e 0.23** 0.14* 0.33** 0.22** 0.23** 0.16* 0.23** 0.18* 0.28**
FFT3 0.34** 0.30** 0.33** 0.29** 0.38** 0.31** 0.27** 0.24** 0.39**
  FFT3a 0.29** 0.27** 0.31** 0.24** 0.31** 0.32** 0.15* 0.21** 0.32**
  FFT3b 0.25** 0.22** 0.18** 0.23** 0.27** 0.20** 0.18** 0.13 0.27**
  FFT3c 0.32** 0.27** 0.31** 0.26** 0.38** 0.27** 0.28** 0.26** 0.38**
  FFT3d 0.27** 0.24** 0.30** 0.23** 0.29** 0.24** 0.28** 0.19** 0.33**
  FFT3e 0.28** 0.26** 0.29** 0.26** 0.37** 0.27** 0.22** 0.21** 0.34**
Mean 0.36** 0.32** 0.37** 0.31** 0.41** 0.33** 0.31** 0.31** 0.43**

Note. QCI = Quality of Classroom Instruction; FFT = Framework for Teaching.
*p < .10. **p < .05.

Figure 3.  Comparing lesson-level means on FFT 
Domain 3 and the QCI.
Note. FFT = Framework for Teaching; QCI = Quality of 
Classroom Instruction.
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purposes. Because the FFT does not seem to 
reflect the differences across lessons and teach-
ers based on the use of high-quality special edu-
cation teaching practices, the observation system 
is likely limited in the extent to which it can pro-
vide appropriate feedback.

Discussion

This study takes up a question that has largely 
been unanswered in the literature on the use of 
classroom observations mandated by teacher 
evaluation policies: How well do these tools 
reflect the reality that instructional quality 
depends on individual students’ needs? A grow-
ing body of evidence suggests that students 
respond differently to instruction depending on 
their prior skills. Although all students should be 
presented with opportunities to develop higher-
level skills (and inquiry-based approaches may be 
most appropriate for fostering these skills), stu-
dents with weaker initial skill—including many 
SWDs—are more likely to need additional time 
engaged in explicit (or teacher-directed) instruc-
tion (Connor & Morrison, 2016; Morgan et  al., 
2015; Sonnenschein et al., 2010; Xue & Meisels, 
2004). Many of the observation systems com-
monly used by districts to assess teaching perfor-
mance fail to reflect this distinction. We explore 
this tension by focusing on the most popular 
observation system in the United States—the FFT 
(which privileges student-centered instruction)—
when applied to special education teachers, who 
work with students who are more likely to benefit 
from explicit, teacher-directed instruction. We 
investigate the trade-offs of this choice.

We have organized our investigation around 
building two complementary forms of validity 
evidence (M. T. Kane & Wools, 2019). First, 
from a measurement perspective, we need confi-
dence in the FFT’s technical properties. We need 
to know if scores are defensible to ensure stake-
holders’ trust in the evaluation and improvement 
processes. Second, from a functional perspec-
tive, we need to know if the FFT provides useful 
information for achieving two specific out-
comes: distinguishing between effective and 
ineffective teachers, and helping teachers 
improve. This latter goal, surrounding whether 
observation scores can guide professional learn-
ing opportunities, will be a particularly impor-
tant lever for improving teaching quality in 
special education, where students continue to 
lag behind their nondisabled peers in math and 
reading achievement (e.g., Chudowsky et  al., 
2009; Schulte et  al., 2016; Schulte & Stevens, 
2015). Teachers of SWDs simply cannot afford 
to go down improvement paths that do not align 
with their students’ needs, as could be the case if 
observation systems incorrectly diagnose the 
areas where they need to improve.

Of our results related to the measurement per-
spective, our most striking finding relates to 
mean lesson-level scores in the FFT’s Instruction 
domain. Scores on individual components of 
Domain 3 were almost universally low compared 
with scores assigned to general education teach-
ers in other studies; some components had means 
between Ineffective (1) and Developing (2) and 
almost all lessons were rated below the Proficient 
(3) level. If we were to rely on these scores alone, 
we would conclude that special educators were 

Table 10

Teacher Quintile Rankings, FFT and QCI

Principle

QCI mean quintile

Total (%)1 (%) 2 (%) 3 (%) 4 (%) 5 (%)

FFT Domain 3  
mean quintile

1 12.3 3.5 1.8 1.8 0.0 19.3
2 3.5 8.8 8.8 0.0 0.0 21.1
3 0.0 3.5 5.3 5.3 7.0 21.1
4 1.8 3.5 1.8 5.3 5.3 17.5
5 1.8 1.8 1.8 8.8 7.0 21.1

Total 19.3 21.1 19.3 21.1 19.3 100.0

Note. FFT = Framework for Teaching; QCI = Quality of Classroom Instruction.
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performing far below expectations of teacher 
effectiveness. We had anticipated that we might 
see differences by teachers’ instructional context, 
but we saw no significant differences across 
reading and mathematics instruction within the 
same teacher, and we had insufficient teachers 
with lessons in cotaught and resource room (or 
self-contained) settings to facilitate comparisons 
on special education service delivery models.

We collected several other sources of evi-
dence surrounding the FFT’s measurement prop-
erties, including the accuracy and reliability of 
rater scores, rater bias, the FFT’s factor structure, 
and the generalizability of FFT scores. Across 
each of these categories, we saw that the mea-
surement properties of the FFT when applied to 
our special education sample were in most cases 
similar to previous studies assessing the FFT’s 
validity in general education (e.g., T. J. Kane & 
Staiger, 2012; Liu et  al., 2019). Taken at face 
value, our levels of interrater reliability ranged 
from ~45% to 55% on FFT Domain 3 compo-
nents and were lower than desirable. But they 
also align with reliability estimates from previ-
ous studies using the FFT that employed simi-
larly rigorous training regimes as we did. For 
example, in the Measures of Effective Teaching 
(MET) study, FFT exact rater agreement for 
Domain 3 was 55% and 60% for Domain 2 (Bell 
et al., 2014). But, these scores also predicted dif-
ferences in student achievement gains and were 
correlated to student surveys (Ferguson & 
Danielson, 2014; T. J. Kane & Staiger, 2012).

Also similar to other studies (e.g., Liu et al., 
2019), factor analyses supported two factors: one 
for the learning environment domain and one for 
the instructional domain. Exploratory factor 
analyses, however, supported a single-factor 
model like we have seen in previous research 
uses of the FFT (e.g., Liu et al., 2019). Results of 
our G study demonstrated both similarities and 
differences with previous studies that applied the 
FFT to general education teachers (T. J. Kane & 
Staiger, 2012; Mantzicopoulos et  al., 2018); 
however, there was no clear pattern across the 
teacher, lesson, and rater sources of variation. 
This type of variation across studies is expected 
in part because studies rarely parse variation in 
the exact same way and study populations can 
vary dramatically, thus reflecting more about the 
classrooms being studied than the instruments’ 

function. Looking only within our study, there 
was high variation attributable to the residual and 
to the Rater × Lesson facets. In other words, the 
variation did not appear to be between raters gen-
erally but as an interaction with the individual 
lesson, where two observers were less likely to 
agree on what they saw.

But what about M. T. Kane and Wools’ (2019) 
functional perspective? Cronbach (1988) refers 
to this as an assessment’s worth. In our case, it 
was important to understand whether FFT scores 
reflected the special education community’s con-
ception of good teaching and whether scores 
would likely lead to improvements in teachers’ 
instruction. Here, the evidence raises serious 
concerns. Our findings suggested that the FFT 
and QCI were only modestly correlated; correla-
tions between the FFT’s Instruction domain and 
the QCI indicators ranged from 0.24 to 0.38. 
Lessons where teachers scored high on the QCI 
were also ones more highly rated on the FFT’s 
two domains. And, when examining teachers’ 
performance relative to others in the distribution, 
both tools sorted teachers in somewhat similar 
ways. However, these correlations are not nearly 
as strong as we have seen in previous studies 
employing multiple observation systems. The 
MET study, for example, examined scores on 
five different observation systems (see T. J. Kane 
& Staiger, 2012, for more information). The FFT 
and CLASS (both general observation systems) 
were correlated at 0.88, and correlations between 
the FFT and the other systems were similarly 
high. We were more likely to see scores normally 
distributed on the QCI, whereas scores on the 
FFT were clustered on the low end of the scoring 
scale. These findings suggest that even though 
the FFT appeared to do reasonably well at sorting 
teaching quality within a special education sam-
ple, it did not distinguish between when teachers 
did and did not use effective special education 
practices.

Both systems captured some signal about the 
teaching quality in special educators’ classrooms, 
but the systems varied in the ways that scores 
were arrayed and created this signal. These find-
ings support evidence from a content study of the 
FFT’s Instruction domain that showed that FFT 
scoring criteria and descriptions do not fully cap-
ture effective special education instruction 
(Morris-Mathews et al., 2020).
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Limitations

One limitation of this study involved our 
sample of teachers and the sample of lessons 
within teachers. Our sample of 206 lessons 
across 51 teachers—although large for a special 
education sample—was likely at the low end of 
what would be acceptable to conduct CFAs. We 
also were limited in our ability to conduct G 
studies that focused on more nuanced sources of 
variation, such as instructional setting by rater 
interactions. That said, no existing large-scale 
studies of the FFT have included special educa-
tors, thus ours lends important empirical evi-
dence surrounding its use.

Our sample was also a convenience sample, 
consisting of teacher volunteers from over 20 
districts. On one hand, this allowed us to capture 
experiences of teachers across a broad range of 
school contexts, but on the other, we did not have 
sufficient numbers of teachers in any one district 
to test patterns associated with certain district 
characteristics. We examined differences 
between our teachers and the special education 
teachers in the same districts who did not elect to 
participate. Although we did not find systematic 
differences in grade level, years of experience, 
highest degree, or teacher evaluation scores, we 
cannot rule out that our sample differed on vari-
ables not captured by Rhode Island’s administra-
tive data. One plausible scenario is that our 
teacher volunteers reflect the kinds of teachers 
who are highly motivated and willing to open 
themselves up to critique. We feel reasonably 
comfortable in suggesting that even if our results 
are upwardly biased because of a sample of high 
performers, the true performance of teachers in 
the state would likely align with our overall find-
ing of consistently low scores on FFT’s Domain 
3 (Instruction).

It is also worth questioning whether our sam-
ple of lessons adequately maps onto the universe 
of lessons that special educators provide across a 
school year. As we saw in our sample, special 
educators commonly work across a variety of 
subjects and instructional settings. Because spe-
cial education is by definition individualized 
instruction, it is common for teachers’ responsi-
bilities to vary tremendously across a school 
day. The literature provides no information on 
how administrators select classes or service 

delivery models in which to observe special edu-
cators. Thus, we decided to select lessons in 
ways that were roughly approximate to how a 
teacher’s time was distributed. If a teacher 
reported spending 75% of their time coteaching, 
for example, we observed three out of four les-
sons in a coteaching context. We argue that this 
is a sensible approach, but it is fair to question 
whether the kinds of lessons we observed are the 
kinds of lessons that teachers would be assessed 
on in their formal evaluation. It could be the 
case, for example, that principals systematically 
chose to not observe coteaching because of the 
challenges associated with tracking on two 
teachers’ instruction.

Our study would have been strengthened if we 
were able to examine whether differences in 
instructional quality (as measured by the FFT 
and QCI) translate to differences in student aca-
demic growth across the teachers in our sample. 
Unfortunately, we did not have access to student-
level data that we could link to teachers. Our best 
option was to rely on student growth percentiles 
calculated by the state of Rhode Island, but even 
still, the state changed assessments the year we 
collected data and did not calculate student 
growth measures for our sample of teachers. We 
ultimately elected to look at teachers’ student 
growth in either of the 2 years prior to our study 
year, provided that our teachers were in the pool 
of educators up for evaluation in that year. But 
even still, many of our teachers had student 
learning scores based on district-derived student 
learning objectives. Initial analyses revealed 
minimal correlation between student test scores 
and scores we assigned teachers on the FFT. In 
short, we are limited in what we can say about 
whether our scores are associated with student 
learning gains. See Johnson and colleagues 
(2021) as an example of how future studies may 
make connections between observation systems 
and academic outcomes for SWDs.

Finally, we acknowledge that the FFT scoring 
patterns we see in our data are not directly appli-
cable to the FFT use in practice. Our scores are 
specific to our research context. Our raters were 
hired by our research team, had no relationships 
with the teachers they were observing, received 
more rigorous training, and were subject to more 
robust ongoing monitoring activities than actual 
raters. Plus, there were no consequences attached 
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to our ratings. In previous research, we have seen 
that these differences across “use cases” matter 
for score quality (Liu et  al., 2019), and recent 
reviews suggest that the majority of teachers still 
receive ratings at the high end of the scoring 
scale because administrators are reluctant to 
assign ratings that could jeopardize a teacher’s 
job status (Kraft & Gilmour, 2017). We see simi-
larly high scoring patterns in Rhode Island’s 
teacher evaluation data.

Despite these limitations, our study is note-
worthy because researchers have so far offered 
little guidance for using the FFT with special 
educators. We suggest that the overall trends in 
our data are notable and warrant further atten-
tion, as they suggest that even in a highly struc-
tured research context, the FFT is not functioning 
in the way that researchers or practitioners would 
desire.

Implications

Research Implications.  Our study provides ini-
tial validity evidence on using the FFT in special 
education, as well as a rationale for the further 
research we need moving forward. Our study 
focused on the technical properties of the FFT; a 
complementary line of research that examines 
how administrators use observation systems like 
the FFT in practice is also needed.

We find some underlying problems in how the 
FFT functions with special educators, but there 
may be additional issues studies like ours cannot 
answer. For instance, we did not directly investi-
gate how principals assign scores, so we cannot 
understand what criteria principals apply when 
scoring teaching. Do principals adapt their use of 
the FFT in special education settings in ways that 
are beneficial, or do they not know the criteria 
they should use to differentiate between special 
and general education teaching quality? Do prin-
cipals score in ways that sacrifice accuracy to 
preserve positive relationships with special edu-
cation teachers? We suggest a need for studies 
that trace whether and how administrators’ scor-
ing practices lead to changes in teaching prac-
tices over time. Research like this would need to 
explicitly link the scores administrators assign, 
the feedback they give teachers, how teachers 
perceive this feedback, and how teaching 
improves (or doesn’t) over time. There are 

examples of studies that do explore the validity 
of how principals assign scores. Research by 
Briggs et al. (2014); Harris and Sass (2014); and 
Jacob and Lefgren (2009) has found that admin-
istrators can identify which of their teachers are 
most and least likely to produce student learning 
gains. Meanwhile, researchers have documented 
the connection between targeted coaching on 
observation systems and teachers’ improvement 
(e.g., Hamre et al., 2012), though this work has 
not been done with principals as observers.

Policy Implications.  Our results raise concerns 
that if states and districts intend on using FFT for 
evaluative purposes and if administrators score 
in accurate ways, then special educators could be 
treated unfairly. For a population of teachers that 
suffers from chronic shortages and high rates of 
attrition (Boe, 2014; Dewey et  al., 2017), the 
field of special education cannot sustain losses of 
its best teachers. However, in the current policy 
environment, with states and districts instead pri-
oritizing professional learning (Croft et  al., 
2018), the critical question surrounding general 
observation systems like the FFT is whether they 
can help all teachers improve. Our study suggests 
that, in the case of special education teachers, the 
answer is likely no. FFT scores were almost uni-
versally low on instructional components, and 
the system did not distinguish between teachers 
who looked more or less effective on an observa-
tion system capturing effective special education 
teaching. Even if we acknowledge the reality that 
very few teachers are likely to receive low obser-
vation scores in practice (as has been observed in 
studies by Kraft & Gilmour, 2017, and others), it 
is hard to see how principals could use the FFT to 
give teachers sufficiently targeted feedback; that 
is, unless they had background knowledge in 
special education or received some other addi-
tional support.

Given findings like these, how should districts 
proceed to ensure equitable teacher evaluation 
policies? One path forward might be to encour-
age states to allow a broader range of different 
observation systems for different instructional 
contexts. But this approach is likely not advis-
able. It is unlikely that districts would be willing 
to expend additional costs to train district admin-
istrators on an additional observation system, 
and districts would have to confront—across 
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multiple systems—the challenges in training 
administrators to score reliably (Bell et al., 2016; 
Liu et  al., 2019). Although a decision like this 
could be seen as an avenue for addressing unfair-
ness, it could also present its own issues related 
to equity, as some observation systems might be 
easier or harder to be rated highly by an 
administrator.

Other policy strategies could be taken that 
would be less costly and less ambitious. First, 
states or districts could consider using alternative 
scoring criteria on Instruction domain compo-
nents where special educators consistently score 
low: Using Questioning and Discussion 
Techniques and Using Assessment (or they could 
forgo scoring on these components altogether). If 
alternative criteria were used, those scores would 
not have to be included in the teacher evaluation 
system until they were deemed appropriate. In 
the short term, this would give teachers scores on 
scales that better reflect high-quality special edu-
cation practice, and it may support richer conver-
sations with administrators that could support 
teacher learning.

A second approach could be for districts to 
lean on special education administrators or other 
leaders with certification in special education to 
conduct observations of special educators. The 
logic would be that these administrators would 
have the necessary background to more accu-
rately assess the quality of a special educator’s 
instruction. And even if their formal observation 
results did not align with effective special educa-
tion teaching, the administrators would still be 
poised to provide feedback that would be 

sufficiently targeted to guide teacher improve-
ment efforts.

We argue that, more generally, districts would 
benefit from looking across their professional 
learning systems—including their evaluation 
processes but also other policies and programs 
(e.g., professional development)—to ensure that 
these components reflect the range of instruc-
tional practices that support students. As we have 
argued in this article, observation systems such 
as the FFT do not capture the kinds of instruction 
that many struggling students need. Studies sug-
gest that all students benefit from explicit, sys-
tematic instruction (Clements et al., 2013; Cohen, 
2018; Stockard et al., 2018; Taylor, 2018), with 
such instruction being particularly beneficial 
among lower performing students (e.g., Connor 
& Morrison, 2016; Morgan et  al., 2015; 
Sonnenschein et  al., 2010). If districts are to 
ensure that lower performing students have equi-
table access to instruction that is aligned with 
their needs, it will likely take a concerted invest-
ment of time and resources. Districts will likely 
need to deepen the professional learning oppor-
tunities available to all of their educators to sup-
port these students. We are not suggesting that 
schools and districts abandon their efforts to fos-
ter the kinds of inquiry-oriented instruction that 
the literature suggests leads to deeper, conceptual 
understanding. Instead, we hope to highlight the 
urgent need for researchers, policymakers, and 
practitioners to take on more flexible definitions 
of effective teaching, prioritizing teachers’ use of 
a range of instructional tools that more equitably 
maps onto the needs of all learners.
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Appendix

FFT Domains and Components

Domain Component

Domain 2: Classroom Environment 2a. Creating an Environment of Respect and Rapport (Respect)
2b. Establishing a Culture for Learning (Culture)
2c. Managing Classroom Procedures (Procedures)
2d. Managing Student Behavior (Behavior)
2e. Organizing Physical Space (Space)

Domain 3: Instruction 3a. Communicating With Students (Communication)
3b. Using Questioning and Discussion Techniques (Questioning)
3c. Engaging Students in Learning (Engagement)
3d. Using Assessment in Instruction (Assessment)
3e. �Demonstrating Flexibility and Responsiveness 

(Responsiveness)

Note. FFT = Framework for Teaching.

QCI Principles

Principle Description

Principle 1 Models skills/concepts appropriately and with ease
Principle 2 Uses timely checks to ensure student understanding
Principle 3 Provides adequate think and response time for students
Principle 4 Engages students in learning throughout the lesson
Principle 5 Ensures high rate of success for students
Principle 6 Encourages effort from all students
Principle 7 Transitions from one activity to the next in an appropriate fashion
Principle 8 Maintains good pacing

Note. QCI = Quality of Classroom Instruction.
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Notes

1. We use the term observation system when refer-
ring to the scoring tools, rating quality procedures, and 
sampling specifications (Bell et al., 2018), and obser-
vation tool when referring to the rubrics used to rate 
classroom interactions.

2. Special education is, by definition, individual-
ized instruction tailored to students’ unique needs. As 
a consequence, special educators deliver instruction 
in a variety of settings with a variety of instructional 
goals. We focus on high-incidence student populations 
in a limited grade band, but we recognize that in doing 
so we may not capture the full variation of special edu-
cation teaching.

3. Although we acknowledge other validity frame-
works, including M. T. Kane’s (2006) argument 
approach and Messick’s unified theory of construct 
validity (1995), as being widely used in the field, we 
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find the more contemporary approach articulated by 
M. T. Kane and Wools (2019) to be more closely rel-
evant for the policy issue of teacher evaluation.

4. The following procedures were used to recruit 
teachers. First, we contacted all special education 
directors in districts across Rhode Island. Upon secur-
ing district agreement to participate in the project, we 
solicited teacher volunteers. Teachers were compen-
sated $100 for completing all four lessons.

5. Lessons were also scored on the QCI’s compan-
ion observation system, the Classroom Observation of 
Student-Teacher Interactions (COSTI; Doabler et al., 
2015; Smolkowski & Gunn, 2012). The COSTI uses 
interval recording to track teachers’ frequency of 
using key practices aligned with effective instruction 
for SWDs. Observers used the COSTI in determining 
QCI scores for specific lessons.

6. We drew on separate rater pools for FFT scoring 
and QCI scoring to ensure that scores across the two 
measures did not reflect effects of specific raters.

7. Due to unforeseen circumstances, two raters 
completed abbreviated assignments, thus extend-
ing the overall scoring time period. One rater had 
increased responsibilities at her place of work and 
removed herself from the project during Month 3. A 
second rater requested a reduced number of videos due 
to unforeseen family matters during Month 4.

8. Liu et al. (2019) carried out a G study on FFT 
ratings from two studies. However, due to the design 
of the data collection in one of the studies, the vari-
ance could only be decomposed into one source and 
the residual. This does not offer a helpful contextual-
ization for the purposes of this analysis.
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