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Abstract: It is common to create courses for the higher education context that accomplish content-
driven teaching goals and then develop assessments (quizzes and exams) based on the target content.
However, content-driven assessment can tend to support teaching- or teacher-centered instruction.
Adult learning and educational psychology theories suggest that instead, assessment should be
aligned with learning, not teaching, objectives. To support the alignment of assessments with
instruction in higher education, the Assessment Evaluation Rubric (AER) was developed. The AER
can be utilized to guide the development and evaluation/revision of assessments that are already
used. The AER describes, or permits the evaluation of, four features of an assessment: its general
alignment with learning goal(s), whether the assessment is intended to/effective as formative or
summative, whether some systematic approach to cognitive complexity is reflected, and whether the
assessment (instructions as well as results) itself is clearly interpretable. Each dimension (alignment,
utility, complexity, and clarity) has four questions that can be rated as present/absent. Other rating
methods can also be conceptualized for the AER’s 16 questions, depending on the user’s intent.
Any instructor can use the AER to evaluate their own assessments and ensure that they—or new
assessments in development—will promote learning and learner-centered teaching. As instructors
shift from face-to-face toward virtual or hybrid teaching models, or as they shift online instruction
(back) to face-to-face teaching, it creates an ideal opportunity to ensure that assessment is optimizing
learning and is valid for instructional decision-making.

Keywords: higher education; assessment; instructional development; validity

1. Introduction

Assessment is formally defined as “the systematic collection of information about
student learning, using the time, knowledge, expertise and resources available, in order
to inform decisions that affect student learning” (p. 2, [1]; see also p. 4, [2]; pp. 1–13, [3]).
Walvoord [1] clarifies that “(t)he goal of assessment is information-based decision making”
(p. 4). The Standards for Educational and Psychological Testing specify that “(t)est development
is the process of producing a measure of some aspect of an individual’s knowledge, skills,
abilities, interests, attitudes, or other characteristics . . . ” (emphasis added; p. 75, [4]). These
sources agree that assessment should be systematic—and its development is a process—
such that the result can be utilized for measuring or decision-making. The decisions that
affect student learning can and should be intimately tied to the objectives of the instruction
(p. 15, [3,5]). Tractenberg et al. (2020) [6] discuss a five-phase model for curriculum
and instructional development (based on [7]) explaining how the alignment of objectives
and assessment can strengthen the likelihood of the desired learning. In this model [6,7],
the “assessment” phase (4 of 5) explicitly considers the relationship of assessment to the
learning objectives defined in phase 1; how teaching is accomplished (phase 2) is also
tied to the assessment. As instructors in higher education consider face-to-face, virtual, or
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hybrid teaching models, or as they shift their courses from one to the other model, an ideal
opportunity arises to ensure that assessment is optimizing learning.

Assessment is defined as formative when decisions based on it can most directly affect
student learning. When assessment occurs after instruction ends, it is summative, providing
a summary of the effectiveness of the instruction rather than information that can be
leveraged to adjust teaching to optimize learning for the given cohort (p. 19, [3]). From the
perspective of students in higher education, it can seem that the summative assessment
of a course (e.g., final exam) or curriculum (e.g., a capstone project) is the most important
one; it is clearly how they themselves are rated or ranked at the end of a course. However,
decisions that affect student learning, if based on summative assessments, are only able to
affect the learning of later students, whereas formative assessments could be used to affect
the learning of the current group of students. When assessment is effectively integrated
within and during a course or curriculum, it can be used to make decisions about how
best to teach in order to optimize student learning. This is true irrespective of the mode
of the instruction; in the post-COVID-19 era, ensuring that assessment is aligned with
instructional (learning) objectives can ease transitions to and from different modalities
within a school term, year, or program. According to Walvoord (2010) [1], “(g)rades are only
minimally useful for assessment; much more important are evaluations of the strengths
and weaknesses of student work” (p. 10). Moreover, Kirshner et al. (2006) [8] note,
“although unguided or minimally guided instructional approaches are very popular and
intuitively appealing . . . these approaches ignore both the structures that constitute human
cognitive architecture and evidence from empirical studies over the past half-century that
consistently indicate that minimally guided instruction is less effective and less efficient
than instructional approaches that place a strong emphasis on guidance of the student
learning process” [8].

Formative assessment represents at least part of this “guidance of the student learning
process”, although summative assessment tends to be more widely used. This is because
a “whole class” or course segment can be easily described with the distribution of test
scores, whereas formative assessment will be idiosyncratic and challenging to summarize
over students and over time. As the quote from Kirshner et al. (2006) [8] points out, key
features of human cognitive architecture and empirical evidence about leveraging that
architecture to optimize learning have been known for decades. The adult education,
educational psychology, and cognitive science domains have long documented what works
to promote learning [9]. A key feature of a successful curriculum in higher education is
that it contains opportunities for assessment that both enable learners to demonstrate their
progress in authentic, interpretable ways and provide explicitly for the evaluation of the
functioning of the curriculum itself [3,10,11]. Handelsman et al. (2007) [12] emphasize
that the systematically collected information from assessments provides evidence to both
instructors and learners (p. 47) that each can use to improve what they do to contribute to
the learning enterprise. That is, teachers can improve instruction to promote better/more
learning, and learners can improve how and what they learn (p. 28, [13]).

Although assessment is an essential aspect of any instructional opportunity, the
first, and arguably most important, feature of a curriculum or instructional opportunity
is the articulation of learning objectives [5,14,15]. Learning outcomes are central to all
other decisions to be made, including conclusions about the effectiveness of a curriculum
(extensively discussed in [6]). This decision-making happens most obviously on the parts
of the instructor, in both formative and summative assessments, and the institution (e.g.,
allow into the major, define satisfactory completion of objectives of the major). However,
in a curriculum that follows principles of andragogy [16], the learner is a partner in
their education, not a vessel to be filled with knowledge; thus, decision-making by the
learner is also an important consideration in the creation and evaluation of assessments for
adult learners.

The National Research Council (2001) informally defines assessment as “a process
by which educators use students’ responses to specially created or naturally occurring
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stimuli to draw inferences about the students’ knowledge and skills” (citing Popham, 2000;
p. 20, [13]). Handelsman et al. (2007) [12] point out that most higher education faculty
do not have much or sufficient background or training in education or learning to make
justifiable choices in the way they teach and assess (p. 3). Fortunately, education and
cognitive scientists have documented, summarized, and synthesized the relevant litera-
ture, converging on several straightforward principles. The observation by Handelsman
et al. [12] suggests that what is common practice in assessment across much of higher educa-
tion may not be adequately aligned with what is “best practice” according to the learning
sciences. The purpose of this paper is to describe a new tool, the Assessment Evaluation
Rubric (AER), that synthesizes these best practices in a single source that can be used across
higher education contexts (time in program and disciplines and assessment types). This
tool was developed to make the relevant disciplinary knowledge from the learning sciences
more easily accessible for both the creation and the evaluation of assessments in higher
education. As higher education instructors contemplate their teaching moving forward
in the aftermath of changes forced by COVID-19, the AER can be a useful tool to apply to
assessments, whether existing or to be developed. Instructors thinking about moving from
online back to in-class instruction can take the opportunity to ensure their assessments
are aligned with their learning objectives and that the learning objectives are concrete and
observable. The AER encourages those creating or evaluating their assessments to consider
four key characteristics or dimensions:

- General alignment with the course or curriculum (e.g., Chapter 4, [3,10,17]);
- Utility of the assessment (e.g., pp. 72–75, [3,18]; Chapter 3,4, [19]);
- Alignment of the assessment’s cognitive complexity with the instruction the assess-

ment is intended to capture (Chapter 1, [5]; p. 213, [10,20]); and
- Clarity of the assessment itself [4,21].

All assessments can be described along these four dimensions, which originate from
current authorities on assessment in education [3–5,10,17–21]. More to the point, when
assessments do not have demonstrable alignment with the course or curriculum (Dimen-
sion 1), utility (Dimension 2), appropriate cognitive complexity (Dimension 3), and clarity
(Dimension 4), their interpretability will be minimal/minimized. Validity is defined (psy-
chometrically) as “the extent to which evidence and theory support the use/interpretation
of the summary of the assessment” [4]. A lack of interpretability compromises the validity
of the assessment, meaning it cannot consistently support the instructors’ decisions. The
AER was developed to capture these four dimensions in a concise way, to guide both
the development and evaluation/revision of assessments using these four dimensions in
higher education contexts. The AER, and this paper, serve to synthesize the multitude
of authoritative references that most university instructors would never have occasion to
read. This new four-dimensional rubric can be used by the individual for themselves or
by teams/for others, is novel, and is formulated according to longstanding findings about
learning and assessment from the cognitive and educational sciences.

As noted earlier, formative assessment is differentiated from summative assessment
by its focus on diagnosis in order to improve both teaching (by targeting it better) and
learning (by highlighting for students what specifically is deemed to be lacking) while that
teaching and learning are happening [13]. The ability to take clear action on the basis of
an assessment makes it “actionable”, and the National Institute for Learning Outcomes
Assessment (NILOA) argue that actionable assessments are those that create evidence that
can be “translated into actions to enhance student accomplishment” (p. 6, [22]). Effective
formative assessment is, ideally, immediately actionable for both the instructor and the
learner and possibly also for the institution.

Effective formative assessment requires the ability of the assessor to obtain diagnostic
information about the learner and then utilize the information so acquired, in order to
structure teaching and/or to promote recognition in the learner of what is missing and
what specifically needs to improve. That is, the decision-making that formative assess-
ment supports is fairly immediate so that the instruction and learning strategies can be
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adapted as they are happening by the two key participants in the learning enterprise, the
instructor and the learner. By contrast, summative assessment is focused on the end result
of the instruction for the learner, after which assessment no additional modifications will
normally be made to either teaching or learning of the knowledge, skills, and abilities that
were summatively assessed. Summative assessment may be used to document student
achievement, and as such, is less actionable than formative assessment is or can be. By
describing students after the end of an instructional opportunity, summative assessment
may be less actionable for institutions than formative assessment is.

As instructors consider shifting instruction—and assessment—from in-person to
online and/or to hybrid situations, or back, it offers an excellent opportunity to consider
the arguments and decisions they want to make about their students’ learning.

2. Assessment Evaluation Rubric

A rubric is simply a matrix that generally describes performance in response to some
direction (i.e., on a specific task). As discussed by Dawson (2015) [23], a typical rubric
includes evaluative criteria and descriptions by which the ‘quality’ or ‘level’ of student
responses on each of those criteria can be characterized (usually ranked from poor to
excellent) and some reproducible method for assigning quality labels to student work (p.
349; see also, e.g., [1,24]). Many readers may be familiar with the use of rubrics to assess
student work. However, rubrics can also be constructed and utilized to evaluate or assess
other work as well—the AER is an example of applying the rubric construct to the evaluation
of assessments. The four dimensions, listed above, pertain in all educational contexts, but
this rubric and the discussion below were developed specifically for higher education.

Using Dawson’s (2015) [23] rubric design element vocabulary, five of the 14 rubric
design elements that are most relevant for the AER are task-specificity, quality definitions,
secrecy, scoring strategies, and quality levels.

The Assessment Evaluation Rubric was created in order to support, and carry out, the
systematic evaluation of assessments and to promote the creation of new assessments that
are optimized to support learning outcomes in a valid way. The object of the AER is thus
task-specific where the task is the creation or evaluation of an assessment by the instructor.
The AER is applied to a given assessment or used to ensure that a new assessment is
created to have the four key dimensions that will support valid uses of the assessment.
Although the AER is task-specific, it has implied, but not explicit, quality definitions in the
sense that there are four key dimensions of assessments that optimize the information that
an assessment can provide, but the assessment developer or evaluator brings their own
value judgments about the relevance of the dimensions to their own decision-making. For
example, in a mentoring situation, the mentor would possibly use more elaborate quality
definitions to promote the revision and improvement of an assessment (so it becomes
more consistent with all features in the AER). Conversely, for a group that is choosing
assessments for inclusion or recommendation, the quality definitions may be used to make
decisions about which assessments to keep/recommend and which to eliminate. The AER,
and the result of applying it to an assessment, is meant to be shared widely, as it represents
a synthesis of empirical work on education and the validity of actionable decisions in higher
education. Thus, the AER is intended to make the research findings about assessment from
the learning sciences easily available to every instructor.

Like the quality definitions, scoring strategies to be used with the AER are up to the
user; ultimately, the purpose of creating the AER is to allow all instructors to achieve “full
marks” on all four dimensions for every assessment that they utilize or create. The AER is
essentially a framework for a Degrees of Freedom Analysis [25], specifically intended to
support educational decision-making [26] around the design and use of a specific assess-
ment. Because the AER describes general educational, psychological, and psychometric
attributes of assessment, the quality levels are open to selection by the user of the AER,
although as will become apparent with the features of each dimension, each can be rated
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“present”/“absent”, and if one “point” is assigned for every present feature, the maximum
“total score” on the AER would be 16.

Each of the four dimensions has four questions, which were culled from either the
source authorities or formulated for clarity and concision. Each dimension, with its four
aspects, is listed and discussed below.

The first of the four dimensions to the AER is general alignment. This dimension is
intended to capture the relevance of the assessment for the instructor (see, e.g., [3,10,17]).

Dimension 1: General alignment with the course or curriculum

1. A learning goal was articulated (that this assessment is intended to assess).
2. The assessment is aligned with the learning goal(s).
3. The teaching is supportive of what is being assessed.
4. The assessment is aligned with the Bloom’s (or similar) level complexity of thinking

about the content that the learner should have gained from the instruction.

An assessment should pass (score 1) on all of these features of the alignment dimension,
or else the rest of the dimensions will not be meaningfully rated for that assessment. The
first feature required to determine the alignment of an assessment is that a learning goal
or outcome was articulated—in order to evaluate the alignment of any assessment with
the learning it is intended to assess, the learning (NB: not teaching) goal must have been
articulated. If not, then the assessment cannot work—it will not be valid for the assessment
of learning (although it could possibly be informative about teaching). All four elements of
the alignment dimension are tied to Messick’s three features of valid assessment [17]:

1. What are the knowledge, skills, and abilities (KSAs) the curriculum should lead to?
2. What actions/behaviors by the students will reveal these KSAs?
3. What tasks will elicit these specific actions or behaviors (that reveal KSAs)?

These questions are also embedded in Wiggins and McTighe’s Backwards Design
(2005) [27] and appear in other well-established cognitive psychological principles. Whether
instruction is face-to-face, distanced, or a hybrid, these principles pertain.

Whatever tasks students are asked to carry out in the assessment (i.e., Messick #3)
should have some relationship with observable behaviors—because to accomplish Messick
#2, the actions that students perform to demonstrate they have learned what was intended
must be observable (and, although it is by no means the only source, verbs from Bloom’s
Taxonomy [15] work for this; see also [28]). Keeping the three Messick questions in mind as
an assessment is developed or revised will make it more likely to achieve/satisfy all of the
features in the alignment dimension. These three Messick questions may also be essential
for shifting from face to face, to online, to hybrid, or between these instructional modalities.
In changing instructional modalities, it is unlikely that the KSAs have changed, but the
actions that reveal the accomplishment of the target learning, and the tasks to elicit those
behaviors, may very well have to change with instructional modality. While not all cogni-
tive processes are observable, only those that are observable can be assessed reliably at scale.
Bloom’s Taxonomy (or other cognitive taxonomies) allows the identification of specific
observable behaviors and applying Messick’s criteria ensures that assessment will result in
those behaviors, and they will be observable, through the structure of the assessment.

The second dimension of the AER is utility. As noted, a valid assessment is one
with strong evidence that supports the interpretation of its scores (or summary) ([4]; see
also [3,18,19]). Thus, understanding how the assessment is intended to be used is an
essential feature.

Dimension 2. Utility/use of the assessment

1. The assessment is documented as intended to be formative (for the instructor, learner,
or both).

2. The assessment is (also) intended to be summative.
3. The results of the assessment are informative about the learning that the instructional

opportunity was intended to provide.
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4. Assessment item structure is correct (e.g., common errors of multiple-choice item
construction are avoided, stems do not suggest the answer, and the correctness of a
multi-part item is not contingent on subparts that are at diverse levels of complexity).

Formative assessment is intended to provide input/identify what is and what is not
being learned/acquired. Summative assessment happens after the learning ends and
summarizes the learning that took place. The same assessment cannot coherently be used
for the two purposes simultaneously. Raters using the AER would need to rate this feature,
but what to do if an assessment is (mis)labeled as both formative and summative, or
just mislabeled as formative when it is better/more clearly summative, or other types of
problems that might be observed in a given assessment being evaluated on this dimension,
is not clear. One thing to consider is if an assessment is evaluated on this dimension and
receives 0/4 “points”, would the assessment be rejected, returned for revision, or simply
not be approved for inclusion in an otherwise badge- or approval-appropriate stamp? The
features in the utility dimension may be easier to correct (if in need of revision, or if they
do not exist) than for Dimension 1 (alignment). That is, if a single assessment is intended
to be both summative and formative, then the assessor can be notified of this, and they can
simply choose which use they prefer. By contrast, more work would be needed in order to
revise/correct any of the elements in the alignment dimension so that they ‘earn’ each point.
However, assessment item structure (Question 4 in the utility dimension) is a well-known
underminer of what could otherwise be effective assessment. Good multiple-choice items
are notoriously difficult to write, particularly at a specific cognitive complexity level [29].
Moreover, if Question 3 is rated “no”, it would suggest that the assessment cannot be
characterized as a useful assessment, so it would need to be changed sufficiently so that
the results are in fact informative (i.e., it would need to be made into a valid assessment),
and that could be very time consuming and effortful.

Importantly, if ratings on the alignment dimension are low (or all 0), the utility of the
assessment will similarly be low or lacking. If alignment dimension ratings are low and
somehow ratings on the utility dimension are higher, this will point to misinterpretations
of the AER dimensions rather than an assessment that is not aligned with instructional
purposes/objectives but is still a useful assessment.

Once alignment and utility features are fully and consistently present for an as-
sessment, then a deeper examination of the role of cognitive complexity (Chapter 1, [5];
p. 213, [10,20]) in the structure of the assessment can fruitfully be examined (Dimension 3).

Dimension 3. Alignment of the assessment’s Bloom’s (or similar) level cognitive
complexity with the instruction the assessment is intended to capture

1. Bloom’s taxonomy (or equivalent) is used (correctly and appropriately, i.e., not just
for memorization, unless that is exactly the target of instruction).

2. Rationale for using specific levels of or manipulating the cognitive complexity in
items is clear/coherent.

3. There is attention given to the cognitive complexity of the items.
4. The assessment was intended to provide the student with actionable evidence of what

to do (better next time/to take advantage of the learning that was achieved).

Cognitive complexity is a feature of both teaching and assessment that focus all attention
on the learning and the learner. Specifically, consideration of the cognitive complexity that
an assessment requires should include determining both a) what levels of complexity a
learner can rise to as a result of a specific learning experience and b) what levels of com-
plexity are required to respond to/answer questions on the assessment (see [29,30]). If
the instruction is geared toward critical thinking, which requires more complex cognitive
capability than recall, or the application of rules or execution of an analysis following
rules or a set of specific instructions (recipe), then the assessment should not be limited
to multiple-choice questions (which typically engage Bloom’s Levels 1 (recall) and 2 (un-
derstanding), see [29]). If an instructor articulates a learning outcome (goal) that includes
critical thinking, then the learning to be demonstrated on the assessment should feature that
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kind of cognitive complexity. If the assessment includes critical thinking, then instruction
should also focus on ensuring that the abilities to think critically can be learned, with
feedback, throughout the instruction—implementing Messick’s three key questions [17].
Thus, ensuring an assessment is aligned on the cognitive complexity dimension can pro-
mote an emphasis on learning, and the learner, rather than on teaching and the teacher,
throughout instruction. However, the suitability of the cognitive complexity of assessment
items is not a meaningful determination if the assessment is not aligned with learning goals
(Dimension 1) or useful for making decisions about learning (Dimension 2).

While “active learning” is an important consideration for how teaching is delivered
(e.g., [12]), effective higher education can also ensure that learners specifically develop
increasingly complex cognitive abilities (e.g., [31]). Achieving the complexity features of
an assessment may be facilitated when Dimension 1 (alignment) is fully satisfied (i.e., all
alignment features rated 1), but there may be interest in prioritizing alignment and leaving
complexity for “more sophisticated” assessment development. To change or confirm the
cognitive complexity of an assessment, instructors can utilize Bloom’s taxonomy ([15],
see also [29]) or any relevant framework from the compendium compiled by Moseley
et al. (2005) [28]. Satisfying the complexity dimension can be simplified when learning
outcomes (the focus of Dimension 1, alignment) are consistent with criteria such as the
National Institute for Learning Outcomes Assessment (NILOA, 2016) [22] criteria. However,
ensuring there is consistency and alignment between the instruction the assessment is
intended to capture—e.g., not teaching with memorization in mind and then asking for
critical essays in assessment—is also facilitated when learning outcomes are clearly stated,
and both teaching and assessment are well-aligned with these outcomes (see Chapter 1, [5];
p. 213, [10,20]).

There are many cognitive complexity taxonomies (see [28]). In the United States,
Bloom’s [15] is the most common/familiar one. A selected taxonomy should be utilized
for both developing an assessment (or constituent items) and the learning outcomes the
assessment supports. Based on experience, or simplicity of scoring decisions, instructors
may believe they “need to have 10 items on a quiz”, but if the learning objective is to
“encourage critical thinking”, asking students to demonstrate their memorization of ten
facts cannot support that objective. Critical thinking cannot be assessed easily with multiple-
choice exams, because this item type is most consistent with memorization and recognition.
Critical thinking requires higher cognitive sophistication, but essays and even short-answer
assessment items can be hard to grade consistently across responses. However, these
are not coherent reasons for why ten multiple-choice items would be included in any
assessment where critical thinking is to be taught or practiced. As instructors contemplate
the similarities and differences between in-person, online, and hybrid instruction, they can
also consider whether the assessment method they are using is better suited to one or the
other context. The AER dimensions can help instructors think through these considerations.

Finally, items on an assessment may vary widely in the cognitive complexity they
require. The rationale for that variability of complexity—even if systematic—might not be
appreciable to the learner. This could undermine the perceived coherence of the assessment.
In fact, coherence in the content of the assessment is the focus of the fourth AER dimension,
clarity [4,21].

Dimension 4. Clarity of the assessment

1. Students would understand clearly what they are required to do “for a good grade”.
2. Instructor would be able to interpret the summary of student work on the assessment

(total score or label <pass/fail>).
3. Items on the assessment are exchangeable (so that a total score, if that is computed, is

interpretable). Getting one item wrong provides the same information about student
learning as any other item.

4. The items on the assessment are there for a clear reason and appropriate for the
learner’s level of experience, in terms of required cognitive complexity.
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Once all the other three dimensions have been rated “present and acceptable”, then the
“final version” of any assessment should be evaluated for its clarity (see, e.g., [4,21]). The
clarity dimension appears last because, without the other dimensions, perfect “clarity” does
not make the assessment useful. Modifications to improve clarity can include reordering
items, integrating examples or better/clearer instructions, and other, similar information
that informs those being assessed about what exactly they need to do to demonstrate what
or how well they have learned. Leveraging Messick’s three questions [17] in the creation
of assessment items can strengthen the clarity of any assessment for the learner. These
questions can also strengthen the instructor’s ability to interpret the “score” or performance
on any assessment.

3. Assessment Construction or Revision Using Tables of Test Specifications

As an assessment is constructed, or evaluated, using the AER, instructors may also
take the opportunity to map out exactly what information they hope to obtain from each test.
One approach to ensuring that a test will generate an interpretable signal to the instructor
about the learner’s achievement is a table of test specifications or test blueprint [32–34].
A table of test specifications is a table that describes the features of your test. It lists
the contents, distribution of questions (number, number per topic), cognitive complexity,
and/or item type. As such, a table of test specifications can be extremely informative
for instructors about their assessment and the decisions it can help them make about
their students. Such a table can be constructed for any type of assessment; this structure
(mapping to course topics or learning objectives) can also be applied to an existing rubric
(for qualitative assessment). Table 1 shows a simple representation of the coverage of five
topics on a single test.

Table 1. Table of test specifications showing distribution of questions or points on a hypothetical
100-item exam covering five topics.

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Whole Test

30% 12% 40% 9% 9% 100%

A table like Table 1 may surprise instructors by the imbalance of items about one topic,
or it might show exactly the distribution that these topics need for the intended use of the
test scores. Ensuring that students understand that the test will be more heavily weighted
toward Topic 3 would improve the clarity of the assessment (and would help students to
plan study time). If Table 1 represents scoring, rather than item count, there could be only
one question on Topic 1, which represents 30% of the total score or grade (knowledge that
would also help students to study).

Table 2 shows the distribution of item types within a single test, which corresponds
more to the instructor’s attention to Dimension 3 (cognitive complexity) than to content or
topics, which is the sole focus in Table 1. Table 2 would also help an instructor ensure that
specific learning objectives (Dimension 1) were met, especially if the learning objectives
involve cognitive sophistication. That is, 30% of the grade will require higher-order
cognitive processing (i.e., for essays), while 58–70% of the grade will reflect the lowest
Bloom’s level of complexity (recognition and memorization). The short-answer questions
may be structured to require application, prediction, some analysis, or illustration, putting
them at higher cognitive levels than recognition and memorization.

Table 2. Table of test specifications showing cognitive complexity demands on a hypothetical 100-
point assessment.

Essay Short
Answer

Multiple Choice
Question (MCQ) Fill In Matching Whole Test

30% 12% 40% 9% 9% 100%
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Item type and topic can then be combined into a single table that describes the
specifications of one test (where row totals are 100% of items on that topic). Table 3 shows
that the test requires high cognitive complexity in the form of essay assessment items
for each topic, and that recognition and memorization (low cognitive complexity) are
contributing the majority of information to the instructor’s decisions about each student.

Table 3. Table of test specifications with topical and cognitive complexity coverage.

Essay Short Answer MCQ Fill In Matching

Topic 1 30% 19% 50% 1% 0%
Topic 2 30% 11% 20% 5% 34%
Topic 3 20% 20% 40% 10% 10%

A table of test specifications—for a given assessment or for all of the assessments in
the course—can also be constructed to ensure that the assessments are aligned with the
learning objectives for the course and also that they include item types that require the
targeted level of cognitive complexity, as shown in Table 4.

Table 4. Table of test specifications with learning objectives and item types.

Essay Short Answer MCQ Fill In Matching

30% 12% 40% 9% 9%
Objectives 1, 4 Objective 2 Objectives 1–4 Objective 3 Objective 4

Table 4 can be constructed for each topic to ensure that learning objectives (if articu-
lated separately by topic in one course) are aligned with assessment (AER Dimension 1).
The instructor’s description of item type and learning objectives can strengthen decision-
making about the test scores (AER Dimension 2). Knowing that the essay requires the
highest cognitive sophistication, followed by short-answer, with the other item types all
at the lowest cognitive complexity levels, will help instructors understand how they can
use the test scores to make decisions about student achievement (if used summatively) or
about possible changes to make to teaching in order to help students achieve more in the
learning that follows this assessment (if used formatively).

In keeping with AER Dimension 3, instructors may consider how cognitively complex
(in Bloom’s, or B, levels) the assessment of learning on each topic will be in the assessment.

Table 5 shows that the assessment covers Topics 1 and 2 equally and that the majority
of assessment questions require Bloom’s levels 1–3 (B1, B2, B3). In this example table,
“illustration” (Bloom’s level 3, B3) and “prediction” (Bloom’s level 4, B4) are included in
the table, suggesting that the assessor is actually interested in whether or not students
can demonstrate this level of complexity in their responses. However, B3 is only tapped
by items on Topic 2, which might make sense if Topic 1 is more foundational knowledge
and Topic 2 is focused on utilizing that knowledge. Since there is only 1% of items
(i.e., one of 100 items) at B4, and this item assesses Topic 1 only, this table shows that
there might be a mismatch between the instructor’s learning goals and how they are
being assessed. Table 5 therefore shows an exceptionally important use for tables of
test specifications: They can help instructors (and assessors) ensure that they are both
teaching and assessing, across topics, at cognitive complexity levels that are consistent with
their learning objectives [35,36]. When developing assessments, instructors should design
questions/items—within topics—keeping the target cognitive complexity in mind. With
purposeful complexity built into the assessment, then instruction and homework can be
revised to ensure that learning and assessment are both aligned (see [35]).
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Table 5. Table of test specifications with Bloom’s (B) level representation by topic.

Reiteration
(B1)

Summarization
(B2)

Illustration
(B3)

Prediction
(B4)

Row
Totals

Topic 1 30% 19% 0 1% 50%
Topic 2 10% 10% 30% 0 50%

Column Totals 40% 29% 30% 1% 100%

4. Quality Definitions/Levels of the AER: How to Rate the Four Questions on
Each Dimension

Because the AER is a true rubric, there is a flexibility in exactly how, and with what
content, an assessment can exhibit the four dimensions. There may or may not be interest
among the users of the AER in ensuring or documenting the alignment of the assessment
with national (or other) compendia of content, concepts, or competencies; such frameworks
can be combined with/utilized as the learning objectives in AER Dimension 1, the identifi-
cation of and alignment of the assessment with specific learning objectives about which the
assessment is intended to provide evidence.

The AER appears in Appendix A as a worksheet. Each question can be rated yes/1
or no/absent/0. A middle rating could be included, e.g., “difficult to discern” or “more
detail needed”: This middle rating can also identify faculty development needs among the
assessment developers, needing training to strengthen assessment construction, or among
evaluators, needing training to strengthen understanding of the four AER dimensions.
Thus, the AER in Appendix A includes this middle rating level, and individual instructors
can use, revise, or ignore it. Examples of rating options include:

1. Each item is rated yes/present (1) or no/absent (0). This can be extended so that, if
the alignment dimension is not rated a 4 (all four features present on that dimension),
then none of the other dimensions are rated (i.e., all receive a zero). This kind of rating
system weights the first dimension most heavily.

2. Each item is rated according to how clearly the evaluator can give the rating: 1 =
yes/clear; 5 = yes/difficult to discern <“rounding up from zero”>; 0 = no/clear; and
missing = difficult to discern, but probably no (can’t “round up to at least 5”).

3. Items are rated for whether or not the assessment can be/needs to be revised so
that the rating is yes or yes/clear, e.g., 1 = yes/clear/no revision needed; 5 = needs
revision/not clear enough; and 0 = absent (and/or needs substantial revision). A
rating of −1 = not revisable/start over. This scheme would be useful if there were
plans for a meeting or other opportunity to “improve assessments” and possibly
also better for the determination of whether mentoring/professional development is
needed. Additionally, if any part of the faculty development plans will include the
development, evaluation, and/or revision of assessments, then this scheme would
help identify content and training that are needed in those activities.

If any of these, or other, approaches to defining “levels” or ratings on the AER, the
decisions, values, and systematic rules for assigning the scores should be documented and
shared with relevant stakeholders (p. 85, [4]; Standard 4.0). Moreover, self-assessment
using the AER can be performed using qualitative ratings such as “sufficient” and “get
help to revise/improve”, the quest for ensuring an assessment has “sufficient” ratings on
all four dimensions can easily be discussed in a teaching portfolio or as a professional
development goal for instructors at any level. Mentor instructors can also use the AER
(with any rating scale) to facilitate both learning-centered assessment and the professional
portfolio development that instructors may need for advancement.

5. Discussion

The AER was created based on what is known about learning and learners in higher/
adult education: Bloom’s Taxonomy of Cognitive Behaviors [15], which allows the iden-
tification of observable cognitive behaviors that the course or lesson may be designed
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to promote; Messick’s (psychometrically) valid assessment features [17], to ensure that
learning is targeted and yields the desired observable and interpretable behaviors by stu-
dents; and principles of andragogy [16], to ensure that adult learners are “getting” what the
curriculum seeks to deliver. The four AER dimensions can either be applied to an existing
assessment, or they can be used to support the construction of new assessments to provide
valid information about both learning and instruction. As instructors consider shifting from
or to online/distance or hybrid instructional modalities involving some face-to-face and
some distance learning, they may also be interested in ensuring that their assessments are
consistent with their learning objectives. The AER can be used for any of these purposes.

The AER is an instantiation of a semi-qualitative method of analysis, Degrees of
Freedom, originally published in 1975 [25] but modified in 2019 to specifically support
educational decision-making [26]. It is intended to bring the authoritative work in learning
sciences together into a single resource for considering, creating, or revising assessments.
Whether summative or formative, assessment is meant to inform decision-making, and
as such, the Standards for Educational and Psychological Testing [4] should be leveraged,
if not utilized explicitly. “Assessment is a broader term than test, commonly referring to a
process that integrates test information with information from other sources.” (p. 2, [4]
emphasis in original). Validity refers to the interpretation of test scores—rather than to the
test itself—so when test scores are interpreted to effectively support actions and decisions
by the learner, the instructor, or the institution (as suggested by [22]) to improve student
outcomes, the assessment that leads to those scores would be called “valid”. “Validation
can be viewed as a process of constructing and evaluating arguments for and against the
intended interpretation of test scores and their relevance to the proposed use” (p. 11, [4]).

Thus, the AER can be used by instructors to describe, and better understand their
decisions about, student learning. It can also provide a concrete method to link (or ensure
a link between) instruction and assessment, particularly with Dimension 1. Additionally,
because it has general questions that diverse assessments can be rated on, the AER can
be used to test or study if multiple assessments are similar—or different—in educational
research. The AER can be used to examine assessments from disparate instructors and
domains (and for learners at different levels). The AER can be used for actionable evaluation
of both formative and summative assessments.

The AER leverages knowledge from the educational and cognitive psychological
domains to help instructors ensure that their teaching is aligned with, and supportive of,
their learning objectives (see [35,36]). The clarity dimension might be prioritized last in
the AER, but this is partly because the clarity of the signal any assessment provides is
meaningless if alignment (Dimension 1), utility (Dimension 2), and cognitive complexity
(Dimension 3) have not already been considered. In fact, alignment of an assessment with
the learning objective (Dimension 1) is essential to any claim of “assessment”, so it must be
prioritized first. Ensuring that an assessment does in fact meet all of the AER dimensions
is likely to be an ongoing and iterative process. It will be helpful if the AER is applied to
a single assessment by at least two independent raters; if independent evaluators come
to a consensus on the ratings they give to individual assessments, those consensus-based
ratings will be more believable and acceptable.

Importantly, it may not be feasible to expect that all evaluators (users of the AER) will
know what the “correct” answer to AER items is—particularly on the alignment dimension.
However, when multiple evaluators, including the individual who created the assessment,
apply the AER to the same assessment(s), discussions can be initiated about the course
or teaching and learning objectives and how the assessments support both teaching and
learning in actionable ways. An understanding of the alignment of the assessment to
learning objectives is essential for an interpretable, valid, assessment.

The Standards for Educational and Psychological Testing [4] describe the empirical
and theoretical requirements for useful, fair, interpretable, and actionable assessments. On
the first page, the Standards state: “Well-constructed tests that are valid for their intended
purposes have the potential to provide substantial benefits for test takers and test users”
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(p. 1, [4]). The AER is intended to help instructors ensure that their assessments meet these
validity standards. In particular, “(v)alidation can be viewed as a process of constructing
and evaluating arguments for and against the intended interpretation of test scores and
their relevance to the proposed use” (p. 11, [4]). By completing the AER, an instructor can
compile the evidence they have, or want to have, about the use and intended interpretation
of all assessments.
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Appendix A

Table A1. The Assessment Evaluation Rubric Worksheet.

Yes/Present = 1
(Unambiguously,

the AER Dimension
Feature Is Clearly

Present/Identifiable)

Possibly = 5 *
(Partially/Possibly/Seems so

But Can’t Tell; It Might
Simply Be

Misrepresented/Mislabeled.
This Rating Option May Be

Omitted)

No/Absent = 0
(Either There Is No Evidence
of This Dimension/Feature,
or Whatever Is Available Is
Clearly Not What the AER

Dimension/Feature
Requires)

General Alignment

1. A learning goal was articulated (that
this assessment is intended to assess).

2. The assessment is aligned with the
learning goal(s).

3. The teaching is supportive of what is
being assessed.

4. The assessment is aligned with the
cognitive complexity about the content

that the learner should have gained
from the instruction.

Utility of the assessment

1. The assessment is intended to
be formative.

2.The assessment is (also) intended to
be summative.

3. The results of the assessment are
informative about the learning the

instruction was intended to provide.

4. Assessment item structure is correct
(e.g., common errors of multiple-choice
item construction are avoided; stems do
not suggest the answer; the correctness
of a multi-part item is not contingent
on subparts that are at diverse levels

of complexity).
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Table A1. Cont.

Yes/Present = 1
(Unambiguously,

the AER Dimension
Feature Is Clearly

Present/Identifiable)

Possibly = 5 *
(Partially/Possibly/Seems so

But Can’t Tell; It Might
Simply Be

Misrepresented/Mislabeled.
This Rating Option May Be

Omitted)

No/Absent = 0
(Either There Is No Evidence
of This Dimension/Feature,
or Whatever Is Available Is
Clearly Not What the AER

Dimension/Feature
Requires)

Use of a formal method of incorporating complexity

1. Bloom’s (or equivalent) taxonomy is
used (correctly and appropriately, i.e.,

not just for memorization unless that is
the target cognitive level of instruction).

2. The rationale for using, or
manipulating complexity in items, is

clear and coherent.

3. There is attention given to the
cognitive complexity of the items.

4. The assessment was intended to
provide the student with actionable
evidence of what to do (better next

time/to take advantage of the learning
that was achieved).

Clarity of the assessment

1. Students would understand clearly
what they are required to do “for a

good grade”.

2. Instructor would be able to interpret-
and act on the summary of student

work on the assessment (total score or
label <pass/fail>).

3. Items on an assessment that is
summarized as a total score are

exchangeable (so that a total score, if
that is computed, is interpretable).

Getting one item wrong provides the
same information about student

learning as any other item.

4. The items on the assessment are there
for a clear reason, and appropriate for

the learner’s level of experience, in
terms of required cognitive complexity.

NOTES: * Depending on the user’s purpose using the AER, a simpler two level (yes/no) rating might be preferable.
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