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Abstract

For misguided reasons, social scientists have long been reluctant to use gain
scores for estimating causal effects. This article develops graphical models
and graph-based arguments to show that gain score methods are a viable
strategy for identifying causal treatment effects in observational studies. The
proposed graphical models reveal that gain score methods rely on a bias-
removing mechanism that is quite different to regular matching or covariance
adjustment. While gain score methods offset noncausal associations via dif-
ferencing, matching or covariance adjustment blocks noncausal association
via conditioning. Since gain score estimators do not rely on conditioning, they
are immune to measurement error in the pretest, bias amplification, and
collider bias. The graph-based arguments also demonstrate that the key
identifying assumption for gain score methods, the common trend assump-
tion, is difficult to assess and justify when the pretest causally affects treat-
ment assignment. Finally, we discuss the distinct role of pretests in the
context of Lord’s paradox.
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Pretest or baseline measures of the outcome or simply pretests have gained

much attention in the literature in the social sciences (e.g., Campbell and

Stanley 1963; Cook and Steiner 2010; Shadish, Cook, and Campbell 2002).

The corresponding literature and empirical evidence from meta-analyses

suggest that pretest measures are the most important covariates for removing

confounding bias in observational studies (Cook, Shadish, and Wong 2008;

Hallberg et al. 2018; Wong, Valentine, and Miller-Bains 2017). Such pretests

can be used to compute and analyze gain scores, also called change or

difference scores, which represent the differences between the posttest and

pretest scores (Allison 1990; Kenny 1975; Maris 1998). Nonetheless, gain

score methods have long been criticized and frequently avoided by applied

researchers and methodologists. Campbell and Erlebacher (1970:197) wrote

that “gain scores are in general such a treacherous quicksand,” and Cronbach

and Ferby (1970:80) even recommended researchers to “frame their ques-

tions in other ways.” This negative view is still widespread among research-

ers even until recently (Smolkowski 2013; Thomas and Zumbo 2012).

Instead, researchers have preferred covariance adjustment or matching

methods that control for or match on the pretest (or a corresponding propen-

sity score) in order to estimate the causal effect of an intervention (e.g.,

Imbens and Wooldridge 2009). We refer to these methods as conditioning

methods because the causal effects are obtained “conditional” on the pretest

(and other covariates or the corresponding propensity score). Causal identi-

fication using conditioning methods relies on the unconfoundedness assump-

tion, also called strong ignorability or conditional independence assumption

(Imbens 2004; Rosenbaum and Rubin 1983). Meeting the unconfoundedness

assumption requires that researchers know all the confounding covariates (or

a sufficient set of covariates that blocks all backdoor paths; Pearl, Glymour,

and Jewell 2016) and measure them reliably (Steiner, Cook, and Shadish

2011). Since this is rarely the case, the use of conditioning methods in

observational studies frequently results in biased effect estimates.

We argue that gain score methods are a viable alternative to identify

causal effects when the unconfoundedness assumption is violated. Although

the causal assumption underlying gain score methods, the common trend

assumption, might not be fully met either, gain score estimators have at least

three advantages over conditioning estimators (e.g., matching or covariance

adjustment estimators): They are immune to (i) unreliability of the pretest,

(ii) bias amplification, and (iii) collider bias. Particularly, gain score estima-

tors’ robustness to bias amplification and collider bias has never been dis-

cussed in the literature despite the long-standing discussions about gain

scores, particularly in the context of Lord’s (1967) paradox. As we will
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graphically show, these comparative advantages originate from the differ-

ence in the bias-removing mechanism of gain score and conditioning esti-

mators. While conditioning methods remove bias via blocking noncausal

associations, gain score methods remove bias via offsetting noncausal asso-

ciations by differencing rather than conditioning.

We use graphical models to discuss the identification strategy of gain

scores and their advantages in estimating causal effects. A graphical model

is a visual representation of the structural causal model of the presumed data

generating process of the data at hand. This approach has been developed in

computer sciences (Pearl 1988) and epidemiology (Robins 1987) and is now

becoming more popular also in the social sciences (e.g., Elwert 2013;

Morgan and Winship 2015; Steiner et al. 2017). With respect to causal

identification, the use of graphical models has two major advantages over

algebraic formulations. First, graphical models allow us to discuss causal

assumptions and bias-removing mechanisms in an intuitively appealing but

nonetheless formally rigorous way. With graphs and graph-based arguments,

we can literally see the common trend assumption and the bias-offsetting

mechanism of gain score methods. Second, graphical representations of

subject-matter theory provide an indispensable tool for assessing the com-

mon trend assumption’s plausibility in practice. This enables researchers to

better defend (or reject) the rather abstract common trend assumption.

In this article, we consider a nonrandomized two-group pretest–posttest

design, where the outcomes of the treatment and control groups are measured

at two points in time, before and after the intervention. Given the pretest

measure, researchers have two main choices to identify and estimate the

treatment effect. They can use conditioning methods like matching or covar-

iance adjustment, or gain score methods—the classic setting of Lord’s (1967)

paradox. To ease exposition, we restrict our discussion to linear data-

generating models with constant effects across all units (extensions to non-

linear or nonparametric settings is a topic for future research). In discussing

gain score and conditioning estimators, we focus our attention exclusively on

bias and do not discuss any efficiency or power issues relevant for signifi-

cance testing. This does not mean that efficiency and power can be ignored in

practice, but our major aim here is to guide researchers in choosing an

identification and estimation strategy that results in the least possible bias.1

This article is organized as follows. In the next section, we provide a brief

introduction to graphical models for observational studies and gain scores

and discuss the assumptions and mechanisms necessary for identifying cau-

sal treatment effects. In the following section, we highlight the three advan-

tages of gain score estimators over conditioning estimators. The section is
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followed by an in-depth discussion of the common trend assumption. We

discuss scenarios and conditions under which the assumption is hard to assess

with subject-matter knowledge. We conclude with a discussion of the distinct

role of pretests in observational studies.

Graphical Models Perspectives on Observational
Studies and Gain Scores

Graphical Models for Observational Studies

It is well-known that causal inference with observational data is challenging

because the treatment and control groups are frequently not comparable at

baseline (Shadish et al. 2002). In the absence of randomly assigned treatment

and control conditions, the observed group difference in the outcome reflects

not only potential causal effects but also spurious associations due to con-

founding (i.e., differential selection of units into the treatment and control

groups). However, if researchers succeed to reliably measure a set of covari-

ates that meets the unconfoundedness assumption, then the causal effect is

identified and can be estimated via matching or covariance adjustment (if

technical assumptions for matching and covariance adjustment are met in

addition, e.g., correct specification of the functional form).

The above rationale can be visualized by causal graphs. They facilitate our

intuitive understanding without sacrificing formal rigor. Consider an exam-

ple where we are interested in evaluating the effect of participating in a

summer math camp (Z) on students’ math achievement (Y). Assume that

participation in the math camp was not randomized, instead students or their

parents decided whether to enroll or not. Further assume that we know, from

subject-matter theory and empirical investigations, that students’ true but

latent math ability (A) is the sole confounding variable that affects both

Figure 1. Graphs for observational studies. (A) Graph for an observational study
without pretest. (B) Graph for an observational study with pretest.
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treatment Z and outcome Y. Figure 1A shows the corresponding graphical

model consisting of three nodes and three arrows. The nodes represent the

variables and the arrows the causal relationships between the nodes. For

instance, the arrow A ! Z indicates that students’ math ability causally

affects participation in the math camp (e.g., high-ability students might more

likely enroll than low-ability students). Since math ability A also affects math

achievement Y (A ! Y), A is referred to as a confounding variable or con-

founder because A confounds the relation between treatment Z and outcome

Y. Since A is unmeasured, its node is vacant; observed nodes are filled. It is

important to note that the causal graph describes how the data were actually

generated, regardless of whether a variable has been measured. Thus, a

graphical model is a graphical representation of the presumed data-

generating process, and it typically contains all observed but also unobserved

variables that directly or indirectly affect both treatment and outcome.

Given the graphical model in Figure 1A, we see that treatment Z and

outcome Y are connected or associated via two different paths2:

(i) Z ! Y,

(ii) Z A ! Y.

The first path represents the causal relationship of interest, while the

second path represents a noncausal relationship between Z and Y. Both paths

are naturally open and thus transmit association. The paths are “naturally”

(i.e., without any other conditioning) open because they do not contain a

collider (Elwert and Winship 2014; Pearl et al. 2016). A collider is a node at

which two arrows from its adjacent nodes collide (e.g., C in A! C B is a

collider variable). A path with a collider does not transmit association with-

out any other conditioning because any association terminates at the collider

node, that is, the path is naturally blocked. Therefore, the overall association

between Z and Y in Figure 1A is a mixture of the causal and noncausal

associations. Unless the noncausal association via path (ii) is stripped out,

the observed marginal association between Z and Y does not correspond to

the causal relationship between Z and Y via path (i).

The naturally open noncausal paths can be blocked by conditioning on any

middle node in the paths unless it is a collider. Since A is the sole middle

node and not a collider on path (ii), conditioning on A via matching or

regression blocks the transmission of noncausal association. Conditional

on A, the association between Z and Y is then only determined by the causal

association transmitted via path (i), Z ! Y. Thus, the causal effect is iden-

tified conditional on A. Pearl (1993) developed a simple graphical criterion,
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the backdoor criterion, to test whether a set of observed variables is suffi-

cient to identify causal effects via conditioning. The backdoor criterion states

that causal effects are identified if all noncausal (or backdoor) paths can be

blocked. For our graph in Figure 1A, however, the noncausal path Z A!
Y cannot be blocked because the ability A is latent and thus unavailable for

conditioning. Thus, the causal effect of attending the math camp on math

scores is not identifiable via matching or covariance adjustment.

Although the confounder A is unmeasured, researchers may have a pretest

measure of the outcome that may serve as a proxy for A. For example, one

may measure students’ math achievement before the math camp starts. Let P

denote such a pretest measure. Then, both pretest and posttest are likely

affected by students’ math ability. Figure 1B shows the graph with the added

pretest: A affects both P and Y, but Z does not affect P (because P is measured

before Z). Since P is measured (filled node), we can condition on it (e.g.,

matching on P or regressing Y on Z and P). However, conditioning on P does

still not identify the causal effect because P is not a middle node on the non-

causal path Z A! Y and thus cannot block the path. Due to the pretest’s

correlation with ability, conditioning on P may reduce the confounding bias

but it cannot eliminate all the bias (Steiner and Kim 2016). As the graphical

model in Figure 1B demonstrates, conditioning on a pretest measure is hardly

sufficient to identify causal effects in observational studies.

Graphical Models for Gain Scores

In the presence of unmeasured confounding, gain score methods can be an

alternative strategy to identify causal effects. Gain score methods first

require computing the gain score: G ¼ Y � P. In Figure 2A, the gain score

G is added as a new node to the graph. Since G is determined by both Y and P,

we add two arrows: P ! G and Y ! G. Moreover, since the gain score is

computed as a linear combination of P and Y with fixed coefficients of �1

andþ1, respectively, we also add the corresponding structural coefficients to

the graph in Figure 2A (see Pearl [2016] for a similar graphical representa-

tion of gain scores; Shahar and Shahar 2012).3 Assuming linear relationships

and constant effects, we now label all arrows with Greek letters, which

represent the unknown structural coefficients of the underlying data-

generating process. For example, t on the causal path Z! Y represents the

constant causal effect of Z on Y.

Gain score methods investigate the causal effect of Z on the gain score G

rather than the original outcome Y. That is, we regress G on Z or, equiva-

lently, compare the group mean difference in the gain score G using a two-
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sample t test. This is justified because the causal effect of Z on G is the

mediated effect via the causal path Z! Y!G, which is given by the product

of the two path coefficients, t� ðþ1Þ ¼ t, and thus identical to the causal

effect of Z on Y.4

However, with regard to the causal relationship between Z and G in Figure

2A, we now have three noncausal paths:

(i) Z A! P ! G,

(ii) Z  A ! Y ! G,

(iii) Z ! Y  A ! P! G.

Since the noncausal paths (i) and (ii) are naturally open (they do not

contain any collider variable), they transmit associations and confound the

relation between Z and G. In contrast, path (iii) is naturally blocked by the

collider Y and thus does not transmit any association. According to the back-

door criterion, the causal effect of Z on G is identified when the two open

noncausal paths (i) and (ii) are blocked. Although conditioning on both P and

Figure 2. Graphs for gain scores. (A) Simple gain score graph. (B) Graph showing
how the independent measurement error e affects the pretest. (C) Graph with two
confounders but the pretest is only affected by confounder A. (D) Graph with a
common measurement error that affects both the pretest and posttest.
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Y would block the noncausal paths (note that A is unmeasured),5 conditioning

on Y would also block the causal path Z! Y!G. Since the causal path must

remain unblocked, conditioning on both P and Y is not a viable

identification strategy.

Gain score methods eliminate the confounding bias by offsetting rather

than blocking the noncausal associations. The association transmitted via the

noncausal path (i) can be quantified by the product of the corresponding

structural path coefficients on the path: a� b1 � ð�1Þ ¼ �ab1.6 Analo-

gously, we can quantify the associations via the other noncausal paths:

(i) Z  A! P! G : �ab1;
(ii) Z  A! Y ! G : þab2;

(iii) Z ! Y  A! P! G : 0:

Note that path (iii) transmits no association because this path is naturally

blocked by collider Y. If the sum of all the noncausal associations is zero,

ab2 � ab1 ¼ aðb2 � b1Þ ¼ 0;

the noncausal associations offset each other, and all the confounding bias is

eliminated. Because a is assumed to be nonzero,7 the confounding bias

cancels out if the unmeasured math ability A affects the pretest math score

P and the posttest math score Y to the same extent, b1 ¼ b2. This equality

condition is frequently referred to as the common trend (Lechner 2011) or

time-invariant confounding assumption.8 If the common trend assumption

holds, the relation between the treatment and the gain score is free of any

confounding and the overall association between Z and G is solely due to the

causal effect of Z on G. Importantly, the bias-removing mechanism of off-

setting confounding bias does not require any conditioning to block noncau-

sal paths. Therefore, the causal effect can be identified by gain score methods

despite the presence of unmeasured confounders (i.e., violation of the

unconfoundedness).

It is interesting to investigate what happens if we were to condition on the

pretest P in a gain score analysis, regressing G on Z and P. As the gain score

graph directly reveals, conditioning on P blocks the noncausal path (i) Z A

! P! G while the noncausal path (ii) Z A! Y! G remains open. This

results in losing the bias offsetting effect of gain score methods and we have

the same bias as in a standard matching or covariance adjustment with

respect to Y (Allison 1990; Jamieson 2004; Kenny 1975; Laird 1983; Lech-

ner 2011). This is so because the association transmitted via the remaining

open path (ii) Z A! Y! G is identical to the noncausal association via Z
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 A! Y. Thus, conditioning on the pretest in a gain score analysis turns the

analysis into a standard conditioning method.

Advantages of Gain Score Estimators

Unreliability of Pretest

In practice, pretests are often contaminated with random measurement error.

To highlight the impact of measurement error on both conditioning and gain

score estimators, we now explicitly add an independent error term e to the

graph in Figure 2B (by convention, such random disturbance terms are

usually omitted from graphs). The new structural parameter le represents

the impact of the measurement error e on the pretest P (e ! P).

Given the graph in Figure 2B, conditioning on P will remove a major part

of the confounding bias if P closely resembles A, which is the case whenever

measurement error is very small. However, as measurement error e increases,

P becomes a weaker proxy for A, resulting in more bias in conditioning

estimators. This intuition is confirmed when we consider the regression of

Y on Z and P and express the expectation of Z’s partial regression coefficient,

bYZ�P, in terms of the structural parameters in the graph in Figure 2B (for

derivations of all estimator formulae hereafter, see the Appendix):

bYZ�P ¼ tþ ab2ð1� rÞ
VarðZÞ � a2r

; ð1Þ

where r denotes the reliability of P, r ¼ b2
1

b2
1þl2

e

.9 The regression estimator

consists of the true causal effect (t) and an additive bias term. The bias term

shows that the regression coefficient varies with the impact of the measure-

ment error, le. For example, if measurement error is large (i.e., jlej is large in

comparison to jb1j), the reliability r decreases and the bias term jab2ð1� rÞj
increases. That is, ð1� rÞ% of the confounding bias induced by A (i.e., ab2)

is remaining. In addition, the remaining bias is amplified by the factor
1

VarðZÞ�a2r
(we discuss bias amplification in the next section). If the pretest

is measured without error (i.e., le ¼ 0 and r ¼ 1), then the partial regression

estimator is unbiased, bYZ�P ¼ t. Thus, measurement error attenuates the

bias-removing potential of the pretest (see Aiken and West 1991; Steiner

et al. 2011).

In comparison to conditioning estimators, gain score estimators are insensi-

tive to measurement error in the pretest (Maris 1998). This is so because the

association transmitted via the noncausal path Z A!P!G does not involve

le. According to the path-tracing rule, the association along the path is simply
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given by the product of the three path coefficients ofa,b1, and�1. In regressing

the gain score G on the treatment indicator Z, we can write the expectation of the

gain score estimator, bGZ , in terms of structural parameters t, a, b1, and b2:

bGZ ¼ tþ aðb2 � b1Þ
VarðZÞ : ð2Þ

The formula clearly shows that the gain score estimator is not a function

of le (or the reliability r), revealing its insensitivity to measurement error

in the pretest.10 Suppose that the math pretest is a highly unreliable

measure of students’ true math ability. In this case, conditioning methods

are not able to remove all the bias. Depending on the unreliability, only a

minor fraction of the bias might be removed. However, gain score meth-

ods’ accuracy is unaffected by measurement error and, as long as the

common trend assumption holds, b1 ¼ b2, they estimate the causal effect

without any bias.

Bias Amplification

Steiner and Kim (2016) showed that any remaining bias in conditioning

estimators is amplified (also see Pearl 2010, 2011). Bias amplification is a

phenomenon that occurs with conditioning methods whenever the condition-

ing covariates (a) fail to remove the entire bias and (b) causally determine

treatment selection. The denominator in the bias term of equation (1) con-

tains the amplification factor 1
VarðZÞ�a2r

, which is always greater than the

factor without conditioning on P, 1
VarðZÞ. Thus, the subtraction of a2r in the

denominator determines the extent of bias amplification due to controlling

for P in the conditioning estimator. The stronger the ability’s effect on

treatment selection and the higher the pretest’s reliability, the stronger the

bias-amplifying effect. However, the term �a2r does not occur in the

denominator of the gain score estimator in equation (2).

To better see this, consider two unobserved confounders A and S as

depicted by the graph in Figure 2C. In addition to the confounder A,

the variable S also confounds the relation between the treatment Z and the

outcome Y. Since the relations S ! Z and S ! Y are described by the

structural parameters as and bs, respectively, the confounding bias induced

by S is given by asbs. The graph also shows that the pretest P is affected by A

while unaffected by S, indicating that P can serve as a proxy for A but not for

S. Hence, conditioning on P does not eliminate any bias induced by the

confounder S; on the contrary, it amplifies the bias due to S.
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Given the graph in Figure 2C, the expected partial regression coefficient

bYZ�P (i.e., conditioning estimator) is

bYZ�P ¼ tþ ab2ð1� rÞ
VarðZÞ � a2r

þ aSbS

VarðZÞ � a2r
: ð3Þ

The first bias term represents, as already discussed, the remaining bias due to

Ps unreliability with respect to A, while the second bias term shows the

hidden bias due to S, asbs, which is amplified by the factor 1
VarðZÞ�a2r

. In

order to see that bias amplification only occurs if we condition on the pretest

P, compare equation (3) to the expected regression estimator without con-

ditioning on P (i.e., regression of Y on Z):

bYZ ¼ tþ ab2

VarðZÞ þ
aSbS

VarðZÞ : ð4Þ

It becomes clear that, without conditioning on P, the hidden biases due to A

and S are not amplified because a2r is not subtracted from Var(Z) in the

denominators.

Since bias amplification is a phenomenon that only occurs if one condi-

tions on covariates, gain score estimators are immune to bias amplification

(provided one does not condition on any other covariates).11 Regressing G on

Z, the expectation of the gain score estimator is given by:

bGZ ¼ tþ aðb2 � b1Þ
VarðZÞ þ

aSbS

VarðZÞ : ð5Þ

Note that the third term, the bias due to S (i.e., aSbS=VarðZÞ), is identical to

the third term in equation (4), which is the bias in the unadjusted effect

estimate of Z on Y. Although gain score methods do not eliminate the bias

due to S, at least they do not amplify the remaining bias.

Collider Bias

Since pretest and posttest are typically measured with the same or a very

similar instrument (e.g., same or same type of test or questionnaire items, or

interviewers) in the same or a similar setting (e.g., lab or classroom, lab

personnel, or teachers), the error terms of the pretest and posttest are very

likely correlated. Zimmerman and Williams (1982:153, emphasis added)

wrote, “correlated errors [between pretests and posttests] are probably the

rule rather than the exception in pretest-posttest measurements.” The graph

in Figure 2D represents such a correlated error structure. The exogenous

variable E represents a common source of the correlated measurement errors,
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that is, E simultaneously affects the pretest and posttest with structural para-

meters l1 and l2 for the causal relations E ! P and E ! Y, respectively.

Given the data-generating model in Figure 2D, conditioning methods now

face the issue of collider bias. Compared to the graph in Figure 2A, where the

error terms are independent, the correlated error structure in Figure 2D

creates an additional noncausal path between Z and Y:

Z  A! P E! Y :

Since this path contains the collider P, it is naturally blocked at the collider

node P. However, once we condition on P, the path becomes unblocked and

transmits spurious association (Ding and Miratrix 2015; Elwert and Winship

2014). This spurious association between Z and Y is referred to as collider

bias. Thus, with correlated errors, conditioning estimators are biased due the

unreliable measurement of A and the collider bias induced by conditioning on

the collider P.

The graph in Figure 2D reveals that the correlated error structure via E

creates three additional noncausal paths between Z and G:

(i) Z A! P  E ! Y ! G,

(ii) Z  A ! Y  E ! P ! G,

(iii) Z ! Y  E ! P! G.

However, gain score methods are robust against collider bias because all new

noncausal paths via E are naturally blocked either at P or Y because one of

them is always a collider on the paths. Thus, no noncausal association is

transmitted through these three noncausal paths. Since gain score methods

condition neither on P nor on Y, the noncausal paths remain naturally blocked

such that collider bias is not an issue for gain score estimators.

This can also be seen from algebraic expressions of the conditioning and

gain score estimators. According to the data-generating model in Figure 2D,

the expectation of the conditioning estimator is given by:

bYZ�P ¼ tþ ab2ð1� rÞ
VarðZÞ � a2r

� ab1l1l2

fVarðZÞ � a2rgVarðPÞ : ð6Þ

Compared to equation (1), the correlated error structure results in an addi-

tional subtractive bias term—the collider bias. This new bias term corre-

sponds to the unblocked collider path Z  A ! P  E ! Y, given by the

product of the four structural path coefficients of the path: a, b1, l1, and l2.

In comparison to conditioning methods, gain score methods are unaf-

fected by collider bias. The expectation of the gain score estimator for the
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graph in Figure 2D is identical to equation (2). Although the common cause

E generates a correlated error structure, it does not affect the bias in gain

score estimators.

The Common Trend Assumption under Different
Data-Generating Models

When the Pretest Affects Treatment Selection

The common trend assumption requires that the pretest–posttest change

in the outcome Y does not differ between the treatment and control

groups in the absence of a treatment effect. Given the previous data-

generating models (except for Figures 1A and 2C), the common trend

assumption implies that the impact of the unmeasured confounder A on P

and on Y is identical, b1 ¼ b2. However, whether the equality establishes

the common trend assumption strongly depends on the actual data-

generating model. The models thus far assumed that the pretest P has

no causal effect on treatment Z and posttest Y. This might often be

unrealistic in practice. For example, the math pretest score may be

known to students and their parents before they decide whether to attend

the math camp or not. Then, parents of students with a low pretest score

may encourage their children to take the camp, that is, the pretest cau-

sally affects treatment selection (P ! Z).

The graph in Figure 3A describes this scenario. The graph has four natu-

rally open noncausal paths between Z and G with the following transmitted

associations:

(i) Z A! P ! G: �ab1,

(ii) Z  A ! Y ! G: þab2,

(iii) Z  P ! G: �g1VarðPÞ,
(iv) Z P A ! Y ! G: þg1b1b2.

Note that the association transmitted via path (iii) depends on Var(P) because

P is the “root” node of this path (see Note 6). To obtain an unbiased estimate

of the causal effect using gain score methods, the common trend assumption

requires that the sum of the four noncausal associations must be zero. Using

VarðPÞ ¼ Varðb1Aþ ePÞ ¼ b2
1 þ VarðePÞ, where eP is the independent

(measurement) error of P, the common trend assumption is met if

aðb2 � b1Þ þ g1fb1b2 � VarðPÞg ¼
ðaþ g1b1Þðb2 � b1Þ � g1VarðePÞ ¼ 0:
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One obvious case that meets this condition is b1 ¼ b2 and VarðePÞ ¼ 0,

that is, the unmeasured confounder A affects P and Y to the same extent and

the pretest is measured without error. However, since the pretest is rarely

measured without error, the common trend assumption only holds if the first

bias term ðaþ g1b1Þðb2 � b1Þ and the second bias term g1VarðePÞ perfectly

offset each other. But, it is not clear under which conditions such an

offsetting can happen. Consequently, when the pretest affects treatment

assignment, the common trend assumption is generally hard to assess on

subject-matter grounds. Also note, since the association via the noncausal

path (iii) depends on the variance of the pretest, and thus on the measurement

error in the pretest, the gain score estimator is no longer robust to measure-

ment error in the pretest. For this reason, some authors have advocated

against the use of gain scores when the pretest causally determines treatment

selection (Allison 1990; Imai and Kim 2019; Maris 1998).

When the Pretest Affects the Posttest Measure

The graph in Figure 3B describes a situation where the pretest causally affects

the posttest (P! Y). Such a situation occurs if the pretest scores are unknown

prior to camp enrollment, but after students and parents learn about the pretest

score, it may stimulate students’ motivation or parents’ engagement to orga-

nize private tutoring, for instance. With respect to the gain score G, we have

three naturally open noncausal paths and corresponding associations:

(i) Z  A! P! G : �ab1;
(ii) Z  A! Y ! G : þab2;

(iii) Z  A! P! Y ! G : þab1g2:

In order to identify the causal effect, the common trend assumption

requires that

Figure 3. Graphs where the pretest directly affects (A) the treatment or (B) the
posttest.
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afb2 þ b1ðg2 � 1Þg ¼ 0:

Given a 6¼ 0, the equality holds when b1 ¼ b2 þ b1g2. Note that b2 þ b1g2

represents the total effect of A on Y (except for the effect via Z): the direct

effect of A on Y (A! Y) plus the mediated effect via P (A! P! Y). Thus,

the common trend assumption requires that the impact of A on P is the same

as the total impact of A on Y (again, not via Z).

In contrast to the previous case where the pretest affects treatment

selection, the implication of the common trend assumption has a clearer

substantive interpretation here. Researchers need to assess whether the

impact of the unmeasured confounder on the pretest is identical to the

cumulative impact of the same confounder on the posttest (i.e., the direct

and indirect effect via the pretest). If the two impacts are identical, gain

score methods identify the causal effect (and are insensitive to measure-

ment error in P). Note that we do not claim that the common trend

assumption is more likely met if the pretest does not affect treatment

selection. Rather, we argue that the common trend assumption is easier to

assess because the causal graphs of data-generating processes that do not

have an effect of P on Z (Figure 2A or Figure 3B) allow for a more

meaningful interpretation of the assumption.

Discussion

The widespread reservations about gain scores are partly due to the lack of

understanding about how gain score methods actually remove bias. A few

methodological articles argued that gain score methods can be effective for

causal inference with observational studies (e.g., Allison 1990; Maris 1998;

Van Breukelen 2006). However, most of these articles rely exclusively on

algebra, which is not easily accessible to many applied researchers. This

article revisited the topic with a graphical models approach. The graphical

representations visualize the process of how gain score methods identify

causal effects and help in understanding and assessing the common trend

assumption. For example, our graphical discussion of the common trend

assumption provides a clear explanation for why the assumption is hard to

assess when the pretest directly affects treatment selection. Corresponding

graphical discussions can be easily extended to more complex data-

generating models, for instance, when the pretest simultaneously affects both

treatment selection and the posttest. Also, if there are multiple unmeasured

confounders, more noncausal paths between treatment Z and gain score G
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need to be considered, and the common trend assumption holds only if the

noncausal associations transmitted along these paths offset each other.

In this article, we also showed that gain score estimators are robust against

the unreliability of pretests, bias amplification, and collider bias—issues that

may strongly affect conditioning estimators. Nonetheless, gain score methods

do not always work and not necessarily remove more bias than conditioning

methods like regression or matching adjustments. It is possible that condition-

ing on the pretest yields less biased or even unbiased effect estimates while

gain score estimators might be seriously biased. One of the main messages of

this article is that researchers need subject-matter knowledge about the data-

generating process to select an appropriate method. Without strong subject-

matter knowledge, an informed choice of an appropriate identification strategy

and the corresponding estimator is impossible despite the long-standing dis-

cussions and investigations since Lord’s (1967) seminal article. However, if

subject-matter knowledge is available, graphical models are a useful tool to

incorporate such knowledge into causal investigations and to choose an iden-

tification strategy that has the best chances to remove confounding bias. Gra-

phical models help in understanding gain score methods and Lord’s paradox,

just as they are useful for discussing missing data problems (Thoemmes and

Mohan 2015) and quasi-experimental designs (Steiner et al. 2017).

This article suggests a distinct role of pretests in observational studies.

Although the literature has emphasized the importance of pretests (Cook and

Steiner 2010; Shadish et al. 2002), it has been unclear what a good pretest is. Our

comparison of gain score and conditioning estimators revealed that different

methods exploit different characteristics of the pretests. For conditioning esti-

mators, a good pretest must be a close proxy of the unmeasured confounders,

that is, the pretest and the unobserved confounders should be nearly perfectly

associated. For gain score estimators, however, a good pretest is affected by the

unobserved confounders to nearly the same extent as the posttest. When plan-

ning an observational study, researchers need to assess whether it is easier to

meet the unconfoundedness or common trend assumption with pretest mea-

sures. If they think that the pretest may be a good proxy for all unobserved

confounders, then they need to put considerable effort into the reliable measure-

ment of a single or multiple pretests. Moreover, in taking repeated measures

they should try to avoid correlated errors because of the possibility of collider

bias. In contrast, if researchers believe that the unobserved confounders affect

the pretest and posttest to almost the same extent, the reliable measurement and

independent error structure are less important. Instead, researchers might put

more effort into using the same instrument at the pretest and posttest, or into an

adequate calibrating or equating of scores from different instruments.
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Finally, the graphical discussion of gain scores in this article is a first step

in developing graphical models for a broader class of methods including

fixed effects models and comparative interrupted time series designs. They

belong to the same class of methods as gain score methods because they rely

on the bias offsetting mechanism of differencing instead of the bias-blocking

mechanism of conditioning methods like matching or covariance adjustment.

This distinction (conditioning methods vs. differencing methods) has not

been clearly made in the previous literature. For example, it is not rare to

find a comparative interrupted time-series design with an additional regres-

sion adjustment for or matching on multiple pretests (e.g., St. Clair, Cook,

and Hallberg 2014; Wong et al. 2017; also see Abadie, Diamond, and

Hainmueller (2010), for synthetic control methods). Our graphs show that

conditioning on the pretest when using a gain score regression automati-

cally turns into standard covariance adjustment, which then relies on the

unconfoundedness rather than the common trend assumption. More

research is needed to reveal similarities but also differences among those

methods.

Appendix

Regression Estimator Formula

The linear structural causal model corresponding to the graph in Figure 2D

is given by A ¼ eA, Z ¼ aAþ eZ , Y ¼ tZ þ b2Aþ l2E þ eY , P ¼ b1Aþ
l1E þ eP, and G ¼ Y � P, where eA, eZ , eP, and eY are mutually independent

random disturbance terms (omitted from the graph). Without loss of general-

ity, we assume VarðAÞ ¼ VarðEÞ ¼ 1. Then, the expectation of the partial

regression coefficient of Z, bYZ�P, from the regression of Y on Z and P can be

written in terms of bivariate correlations as bYZ�P ¼ rYZ�rYPrZP

1�r2
ZP

� SDðY Þ
SDðZÞ, where

the correlation coefficients are given by

rYZ ¼ CovðtZ þ b2Aþ l2E þ eY ; aAþ eZÞ=fSDðY ÞSDðZÞg
¼ fVarðZÞ tþ ab2g=fSDðY ÞSDðZÞg;

rYP ¼ CovðtZ þ b2Aþ l2E þ eY ; b1Aþ l1E þ ePÞ=fSDðY ÞSDðPÞg
¼ ðtab1 þ b1b2 þ l1l2Þ=fSDðY ÞSDðPÞg;

rZP ¼ CovðaAþ eZ ; b1Aþ l1E þ ePÞ=fSDðZÞSDðPÞg
¼ ab1=fSDðZÞSDðPÞg:

Kim and Steiner 1369



Plugging the population correlations into the formula for bYZ�P, we obtain

equation (6), bYZ�P ¼ tþ ab2ð1�rÞ
VarðZÞ�a2r

� ab1l1l2

fVarðZÞ�a2rgVarðPÞ, where r is the relia-

bility of the pretest P, r ¼ b2
1=VarðPÞ.

Because the structural causal model for Figure 2B is a restricted model of

the structural causal model in Figure 2D, we obtain equation (1) by setting

either l1 ¼ 0 or l2 ¼ 0: bYZ�P ¼ tþ ab2ð1�rÞ
VarðZÞ�a2r

:

The structural causal model corresponding to Figure 2C is given

by A ¼ eA, S ¼ eS , Z ¼ aAþ aSS þ eZ , Y ¼ tZ þ b2Aþ bSS þ eY , P ¼
b1Aþ eP, and G ¼ Y � P. The correlation coefficients, based on this model,

are given by:

rYZ ¼ CovðtZ þ b2Aþ bSS þ eY ; aAþ aSS þ eZÞ=fSDðY ÞSDðZÞg
¼ fVarðZÞ tþ ab2 þ aSbSg=fSDðY ÞSDðZÞg;

rYP ¼ CovðtZ þ b2Aþ bSS þ eY ; b1Aþ ePÞ=fSDðY ÞSDðPÞg
¼ ðtab1 þ b1b2Þ=fSDðY ÞSDðPÞg;

rZP ¼ CovðaAþ aSS þ eZ ; b1Aþ ePÞ=fSDðZÞSDðPÞg
¼ ab1=fSDðZÞSDðPÞg:

Plugging the correlation terms into bYZ�P ¼ rYZ�rYPrZP

1�r2
ZP

� SDðY Þ
SDðZÞ, we obtain

equation (3)

bYZ�P ¼ tþ ab2ð1� rÞ
VarðZÞ � a2r

þ asbs

VarðZÞ � a2r
:

Relying on the same structural causal model, we can also obtain equations

(2), (4), and (5). First, equation (4) is the regression coefficient of Z of the

regression of Y on Z, bYZ . Since the coefficient can be written as

bYZ ¼ CovðY ; ZÞ=VarðZÞ and using

CovðY ; ZÞ ¼ CovðtZ þ b2Aþ bSS þ eY ; aAþ aSS þ eZÞ
¼ VarðZÞ tþ ab2 þ aSbS ;

we obtain bYZ ¼ tþ ab2

VarðZÞ þ
aSbS

VarðZÞ. Similarly, for equation (5), using

CovðG; ZÞ ¼ CovðtZ þ b2Aþ bSS þ eY � b1A� eP; aAþ aSS þ eZÞ;
¼ VarðZÞ tþ aðb2 � b1Þ þ aSbS ;

we obtain the regression coefficient for Z of the regression of G on Z,

bGZ ¼ tþ aðb2�b1Þ
VarðZÞ þ

aSbS

VarðZÞ (equation [5]). Since the structural causal model
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in Figure 2A is a restricted model of the structural causal model in Figure 2C,

we obtain equation (2) by setting aS ¼ 0 and bS ¼ 0, that is, bGZ ¼
tþ aðb2�b1Þ

VarðZÞ .
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Notes

1. Van Breukelen (2006) discusses efficiency issues of gain score estimators.

2. A path is a sequence of adjacent nodes without visiting a node more than once.

The directions of the arrows do not matter.

3. An alternative graphical representation, called the latent change score (LCS)

model, describes the change score as a latent variable that is affected by the

pretest but directly causes the posttest: P! C! Y (together with P! Y), where

C is the latent change score (Coman et al. 2013; McArdle 2009). Although the

LCS model can represent statistical relations among variables, we think that it is

limited in representing causal relations. For example, since the LCS model

requires that P directly affects Y, but also indirectly via C, it cannot correctly

represent the causal model we present in Figure 2A which assumes that the

pretest does not causally affect the posttest. Other critical aspects of the LCS

model are discussed in Shahar and Shahar (2012).

4. The path-tracing rules, developed by Wright (1921), are applicable to all our

graphs because we assume linear causal relationships. For more information

about Wright’s path-tracing rules in linear models, see Pearl (2013).
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5. Conditioning on Y alone would open path (iii) because Y is a collider on the path.

However, the additional conditioning on P blocks the open path and thus does not

transmit any association conditional on Y and P.

6. To be precise, the product should be multiplied by the variance of the “root” node

of the path, such that �ab1 � VarðAÞ. Throughout this article, we assume that

unmeasured confounders (i.e., vacant nodes) such as A have a unit variance,

VarðAÞ ¼ 1.

7. If a ¼ 0, we would have no arrow A! Z, implying that A is not a confounder.

8. Note that we present here the common trend assumption for linear data-

generating models with constant effects. For models with nonlinear relations

or effect heterogeneity, the common trend assumption refers to the overall effects

transmitted via Z  A! P and Z  A ! Y.

9. Note that we assume VarðAÞ ¼ VarðeÞ ¼ 1.

10. However, the gain score estimator’s variance will be affected by the unreliability

in P.

11. It is possible to condition on covariates (other than the pretest) in a gain score

analysis. This may be desirable because the common trend assumption can be

met only after conditioning on some covariates. Although this strategy may

introduce bias amplification in gain score estimators, in this article, we consider

the basic gain score estimator, which does not require any other conditioning.

References

Abadie, A., A. Diamond, and J. Hainmueller. 2010. “Synthetic Control Methods for

Comparative Case Studies: Estimating the Effect of California’s Tobacco Control

Program.” Journal of the American Statistical Association 105:493-505.

Aiken, L. S. and S. G. West. 1991. Multiple Regression: Testing and Interpreting

Interactions. Newbury Park, CA: Sage.

Allison, P. D. 1990. “Change Scores as Dependent Variables in Regression Analysis.”

Sociological Methodology 20:93-114.

Campbell, D. T. and A. Erlebacher. 1970. “How Regression Artifacts in

Quasi-experimental Evaluations Can Mistakenly Make Compensatory Education

Programs Look Harmful.” Pp. 185-210 in The Disadvantaged Child: Vol. 3.

Compensatory Education: A National Debate, edited by J. Hellmuth. New York:

Bruner/Mazel.

Campbell, D. T. and J. C. Stanley. 1963. “Experimental and Quasi-experimental

Designs for Research on Teaching.” Pp. 171-246 in Handbook of Research on

Teaching, edited by N. L. Gage. Chicago, IL: Rand McNally.

Coman, E. N., K. Picho, J. J. McArdle, V. Villagra, L. Dierker, and E. Iordache. 2013.

“The Paired T-test as a Simple Latent Change Score Model.” Frontiers in Psy-

chology 4:738.

1372 Sociological Methods & Research 50(3)



Cook, T. D., W. R. Shadish, and V. C. Wong. 2008. “Three Conditions under Which

Experiments and Observational Studies Produce Comparable Causal Estimates:

New Findings from Within-study Comparisons.” Journal of Policy Analysis and

Management 27:724-50.

Cook, T. D. and P. M. Steiner. 2010. “Case Matching and the Reduction of Selection

Bias in Quasi-experiments: The Relative Importance of Pretest Measures of Out-

come, of Unreliable Measurement, and of Mode of Data Analysis.” Psychological

Methods 15:56-68.

Cronbach, L. J. and L. Furby. 1970. “How We Should Measure “Change”: Or Should

We?” Psychological Bulletin 74:68-80.

Ding, P. and L. W. Miratrix. 2015. “To Adjust or Not to Adjust? Sensitivity Analysis

of M-bias and Butterfly-bias.” Journal of Causal Inference 3:41-57.

Elwert, F. 2013. “Graphical Causal Models.” Pp. 245-73 in Handbook of Causal

Analysis for Social Research, edited by S. Morgan. Dordrecht, the Netherlands:

Springer.

Elwert, F. and C. Winship. 2014. “Endogenous Selection Bias: The Problem of

Conditioning on a Collider Variable.” Annual Review of Sociology 40:

31-53.

Hallberg, K., T. D. Cook, P. M. Steiner, and M. H. Clark. 2018. “Pretest Measures of

the Study Outcome and the Elimination of Selection Bias: Evidence from Three

within Study Comparisons.” Prevention Science 19:1-10.

Imai, K. and I. S. Kim. 2019. “When Should We Use Unit Fixed Effects Regression

Models for Causal Inference with Longitudinal Data?” Princeton, NJ: Princeton

University. Retrieved January 21, 2019 from (https://imai.princeton.edu/research/

files/FEmatch.pdf).

Imbens, G. W. 2004. “Nonparametric Estimation of Average Treatment Effects under

Exogeneity: A Review.” The Review of Economics and Statistics 86:4-29.

Imbens, G. W. and J. M. Wooldridge. 2009. “Recent Developments in the Econo-

metrics of Program Evaluation.” Journal of Economic Literature 47:5-86.

Jamieson, J. 2004. “Analysis of Covariance (ANCOVA) with Difference Scores.”

International Journal of Psychophysiology 52:277-83.

Kenny, D. A. 1975. “Cross-lagged Panel Correlation: A Test for Spuriousness.”

Psychological Bulletin 82:887-903.

Laird, N. 1983. “Further Comparative Analyses of Pretest-posttest Research Designs.

” The American Statistician 37:329-30.

Lechner, M. 2011. “The Estimation of Causal Effects by Difference-in-difference

Methods.” Foundations and Trends® in Econometrics 4:165-224.

Lord, F. M. 1967. “A Paradox in the Interpretation of Group Comparisons.” Psycho-

logical Bulletin 68:304-05.

Kim and Steiner 1373

https://imai.princeton.edu/research/files/FEmatch.pdf
https://imai.princeton.edu/research/files/FEmatch.pdf


Maris, E. 1998. “Covariance Adjustment versus Gain Scores—Revisited.” Psycho-

logical Methods 3:309-27.

McArdle, J. J. 2009. “Latent Variable Modeling of Differences and Changes with

Longitudinal Data.” Annual Review of Psychology 60:577-605.

Morgan, S. L. and C. Winship. 2015. Counterfactuals and Causal Inference: Methods

and Principles for Social Research. 2nd Ed. New York, NY: Cambridge Univer-

sity Press.

Pearl, J. 1988. Probabilistic Inference in Intelligent Systems. San Mateo, CA: Margan

Kaufmann.

Pearl, J. 1993. “Comment: Graphical Models, Causality, and Intervention.” Statistical

Science 8:266-69.

Pearl, J. 2010. “On a Class of Bias-amplifying Variables That Endanger Effect

Estimates.” Pp. 425-32 in Proceedings of the Twenty-Sixth Conference on Uncer-

tainty in Artificial Intelligence, edited by Grunwald, P. and P. Spirtes Retrieved

January 29, 2019 from (https://ftp.cs.ucla.edu/pub/stat_ser/r356.pdf).

Pearl, J. 2011. “Understanding Bias Amplification [Invited Commentary].” American

Journal of Epidemiology 174:1223-27.

Pearl, J. 2013. “Linear Models: A Useful “Microscope” for Causal Analysis.” Journal

of Causal Inference 1:155-70.

Pearl, J. 2016. “Lord’s Paradox Revisited–(Oh Lord! Kumbaya!).” Journal of Causal

Inference 4. doi:10.1515/jci-2016-0021.

Pearl, J., M. Glymour, and N. P. Jewell. 2016. Causal Inference in Statistics: A

Primer. New York: Wiley.

Robins, J. M. 1987. “A New Approach to Causal Inference in Mortality Studies with a

Sustained Exposure Period—Application to Control of the Healthy Worker Sur-

vivor Effect.” Mathematical Modelling 7:1393-512.

Rosenbaum, P. R. and D. B. Rubin. 1983. “The Central Role of the Propensity Score

in Observational Studies for Causal Effects.” Biometrika 70:41-55.

Shadish, W. R., T. D. Cook, and D. T. Campbell. 2002. Experimental and Quasi-

experimental Designs for Generalized Causal Inference. Boston, MA: Houghton-

Mifflin.

Shahar, E. and D. J. Shahar. 2012. “Causal Diagram and Change Variable.” Journal

of Evaluation in Clinical Practice 18:143-48.

Smolkowski, K. 2013, September 26. Gain Score Analysis. Retrieved December 15,

2017, from (http://homes.ori.org/keiths/Tips/Stats_GainScores.html).

St. Clair, T. S., T. D. Cook, and K. Hallberg. 2014. “Examining the Internal Validity

and Statistical Precision of the Comparative Interrupted Time Series Design by

Comparison with a Randomized Experiment.” American Journal of Evaluation

35:311-27.

1374 Sociological Methods & Research 50(3)

https://ftp.cs.ucla.edu/pub/stat_ser/r356.pdf
http://homes.ori.org/keiths/Tips/Stats_GainScores.html


Steiner, P. M., T. D. Cook, and W. R. Shadish. 2011. “On the Importance of Reliable

Covariate Measurement in Selection Bias Adjustments Using Propensity Scores.”

Journal of Educational and Behavioral Statistics 36:213-36.

Steiner, P. M. and Y. Kim. 2016. “The Mechanics of Omitted Variable Bias: Bias

Amplification and Cancellation of Offsetting Biases.” Journal of Causal Inference

4. doi:10.1515/jci-2016-0009.

Steiner, P. M., Y. Kim, C. E. Hall, and D. Su. 2017. “Graphical Models for Quasi-

experimental Designs.” Sociological Methods & Research 46:155-88.

Thoemmes, F. and K. Mohan. 2015. “Graphical Representation of Missing Data

Problems.” Structural Equation Modeling: A Multidisciplinary Journal 22:

631-42.

Thomas, D. R. and B. D. Zumbo. 2012. “Difference Scores from the Point of View of

Reliability and Repeated-measures ANOVA in Defense of Difference Scores for

Data Analysis.” Educational and Psychological Measurement 72:37-43.

Van Breukelen, G. J. 2006. “ANCOVA versus Change from Baseline: More Power in

Randomized Studies, More Bias in Nonrandomized Studies.” Journal of Clinical

Epidemiology 59:920-25.

Wong, V. C., J. C. Valentine, and K. Miller-Bains. 2017. “Empirical Performance of

Covariates in Education Observational Studies.” Journal of Research on Educa-

tional Effectiveness 10:207-36.

Wright, S. 1921. “Correlation and Causation.” Journal of Agricultural Research 20:

557-85.

Zimmerman, D. W. and R. H. Williams. 1982. “Gain Scores in Research Can Be

Highly Reliable.” Journal of Educational Measurement 19:149-54.

Author Biographies

Yongnam Kim earned his PhD in Educational Psychology (Quantitative Methods) at

the University of Wisconsin–Madison and is currently a post-doctoral fellow at the

Center for Demography and Ecology at the same university. His research focuses on

causal inference, including quasi-experimental designs, graphical models, and causal

discovery.

Peter M. Steiner is an Associate Professor in the Department of Educational Psy-

chology, University of Wisconsin–Madison. His research interests are in causal

inference with experimental and quasi-experimental designs, graphical models, and

causal replication.

Kim and Steiner 1375



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 175
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50286
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 175
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50286
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 175
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50286
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


