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The concept of variability is central to statistics. In this research report, we review mathematics education research on variability and,
based on that review and on feedback from an expert panel, propose a learning progression (LP) for variability. The structure of the
proposed LP consists of 5 levels of sophistication in understanding variability, ranging from the learning that occurs prior to Grade 6
through an expert understanding of variability. Following our analysis of the variability research, the full LP is presented along with
example tasks designed to elicit evidence of understanding at each of the proposed levels. The LP described in this report constitutes a
new theoretical structure that must be independently validated vis-a-vis empirical recovery of the proposed levels by analyzing student
responses to tasks designed to target different levels of the progression.

Keywords Distribution; extreme values; learning progression; mathematics; measures of spread; proportional reasoning; random;
range; sample; statistics; variability

doi:10.1002/ets2.12286

The notion of variability is central to statistics (Cobb & Moore, 1997; Garfield & Ben-Zvi, 2005; Reading & Shaughnessy;,
2000, 2004; Torok & Watson, 2000; Watson et al., 2003; Watson & Kelly, 2002). According to Watson and Kelly (2002),
“Variation is at the heart of all statistical investigation. If there were no variation in data sets, there would be no need for
statistics” (p. 1). Cobb and Moore (1997) marked the relationship between mathematics and statistics with the observation
that the need for statistics “arises from the omnipresence of variability” (p. 801). In the Common Core State Standards for
Mathematics (CCSSM), the first standard in the statistics and probability domain, the Grade 6 standard 6.SP.1, requires
that students “recognize a statistical question as one that anticipates variability in the data related to the question and
accounts for it in the answers” (National Governors Association Center for Best Practices & Council of Chief State School
officers [NGA/CCSSO], 2010, p. 45). According to the American Statistical Association’s Guidelines for Assessment and
Instruction in Statistics Education (GAISE), “It is this focus on variability in data that sets apart statistics from mathe-
matics” (Franklin et al., 2007, p. 6). An understanding of variability is essential for an understanding of statistics and for
understanding the distinction between statistics and other areas of mathematics.

Nonetheless, prior to the seminal work of Shaughnessy et al. (1999), there was little research on students’ understanding
of variability (Shaughnessy, 1997,2007). Shaughnessy (1997) suggested that this lack of research could have been due to the
lack of importance attributed to variability and measures of spread in school curricula, in which most of the emphasis was
on measures of central tendency. Shaughnessy further suggested that the hesitancy of curriculum developers and teachers
to teach measures of spread was due in part to the belief that teaching measures of spread, and therefore teaching variability,
meant teaching standard deviation, whose definition is difficult to motivate and whose computation is cumbersome.
Although the CCSSM begins its statistics standards in Grade 6 with the concept of variability, standard deviation is not
introduced in the standards until high school. Prior to high school, spread and variability are measured using interquartile
range and mean absolute deviation (NGA/CCSSO, 2010). Similarly, the GAISE propose a framework for K- 12 statistics
education in which spread is measured at the lowest level (Level A) using range and at the second level (Level B) using
mean absolute deviation. Standard deviation is not introduced until Level C (Franklin et al., 2007). The CCSSM and
GAISE each provide a framework for introducing the concepts of variability and measures of spread without dwelling on
the technical definition and detailed computation of standard deviation.

In this report, we analyze the concept of variability and, based on our review of the relevant literature together with
existing sets of standards and guidelines and feedback from an expert panel, present a proposed learning progression (LP)
for variability. A learning progression is “a sequence of successively more complex ways of thinking about an idea that might
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reasonably follow one another in a student’s learning” (Smith et al., 2004, p. 5). In the context of the Educational Testing
Service (ETS) CBAL® learning and assessment tool (Bennett, 2010; Bennett & Gitomer, 2009), an LP was described as

a description of qualitative change in a student’s level of sophistication for a key concept, process, strategy, practice,
or habit of mind. Change may occur due to a variety of factors, including maturation and instruction, and each
progression is presumed to hold for most, but not all, students. As with all scientific research, the progressions are
open to empirical verification and theoretical challenge. (ETS, n.d., List Item 2)

An LP identifies what Clements and Sarama (2004) have called “developmental progression[s] of levels of thinking”
(p. 83). Each level of an LP “characterizes a phase of student thinking en route to target performance” (Graf et al., 2019,
p. 1). The rationale behind LP development is to provide a map that can guide assessment design, instructional practice,
and student learning (Graf et al., 2019). While LPs in related domains will have points of connection between them, thus
creating networks of learning paths, the developmental levels are best understood by recognizing individual LPs belonging
to individual domains (Daro et al., 2011).

The current work constitutes the first step toward creating an LP for variability, based on our analysis of existing research
in the domain of variability in K- 12 mathematics education (Mislevy et al., 2003; Riconscente et al., 2016) and feedback
from subject matter experts. The proposed LP must be independently validated, a procedure that involves a series of
iterative steps (Graf & van Rijn, 2016, 2019). These steps include analyzing student responses to tasks designed to target
different levels of the LP; this analysis can involve cognitive interviews with a small sample of students or a more formal
psychometric analysis of responses using an appropriate psychometric model. This process is iterative; after each stage of
the analysis, it may be appropriate to revise the LP or the tasks targeted at different levels. If the analysis of the LP confirms
the specification and the ordering of the levels of the LP, then the LP can be examined for its efficacy as a teaching tool; this
examination can include an analysis of teachers’ interpretations of the LP and the effectiveness of their implementation
of the LP. The framework we propose here will serve as the foundation for subsequent validation steps that may inform
revisions to the LP and/or to tasks designed to assess a student’s performance within the LP. This LP for variability and
LPs for probability (Mejia Colindres & Peters, 2019) and data display (Kim & Oléh, 2019) together provide a road map
that can guide learning in three key areas that contribute to statistical literacy.

To obtain alist of articles for our literature review, we conducted a search of the literature using EBSCOhost, JSTOR, and
Google Scholar. For a search term, “variability” was too general, producing far too many irrelevant references. The search
term “reasoning about variability,” however, was more targeted and returned approximately 20 high-quality articles. We
followed up with searches on the authors of these articles, articles in the reference lists of these articles, and articles that
referenced these articles. What emerged from these searches was a sequence of articles, beginning with Shaughnessy et al.
(1999), that traced the progress of the research on students” understanding of variability.

One of these papers (Reading, 2004) appeared in a special issue of Statistics Education Research Journal devoted to
papers dealing with research on reasoning about variability. The articles in this issue and in a subsequent issue on the
same topic— 10 articles altogether — presented a picture of the state of the art, at that time, of research on reasoning about
variability. Several of these articles covered research that is relevant to the development of a LP about variability.

We also reviewed two documents that set forth general sets of standards for statistics education: the GAISE report
(Franklin et al., 2007) and the statistics portion of the CCSSM (NGA/CCSSO, 2010). Finally, the work of Peters (2011) on
the meaning of a robust understanding of variation provided the basis for Level 5 of our LP.

Initial Research on Students’ Understanding of Variability
Gumballs and Lollies

The impetus to undertake the line of research that began with Shaughnessy et al. (1999) was an analysis of student
responses to an item on the 1996 National Assessment of Educational Progress (NAEP; see Shaughnessy, 2007); the item is
shown in Figure 1. By asking for the most likely number of red gumballs, the item reflected the then prevalent curricular
emphasis on central tendency over variability. In an analysis of all the statistics items from the 1996 NAEP mathemat-
ics assessment, Zawojewski and Shaughnessy (2000) observed that in a sample of 232 students, only one student gave a
response to this item that was a range of possible numbers of red gumballs instead of a single number.
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Figure 1 The gumball item on the 1996 National Assessment of Educational Progress mathematics assessment. From National Assess-
ment of Educational Progress, 1996, National Center for Education Statistics (https://nces.ed.gov/nationsreportcard/nqt). In the public
domain.

Task Design

This observation led Shaughnessy et al. (1999) to conduct an experiment in which the gumball task was revised so as to
encourage students to think about a range of outcomes instead of a single outcome and then was administered to 324
students in Grades 4-12 in the United States and Australia. In the revision, gumballs were changed to hard candies for
the US students and to lollies for the Australian students. (In Australia, a hard candy is called a “lollie.”) This revised
task has come to be known as the lollies task. An abridged version of the revised task (with lollies) is shown in Figure 2.
The number of lollies and the proportions of colors are the same as those is the NAEP item, and as with the NAEP item,
the revised task asks for the number of red lollies in a sample of 10 lollies randomly drawn from the bowl of 100 lollies. The
revised task, however, includes additional questions about what will happen if the sample of 10 lollies is taken six times
(with the lollies being returned to the bowl after each sample is taken). Three forms of the response are requested: (a) a
list of the likely number of red lollies in each sample, (b) a selection of what the student thinks is the most likely list from
a series of choices, and (c) an indication of the probable range of the number of red lollies. For each of these responses,
the student is asked why the student’s response is the most likely. The task then moves to two more difficult questions:
one dealing with a larger sample size and the other dealing with a larger number of draws. These questions in the revised
task were designed to force students to confront the fact that, while the average number of red lollies in a large number of
samples may equal five, the actual number of red lollies will vary from sample to sample.

Student Responses

Shaughnessy et al. (1999) found that students gave a variety of responses to the tasks. Some gave responses that indicated
they expected numerous possibilities for the number of reds that could occur in a sample of 10 lollies, giving responses
suchas0, 1,4, 7,9, and 10 reds. Shaughnessy et al. interpreted these responses to mean that the students perhaps thought
that each possible number of reds was equally likely or that “anything can happen” in a chance experiment. Other students
gave responses, such as 6,7, 8, 8,7, and 9, that overpredicted the number of reds; these students tended to give explanations
that focused on the large number of reds in the bowl (50 reds) instead of the proportion of reds (one half reds). Students
who focused on the proportion of reds were more likely to make appropriate predictions about both the center of the
distribution of reds and the spread. Finally Shaughnessy et al. noticed that Grade 12 students who had had a probability
course were more likely to respond 5, 5, 5, 5, 5, 5; Shaughnessy and his colleagues conjectured that these students were
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Student Response Form

1A) Suppose we have a bowl with 100 lollies in it. 20 are yellow, 50 are red, and 30 are
blue. Suppose you pick out 10 lollies.

How many reds do you expect to get? ____

Would this happen every time? Why?

1B) Altogether six of you do this experiment.
What do you think is likely to occur for the numbers of red lollies that are written down?
Please write them here.

Why are these likely numbers for the reds?

1C) Look at these possibilities that some students have written down for the numbers
they thought likely. Which one of these do you think best describes what might happen?
a)5,9,7,6,8,7

5.8,5
¢)5,5,5,5,5
d)2,3,4,3,4,
e)7,7,7,7,7
£)3,0,9,2,8,5

2) 10, 10, 10, 10, 10, 10

Why do you think the list you chose best describes what might happen?

1D) Suppose that 6 students did the experiment—pulled out ten lollies from this bowl,
wrote down the number of reds, put them back, mixed them up.

What do you think the numbers will most likely go from? From (low) to

(high) number of reds.

Why do you think this?

1E) Suppose that 6 students each pulled out 50 lollies from this bowl, wrote down the
number of reds, put them back, mixed them up.

What do you think the numbers will most likely go from this time?

From (low) to (high) number of reds.

Why do you think this?

1F) Suppose that 40 students pulled out 10 lollies from the bowl, wrote down the
number of reds, put them back, mixed them up. Can you describe what the numbers
would be, what they’d look like?

Why do you think this?

Figure 2 Abridged lollies task. From “Student Perceptions of Variation in a Sampling Situation,” by C. Reading and M. Shaughnessy,
in T. Nakahara and M. Koyama (Eds.), Proceedings of the 24th Conference of the International Group for the Psychology of Mathematics
Education (Vol. 4, p. 4 - 90), 2000, International Group for the Psychology of Mathematics. Copyright 2000 by C. Reading and M.
Shaughnessy.

accustomed to answering questions —such as, “What is the probability that ... ?” —that require single-number answers
rather than a range of possible outcomes.

Theoretical Frames: The Work of Torok and Watson

In their 1999 study, Shaughnessy and his colleagues had evaluated written student responses. Expanding on this work,
Torok and Watson (2000) explored student understanding of variability in more depth by conducting in-person inter-
views, based in part on the lollies task, with students in Australia. They interviewed 16 students: two boys and two girls
from each of Grades 4, 6, 8, and 10. The students were given two versions of the lollies task—one with 50 red, 20 yellow,
and 30 green lollies and one with 70 red, 20 yellow, and 10 green lollies—and they were given two additional tasks that
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focused on realistic situations in which there were nonrandom sources of variation. For the lollies task, after the students
responded to the tasks, they were asked to draw six handfuls of lollies from a bowl of lollies and to record the number of
reds in each handful. They were then given the opportunity to modify their answers to the earlier questions.

On the basis of the students” responses to these tasks, Torok and Watson (2000) identified four “levels of developing
concepts of variation” (p. 153). Their descriptors of these levels are shown in Figure 3. The names given to the levels them-
selves are not particularly enlightening, but the descriptors show a gradual progression in understanding of variability.
The authors observed that students whose understanding was at the lowest level (Level A) tended to focus on individual
outcomes and predicted too much variation, similar to Shaughnessy et al.’s (1999) suggestion that some students may
have thought that each possible number of reds was equally likely. Students with an understanding at this level tended
to view the average as the mode; for example, when a fourth-grade student was asked to explain the statement that the
average height of a group of students was 130 cm, he said that meant that most of the students were 130 cm tall. These
students were also unduly influenced by experimental outcomes and often reasoned from unrelated factors instead of the
proportion of lollies of each color. Finally, these students “never volunteered expressions relating to variation and showed
poor knowledge of terms associated with variation when specifically asked” (Torok & Watson, 2000, p. 157). For example,
one student could not explain the meaning of “average maximum temperature” or how it could be calculated.

Torok and Watson (2000) found that students with a Level B understanding “readily acknowledged variation” (p. 157)
and usually provided ranges of numbers instead of specific values in response to the lollies task. They were more likely
to use proportional reasoning to some extent but were likely to produce responses with too much or too little variation.
According to Torok and Watson (2000), “This appeared to stem from a conflict between proportional ideas (e.g., half
red or 50% red) and alternative ideas (e.g., most reds or more reds)” (p. 157). This is consistent with Shaughnessy et al.’s
(1999) observation that some students seemed more focused on the number of reds than on the proportion of reds. Finally,
students with an understanding at this level “seldom referred to variation explicitly without prompting but had reasonable
knowledge of terms associated with variation when asked” (Torok & Watson, 2000, p. 158).

Students with a Level C understanding had stronger proportional reasoning skills but were sometimes led by those skills
to produce ranges that were too narrowly clustered about the mean. “Their use of language ... was more sophisticated

. [and they] had a strong knowledge of terms associated with variation” (Torok & Watson, 2000, pp. 159-160). For
example, students whose understanding was at this level were able to make proper use of terms like random and average.
Only two of the 16 students exhibited Level D thinking; both of these students gave appropriate responses to all of the
questions, displaying an appropriate balance between variation and clustering. Like the students whose understanding
was at Level C, the students who exhibited Level D thinking “had a strong knowledge of terms associated with variation”
(Torok & Watson, 2000, p. 160).

Continuing the Research

Expanding on the work of Shaughnessy et al. (1999) and Torok and Watson (2000), Watson et al. (2003) prepared an
assessment instrument with 16 multipart items that covered chance variation and data variation as well as sampling vari-
ation. They administered their assessment to 746 students in Grades 3, 5, 6, and 9 in 10 public schools in Australia. Based
on the student responses to these 16 items, Watson et al. identified four “levels of increasing understanding” (p. 11) and
gave the following names and descriptors for these levels:

Level 1: Prerequisites for Variation (p. 11)

Students are likely to justify responses with stories or personal experiences.

e Students recognize variation only in the simple context of “not looking the same every day” (p. 11) or in describing
a surprising outcome.

e Students cannot interpret graphs and tables.

e Students give numerically inappropriate responses to questions involving chance.

Level 2: Partial Recognition of Variation (p. 12)

e Students generally use unquantified statements, such as “anything can happen” (p. 12), to justify chance outcomes.

e Students are likely to make flawed interpretations of graphs.

e Theterms sample, random, and variation are “likely to be familiar but students have difficulty expressing the concepts
in words” (p. 12).

ETS Research Report No. RR-20-05. © 2020 Educational Testing Service 5
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Level A: Weak appreciation of variation

Acknowledge variation

Provide responses that suggest a very weak understanding of proportional ideas
Focus on individual outcomes without consideration of the set

May refer to the average as the most common individual value

Provide answers with inconsistent degrees of variation and clustering

Are easily swayed by experimental results

Do not produce meaningful summary graphs (for 40 draws)

Never refer to variation explicitly, show poor knowledge of variation terminology
Have poor general knowledge of real world situations

Level B: Isolated appreciation of aspects of variation and clustering

e Readily acknowledge variation
Provide responses that suggest a very weak understanding of proportional ideas
May provide answers in terms of sub-ranges or specific values
May refer to the average as a value within a range of common values
May provide answers with consistently too much or too little variation and clustering
Are moderately swayed by experimental results
Generally attempt summary graphs but do not produce meaningful ones (for 40 draws)
Never refer to variation explicitly, have reasonable knowledge of variation terminology
Have variable knowledge of real world situations

Level C: Inconsistent appreciation of variation and clustering

e Readily acknowledge variation

e  Exhibit strong proportional thinking and may provide responses that imply
representativeness, such as the “perfect” sample of 5 red, 2 yellow, and 3 green
Provide answers in terms of specific outcomes in the context of a set of outcomes
May provide answers with consistently too much or too little variation and clustering
Are only slightly influenced by experimental results
Produce equivalent of time series graphs to summarise data
Explicitly refer to variation, may have strong knowledge of variation terminology
Have basic general knowledge of real world situations

Level D: Good, consistent appreciation of variation and clustering
e Readily acknowledge variation
e Provide responses that suggest a conflict between proportional ideas; or exhibit strong
proportional thinking and provide responses that imply representativeness
Provide answers as specific outcomes in the context of a set of outcomes
Consistently provide answers with an appropriate level of clustering
Are only slightly influenced by experimental results
Produce frequency or time series graph to summarise data
Explictly refer to variation, usually have strong knowledge of variation terminology
Have good general knowledge of real world situations

Figure 3 Descriptors of student performance for the four levels of developing concepts of variation. From Torok and Watson (2000),
figure 2. Copyright 2000 by Springer Nature. Reprinted with permission.

Level 3: Applications of Variation (p. 12)

e In explaining situations involving variation and sampling, students will “focus on some appropriate aspects of the
concepts while ignoring or being misled by others” (p. 12). Examples include the following:

e Find the mean of a data set but not appreciate the importance of the variation in the data.

e DProvide partial analysis of graphs while missing overall trends.

e In analyzing chance contexts, demonstrate variation but not the appropriate degree of variation (either too
much or too little).

e When selecting samples, focus on representative sampling methods (sampling methods that produce out-
comes that might be considered typical) or chance sampling methods (sampling methods that produce out-
comes purely by chance), but not both simultaneously.
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Students attempt to give definitions of sample, random, and variation, but their definitions “do not achieve a high
level of sophistication” (p. 13), perhaps relying on examples to explain the terms.

Level 4: Critical Aspects of Variation (p. 13)

Students understand the importance of variability as well as central tendency in analyzing data.

Students are likely to make statistically appropriate analyses of graphs.

In analyzing chance contexts, students will demonstrate appropriate variation.

In sampling situations, students are likely to detect sources of bias, such as nonrepresentativeness, “as well as make
appropriate suggestions on their own” (p. 13).

Students are likely to give sophisticated definitions of the terms sample, random, and variation without relying on
examples to explain the terms.

Concurrent with the work of Torok and Watson (2000) and Watson et al. (2003), Reading and Shaughnessy (2000, 2004)
conducted in-person interviews with students to gain deeper understanding about students’ responses to the original
lollies task (Figure 2). They conducted interviews with 12 students from Australia (six from primary school —Grades 4,
5, and 6 —and six from secondary school, in Grades 9 and 12). The students were asked to respond to the questions in
the lollies task, though only the one Grade 12 student was asked to respond to Questions E and F. Based on their analysis
of the student responses, Reading and Shaughnessy (2004) concluded that most of the responses could be placed into
one of two groups—those that attempted to describe the variation and those that attempted to explain the cause of the
variation. (A few responses fell into both groups.) This led Reading and Shaughnessy (2004) to develop two hierarchies
of development for variability, one for description and one for causation.

Description Hierarchy

Level 1: Concern with either middle values or extreme values. Students describe the distribution either by focusing
on the unlikelihood of obtaining a lot of extreme values or the high likelihood of obtaining a lot of middle values,
but not both (p. 214).

Level 2: Concern with both middle values and extreme values. Students describe the distribution by mentioning
the likely extreme values (e.g., the maximum and the minimum) and by describing what is happening in between
(p. 215).

Level 3: Discuss deviations from an anchor (not necessarily central). Students describe the distribution in terms of
deviations from an anchor value that is not a central value (p. 216).

Level 4: Discuss deviations from a central anchor. Students describe the distribution in terms of deviations from a
central anchor (p. 216).

Causation Hierarchy

Level 1: Identify extraneous causes of variation. Students gave causes of variation that focused on physical properties
of the sampling, such as the visibility of red lollies versus the other colors or the location in the bowl of the various
colors (p. 217).

Level 2: Discuss frequencies of colors as a cause of variation. Students gave causes of variation that focused on the
number of reds rather than the proportion of reds, for example, a student might think that 50 is a lot of red lollies
and so there must be a lot of red lollies in the sample without considering that 50 lollies is just one half of the lollies
in the bowl (p. 218).

Level 3: Discuss proportions of colors as a cause of variation. Students gave causes of variation that focused on the
proportion of reds and other colors, for example, students might use the fact that one half of the lollies were red to
assert that they would expect one half of the lollies in the sample to be red (p. 218).

Level 4: Discuss likelihoods based on proportions. Students gave causes of variation that attempted to infer the like-
lihood of obtaining a certain color from the proportion of that color in the bowl, for example, a student might say
that obtaining five lollies in the sample was a more likely outcome than obtaining three or eight lollies (p. 219).
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Reasoning about Variability: Two Special Issues of Statistics Education Research Journal

The early 2000s initiated a wave of further research on students’ developing understanding of variability. In July 2003, for
example, reasoning about variability was the theme of the Third International Research Forum on Statistical Reasoning,
Thinking, and Literacy. The presentations and discussions at that conference led to the 2004 publication of a special issue
of Statistics Education Research Journal, devoted entirely to six articles that grew out of that conference (Bakker, 2004; Ben-
Zvi, 2004; Ben-Zvi & Garfield, 2004; Gould, 2004; Hammerman & Rubin, 2004; Reading, 2004). Four additional papers
from the conference (delMas & Liu, 2005; Garfield & Ben-Zvi, 2005; Makar & Confrey, 2005; Pfannkuch, 2005) were
published in the May 2005 issue of the journal. Several of these authors discussed research relevant to the development
of an LP for variability.

Ben-Zvi: “Reasoning About Variability in Comparing Distributions”

For example, Ben-Zvi (2004) observed how two seventh-grade students developed an understanding of variability in the
course of comparing two distributions —in this case, the number of letters in the surnames of students in a US class and
in an Israeli class. Ben-Zvi identified seven stages through which the students progressed:

Stage 1: On what to focus: Beginning from irrelevant and local information. Students focus on irrelevant aspects of the
data (e.g., three of the American names begin with “Mc”; p. 48).

Stage 2: How to informally describe the variability in raw data. Students make informal statements that do not take into
account the relevant variability in the data (e.g., US surnames are longer than Israeli surnames; p. 49).

Stage 3: How to formulate a statistical hypothesis that accounts for the variability. Students modify informal statements
to account for the variability (e.g., US surnames are usually longer than Israeli surnames, but not always; p. 50).

Stage 4: How to account for variability when comparing groups using frequency tables. Students support their claims with
references to specific features of the distributions but sometimes struggle with variability in the data (e.g., US names are
longer than Israeli names because in Hebrew words are usually written without vowels; p. 51).

Stage 5: How to use center and spread measures to compare groups. Students begin to use measures of center (mean,
median, mode) and spread (range) to compare the two distributions, but their responses may seem procedural. They do
not seem to understand what the measures mean or what the distinction is between measures of center and measures of
spread (p. 53).

Stage 6: How to model variability informally through handling outlying values. Students do not understand the meaning
of outlier, thinking that “outlier” means one of the least frequent values (p. 54).

Stage 7: How to notice and distinguish the variability within and between the distributions in a graph. Students generate
graphical displays of the data and use them to compare the distributions. Students sometimes have difficulty interpreting
a graph displaying both distributions, being uncertain which features of the graph are relevant (p. 55).

Owing to the small sample size and the limited nature of the study, Ben-Zvi (2004) warned against broad generalizations
of its results. But he did suggest three “learning phenomena” (p. 60) that students may experience:

e Students’ prior knowledge [may] be engaged in interesting and surprising ways, possibly hindering progress in some
instances but making the basis for construction of new knowledge in others,

e many questions [may] make little sense to the students, or, alternatively, will be reinterpreted and answered in
different ways than intended, and

e students’ work [may] inevitably be based on partial understandings, which will grow and evolve. (p. 60)

Reading: “Student Description of Data While Working With Weather Data”

Reading (2004) investigated the extent to which the Reading and Shaughnessy (2004) description hierarchy, devel-
oped in the context of sampling variability, could be applied to student learning in the context of data variability and
inference making. A total of approximately 65 students in Grades 7, 9, and 11 were presented with a month’s worth of
rainfall and temperature data for their hometown, with each student receiving data for a different month. The students
were asked to describe the weather in their town for the month for which they had data.! Reading then classified
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the student responses according to the Reading and Shaughnessy hierarchy. Most of the responses were classified as
Level 1 or Level 2, describing variation using extreme values, middle values, or both. Reading observed, however, that
while some of the responses described variation numerically, other responses described variation exclusively in words.
She labeled responses with no numeric descriptions as “qualitative” and responses containing numeric descriptions
as “quantitative.”

Reading (2004) concluded that the qualitative/quantitative distinction in the responses was more sophisticated than
the Reading and Shaughnessy (2004) Level 1 or Level 2 distinction. As a result, she replaced Levels 1 and 2 of the Read-
ing and Shaughnessy hierarchy with two new levels, qualitative and quantitative. Then she applied the structure of the
observed learning outcomes (SOLO) taxonomy framework (Biggs & Collis, 1982) to each level and used the frame-
work to classify the responses into three sublevels—unistructural responses, multistructural responses, and relational
responses. Unistructural responses gave one description (qualitative or quantitative) to summarize the variability in the
data, multistructural responses gave more than one description, and relational responses provided a link between multiple
descriptions. Quantitative relational responses usually linked extreme and middle values; qualitative relational responses
were uncommon. According to Reading (2004), the responses at the qualitative level were structurally similar to responses
in Levels 1 and 2 of the Reading and Shaughnessy hierarchy but were “expressed in the less statistically mature qualitative
form” (p. 97).

Reading (2004) also compared her hierarchy with the Watson et al. (2003) levels of understanding. She equated her
qualitative level with Watson et al.’s Level 1 and her quantitative level with Watson et al.’s Level 2. She also suggested that
Levels 3 and 4 of the Reading and Shaughnessy (2004) hierarchy correspond to Levels 3 and 4 of the Watson et al. levels
of understanding.

Makar and Confrey: “Articulating Meaning in Statistics”

Research on teachers and on instructional interventions has provided additional insight into how the concept of vari-
ability is acquired. Makar and Confrey (2005) discussed how preservice teachers use nonstandard language to talk about
variability. The authors observed 17 preservice secondary mathematics and science teachers enrolled in a one-semester
course on assessment. The subjects were asked “to compare the relative improvement of test scores between two groups
of students” (Makar & Confrey, 2005, p. 47). The preservice teachers could use standard statistical terms to describe the
distributions of test scores, but they also used nonstandard terminology when the standard terms did not express the
thoughts they were trying to convey:

The diversity and richness of their descriptions of variation and distribution demonstrated that the prospective
teachers found many ways to discuss these concepts, and that through their nonstandard language they were able
to articulate keen awareness of variation in the data. (Makar & Confrey, 2005, p. 47).

delMas and Liu: “Exploring Students’ Conceptions of the Standard Deviation”

delMas and Liu (2005) conducted a study of college students in which a computer program was used to help students
develop an understanding of standard deviation. As noted earlier, the concept of standard deviation is difficult to motivate
and messy to compute, and if standard deviation is taught in elementary statistics courses, students likely develop only a
procedural understanding. According to delMas and Liu (2005),

most instruction on the standard deviation tends to emphasize teaching a formula, practice with perfoming calcula-
tions, and tying the standard deviation to the empirical rule of the normal distribution. This emphasis on calcuations
and procedures does not necessarily promote a conceptual understanding of standard deviation. A conceptual model
of the standard deviation is needed to develop instruction that promotes the concept. (p. 56).

For delMas and Liu (2005), a conceptual understanding of standard deviation requires, among other things, an
understanding of three concepts— distribution, mean, and deviation from the mean. This is reasonable, since the
standard deviation is defined to be the (square root of) the mean of the (squared) deviations from the mean of
the individual data points. Based on the results of their study, they concluded that students had a range of concep-
tual understandings of standard deviation. delMas and Liu (2005) noted that some students had ideas “inconsistent

ETS Research Report No. RR-20-05. © 2020 Educational Testing Service 9



J. H. Fife et al. A Learning Progression for Variability

with a coherent conception of the standard deviation” (p. 79), whereas others had ideas that “capture some relevant
aspects of variation and the standard deviation, but may represent a cursory and fragmented level of understand-
ing” (p. 79). Still others had ideas that “represent much closer approximations to an integrated understanding [of
standard deviation]” (delMas & Liu, 2005, p. 79). Finally, some students “demonstrated an ability to coordinate the
effects of several operations on the value of the standard deviation, an indication of a more integrated conception”
(delMas & Liu, 2005, p. 79).

Garfield and Ben-Zvi: “A Framework for Teaching and Assessing Reasoning About Variability”

Finally, as a conclusion to the collection of articles dealing with reasoning about variability, Garfield and Ben-Zvi (2005)
listed what they believed to be the seven key areas of conceptual understanding of variability?:

1. Developing intuitive ideas of variability. Recognize that variability is everywhere. Some things vary more than others,
but we can try to understand the causes of the variability.

2. Describing and representing variability. Graphs of data can show the variability in the data, with different graphs
sometimes showing different aspects of the variability. Different numerical summaries (e.g., range, standard devi-
ation, interquartile range) can tell us different things about the variability, with different summary statistics being
more useful for different types of variation.

3. Using variability to make comparisons. When comparing two or more data sets, it is important to distinguish between
the variability within each group and the variability between groups.

4. Recognizing variability in special types of distributions. Understand the properties of normal distributions.

5. Identifying patterns of variability in fitting models. Understand how to determine how well a model fits data by
looking at the variability of the deviations of the data from the model.

6. Using variability to predict random samples or outcomes. Understand properties of sample variability. Large samples
vary more than small samples, but the sample statistics from large samples vary less than sample statistics from
small samples.

7. Considering variability as part of statistical thinking. Any statistical investigation must always consider the variability
of the data.

Garfield and Ben-Zvi (2005) stated that while the order of the ideas is

increasingly sophisticated, progress in students” construction of meanings is not linear but rather complex and is
better captured by the image of spiral progression. ... Ideas related to variability must be constantly revisited along
the statistics curriculum from different points of view, context and levels of abstraction, to create a complex web of
interconnections among them. (p. 95)

The GAISE Report

In 2007, the GAISE report (Franklin etal., 2007) was released with the endorsement of the American Statistical
Association. As mentioned earlier, the report established a framework for K-12 statistics education. The framework
identifies four steps in statistical problem solving and indicated the role of variability in each step: (a) formulate
questions — anticipate variability; (b) collect data— acknowledge variability; (c) analyze data—account for variability;
and (d) interpret results— allow for variability. The framework then describes how each of these four steps can develop
over three levels. For example, as mentioned previously, students with a Level A understanding use the range of data
to measure the spread; at Level B, students may use mean absolute deviation; and at Level C, they may use standard
deviation.

The three levels in the GAISE framework correspond roughly to grade levels, but specific alignments are not made.
While Level A might correspond to elementary school, Level B to middle school, and Level C to high school, the
authors made the point that if a middle school student has not been exposed to statistical concepts in elementary
school, then the middle school student’s understanding will begin at Level A. Similarly, if a high school student has
not had Level A and Level B exposure before high school, then he or she will not immediately begin with a Level C
understanding.
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Table 1 Elements and Reasoning Indicative of Robust Understanding of Variation

A Learning Progression for Variability

Element

Perspective

Design perspective

Data-centric perspective

Modeling perspective

Variational disposition

Variability in data for
contextual variables

Variability and
relationships among

Acknowledging the existence of
variability and the need for

study design
Using context to consider sources

and types of variability to
inform study design or to

critique study design
Controlling variability when

designing studies or critiquing

Anticipating reasonable
variability in data

Describing and measuring
variability in data for
contextual variables as part

of exploratory data analysis
Exploring controlled and

random variability to infer

Anticipating and allowing for
reasonable variability in data

when using models
Identifying the pattern of

variability in data or the
expected pattern of variability

for contextual variables
Modeling controlled or random

variability in data, transformed

data and variables the extent to which variability relationships among data data, or sample statistics

and variables
Examining the effects of

was controlled in studies

Effects of sample size Anticipating the effects of sample Anticipating the effects of sample

on variability size when designing a study or sample size through the size on the variability of a

critiquing a study design creation, use, or sampling distribution
interpretation of
data-based graphical or

numerical representations

Note. Adapted from Peters (2011), figure 13. Copyright 2011 by International Association for Statistical Education.

A Robust Understanding of Statistical Variation

Subsequent work by Peters (2011) considered additional aspects of variation whose understanding is required for what
she called a robust understanding of variation. She interviewed 16 statistics teachers as they solved three variation tasks.
On the basis of the data she collected, she identified indicators of a robust understanding of variability and classified these
indicators according to four aspects of variability and three perspectives of reasoning about variability. The four aspects
of variability are (a) variational disposition, (b) variability in data for contextual variables, (c) variability in relationships
among data and variables, and (d) effects of sample size. Variational disposition includes creating design strategies for
collecting data that acknowledge or anticipate variability. It also includes recognizing unreasonable variation, perhaps
due to a data entry error. Variability in data for contextual variables includes interpreting summary measures of variability
(e.g., standard deviation for univariate data, correlation coefficient for bivariate data) and fitting models to data. Variability
in relationships among data and variables involves strategies to control variability when designing studies; it also involves
the understanding of the distinction between controlled and random variability. Finally, effects of sample size involve
understanding the effect that the size of a sample has on the variability in the sample and on the variability in the statistics
used to characterize the sample.

For Peters (2011), a robust understanding of variability involves the integrated understanding of these four elements
across three perspectives: a design perspective, a data-centric perspective, and a modeling perspective. The indicators of
this understanding are summarized in Table 1.

Expert Panel Review

A preliminary version of this work was reviewed in Summer 2017 by a panel of experts in the field of statistics; two of these
experts were professors of mathematics education at research universities, and one was an assessment development spe-
cialist at ETS. The panelists reviewed the LP and provided feedback based on a set of guiding questions aimed at assisting
us in refining the LP. For example, we asked the members of the panel if the descriptions of the levels in the progression
made meaningful cognitive and mathematical distinctions and if they made useful instructional distinctions, if there were
gaps in the sequencing of the levels, and if the panelists had additional suggested modifications to the progression. We
also asked the panelists to comment on the example tasks at each level, what grade range each level might represent, and
how we might communicate with teachers regarding the progression.
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After reviewing the panel members’ written responses to our questions, we conducted a virtual meeting with the panel
in Fall 2017. Following the panel’s recommendations, we made some changes to the progression. We incorporated some
additional research, especially English and Watson (2016), and we included a more detailed discussion of the GAISE
(Franklin et al., 2007). We eliminated a detailed discussion of measures of central tendency, although we retained some
references to misconceptions regarding these measures in the LP. We removed standard deviation from the lower levels
of the LP, because in both CCSSM and GAISE, this concept is not introduced until late (high school in CCSSM and Level
C in GAISE), and we revised the example tasks to better align with the levels of the LP.

A Learning Progression for Variability

While the authors we discussed developed their own descriptors of the levels many students pass through as they gain an
understanding of variability, there is a good deal of commonality among these ideas. And while many of these authors are
based in Australia and conducted their research with Australian students, the mathematics standards in the Australian
Curriculum (Assessment and Reporting Authority, 2010) are sufficiently similar to the CCSSM that we can combine their
research with the research of the US-based experts to develop our own LP for variability; see Table 2. This hypothetical LP
has five levels; the first four are based on the work of Shaughnessy et al. (1999), Torok and Watson (2000), Watson et al.
(2003), Reading and Shaughnessy (2000, 2004), and others. For three of these levels, we have taken the names given by
Watson et al.; for Level 1, we thought “Naive Understanding of Variability” was a more descriptive title than Watson et al.’s
“Prerequisites for Variation.” Our Level 5 incorporates the work of Peters (2011) on robust understanding of variability.
The full LP is presented in Table 2; an overview of the five levels follows:

Level 5: Robust Understanding of Variability.
Level 4: Critical Aspects of Variability.

Level 3: Applications of Variability.

Level 2: Partial Recognition of Variability.
Level 1: Naive Understanding of Variability.

When aligned with the CCSSM, Levels 1-4 correspond to an understanding of variability appropriate for middle or
high school students. Research by English and Watson (2016), however, has suggested that students as early as fourth
grade can gain an understanding of variability through the administration of carefully planned tasks, and the GAISE
report (Franklin et al., 2007) suggests that elementary school students can use the range of a set of data as a measure of
its spread. Lehrer and Kim (2009) found that students in Grades 5 and 6, when engaged in modeling data, can recognize
and devise measures of variability. Hence, in the proposed LP, we have aligned Level 1 with grades earlier than Grade
6. Level 2 aligns with Grade 6, Level 3 aligns with Grade 7, and Level 4 aligns with high school. Level 5 corresponds to
an understanding that might be approached by an advanced university statistics student or in-service statistics teacher.
These alignments, however, are only intended to demonstrate how the levels of our LP correspond with standards in the
CCSSM. One must also keep in mind the admonition in the GAISE report. A Grade 6 student who has had no previous
instruction in statistics will begin at Level 1 before progressing to Level 2, and high school students will not be able to
begin Level 4 until they have mastered Level 3 (Franklin et al., 2007, p. 13).

Students with a Level 1 understanding in the proposed LP often provide arguments that are based on an idiosyncratic
understanding of variability or on their previous experiences, and not on an analysis of the data. This was observed by
Torok and Watson (2000), who remarked that students at their Level A often reason from factors unrelated to the distri-
bution; by Watson et al. (2003), who observed that Level 1 students are likely to justify responses with stories about their
personal experiences; and by Ben-Zvi (2004), for whom students at his Stage 1 focus on irrelevant aspects of the data.

But not all naive understandings are due to the use of irrelevant information. While Shaughnessy et al. (1999) did
not construct developmental levels, they observed several stages in student understanding (or misunderstanding). In
particular, they observed that some students expected a wide range of possible numbers of red lollies in a sample of 10
lollies, perhaps because students with a low level of understanding believe that the various possible outcomes are equally
likely, that anything can happen in a chance experiment. This is consistent with Torok and Watson’s (2000) observation
that students at their Level A often predict too much variation, and it accounts in part for Watson et al.’s (2003) observation
that students at their Level 1 give responses that are numerically inappropriate. Watson et al. also found that students at
their Level 2 may make unquantified statements, such as “anything can happen,” to justify their conclusions.
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Watson et al. (2003) found that students at Level 1 recognize variation only in the context of “not looking the same every
day” (p. 11), while Torok and Watson (2000) observed that students at their Level A had a poor knowledge of technical
terms associated with variation. They said that students at higher levels had a reasonable knowledge of technical terms,
but Watson et al. (2003) clarified this by observing that students with a Level 2 understanding are familiar with technical
terms (in particular, sample, random, and variation) but do not understand the meanings of these terms, whereas students
with a Level 3 understanding attempt to give definitions of these terms but may resort to giving examples to explain their
meanings. It is not until Level 4 that students can give sophisticated definitions of these terms without relying on examples
(Watson et al., 2003).

Reading (2004) extended the Reading and Shaughnessy (2000, 2004) description hierarchy to apply to data variability
as well as sample variability. She discovered that Levels 1 and 2 of the Reading and Shaughnessy (2004) hierarchy could be
reorganized into a qualitative level and a quantitative level; the first corresponds to Watson et al.’s (2003) Level 1, and the
second corresponds to Watson et al.’s Level 2. Students with a Level 1 understanding describe features of a distribution in
words and not numerically, whereas students with a Level 2 understanding describe features numerically. This is consistent
with the general description of Level 1 in our LP as representing a naive understanding of variability.

Difficulties or misconceptions common with students at Level 1 of our LP include the tendency to confuse the mean
with the mode (thinking of the mean as the most common value; Torok & Watson, 2000), difficulty interpreting tables
and graphs (Watson et al., 2003), and a lack of conceptual understanding of standard deviation (delMas & Liu, 2005).

Shaughnessy et al. (1999) and Torok and Watson (2000) both observed that, in the lollies task, some students focused
on the number of red lollies (50) rather than the proportion of lollies (one half). As a result, they tended to overpredict
the number of red lollies. Torok and Watson placed these students in their Level B, corresponding to our Level 2. Ben-Zvi
(2004) observed that students at his Stage 3 (out of seven stages) made informal attempts to account for variability. This
corresponds to Torok and Watson’s observation that students at their Level B acknowledge variation by providing a range
of responses instead of specific values.

Students at Level 3 of our LP have some facility with the application of proportional reasoning to problems of variation
but may produce responses with too much or too little variation. This observation is supported by the findings of Torok
and Watson (2000) and Watson et al. (2003). Watson et al. also observed that Level 3 students can calculate the mean
but do not appreciate the importance of variation. This is consistent with Ben-Zvi’s (2004) Stage 5, in which students can
calculate measures of center and spread but do not have a conceptual understanding of these measures. It is also consistent
with delMas and Liu’s (2005) finding that students at this level have a cursory and fragmented understanding of standard
deviation.

Watson et al. (2003) found that students at Level 2 are likely to make flawed interpretations of graphs, students at
Level 3 might provide a partial analysis of a graph while missing overall trends, and students at Level 4 are likely to make
statistically appropriate analyses of graphs. This last finding is consistent with Ben-Zvi’s (2004) final Stage 7, in which
students generate graphical displays of data and use them to compare distributions.

Reading and Shaughnessy (2000, 2004) distinguished between students who describe a distribution in terms of devia-
tions from an anchor value that is not a central value and students who describe a distribution in terms of deviations from
a central value. Reading (2004) identified the first group of students with Watson et al.’s (2003) Level 3 and the second
group with Level 4, as we have done in our LP.

Finally, our Level 5 is adapted from Peters (2011); see Table 1. An understanding at this level constitutes an understand-
ing of multiple aspects of variability and multiple contexts in which variability occurs. It also includes an understanding
of the interconnections between variability and related concepts (Peters, 2011). It represents the level of understanding of
variability that one would expect of advanced college students and in-service teachers.

Progressive Learning about Variability

Finally, the progression of ideas in the LP that we have developed is consistent with the seven key areas of conceptual
understanding identified by Garfield and Ben-Zvi (2005). These key areas were themselves extracted from the articles in
the special issues of the Statistics Education Research Journal and other research. But, as Garfield and Ben-Zvi pointed
out, learning is not always linear but is often helictical, and topics must be continually revisited from different points of
view, different contexts, and different levels of abstraction. While an LP can provide a path for a student to follow in the
student’s journey from naivete to conceptual understanding, it is a path that the student may often need to retrace.
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Notes

1 The two sets of data (rainfall and temperature) were presented to the students separately, with a teaching episode in between.
While there were about 65 students receiving each set of data, it was not exactly the same 65 students due to variability in class
attendance.

2 In Garfield and Ben-Zvi (2005, pp. 93-95), each of the seven key areas is followed by three to six bullet points providing more
explanation. We have quoted the seven key areas and summarized the bullet points for each area.
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