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Article

Funders, policy makers, and other stakeholders concerned 
with the results of educational and behavioral research are 
increasingly interested in factors that mediate a treatment’s 
effect on key outcomes. For researchers exploring such 
effects, mediation can cause a good deal of confusion and 
consternation. The difference between mediation and mod-
eration, the interpretation of mediated effects, and the statis-
tical modeling of mediators in tests of treatment effects are 
often sources of uncertainty. In the context of between-
groups intervention research (vs. single-cases or single-
group pre/post designs, for example), where students or 
groups of students are assigned randomly to one or more 
treatment conditions, a mediator explains all or part of the 
treatment’s impact on an intended outcome. In contrast, a 
moderator is a factor that reflects who is most affected by 
the treatment. In simple terms, a mediator explains how or 
why an intervention works, whereas a moderator explains 
who the intervention benefits or what conditions must exist 
for the intervention to be effective (Kraemer, Kiernan, 
Essex, & Kupfer, 2008). In addition, a moderator typically 
is a factor that exists prior to the introduction of an interven-
tion, whereas a mediator, in this context, is an intermediate 
outcome that is measured or observed after the onset of the 
intervention. Treatment changes the mediator; changes in 
the mediator influence changes in the outcome.

In experimental designs (i.e., randomized groups), medi-
ation is causal because randomizing provides a reliable 

counterfactual for identifying the model and for making 
inferences about the treatment’s role in causing changes in 
both the mediator and the outcome (see Pearl, 2012, for a 
discussion of causal mediation in the general context of 
potential outcomes). One example of a mediator is fidelity 
of implementation. Fidelity can be viewed as representing 
the dosage of the treatment provided in the intervention and 
business-as-usual (BaU; that is, control) groups (Roberts, 
Lewis, Fall, & Vaughn, 2017). In the intervention group, it 
represents the extent to which the implementer adhered to the 
intervention protocol; in the BaU group, it represents the 
extent to which key elements of the treatment occurred due to 
intentional or accidental crossover. Fidelity fits the definition 
of a mediator because it is one mechanism through which the 
treatment produces the outcome. It is measured 1 or more 
times after the treatment begins and before the posttest is 
administered. Examples of moderators include student charac-
teristics, such as special education status. In studying a treat-
ment provided in general education classrooms, researchers 
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might investigate special education status as a moderator to 
determine if the treatment had a differential effect on the stu-
dents with disabilities who were part of the study sample.

In this article, we describe the basics of causal media-
tion, with a focus on its application in school-based experi-
mental studies of behavior-related interventions. We discuss 
the steps necessary for demonstrating a mediated effect in a 
dataset that typifies school contexts (e.g., multilevel, multi-
cohort) using a hypothetical program of intervention 
research on self-regulation and student behavior to illustrate 
key points. Finally, we “put it all together” by describing 
several possible scenarios and discussing what each might 
suggest to the educational researcher.

The Basics of Causal Mediation

Causal mediation generally involves three variables: an 
independent variable, a dependent variable, and the media-
tor (models with multiple mediators can be fit as well; 
Preacher & Hayes, 2008). In school-based intervention 
studies (throughout this article, we use “intervention stud-
ies” as a proxy for between-groups, randomized designs), 
the independent variable is often an existing or newly 
developed treatment or program. A subset of participants is 
randomly assigned to receive the new intervention and a 
nonoverlapping group of similar students is assigned to a 
different condition, typical practice (BaU) when working in 
school settings. The dependent variable is an outcome that 
we expect the treatment to impact. In school settings, most 
achievement outcomes and some behavioral outcomes are 
continuous variables because they are scores from standard-
ized assessments. Continuous variables usually distribute 
normally around the sample’s mean according to its vari-
ance, a feature that can simplify analysis and lend greater 
statistical power. However, other data types are possible, 
including count data, ordered categorical (high, medium, 
low) variables, or binary (present/not present) outcomes. 
Behavior-related outcomes, in particular, may be noncon-
tinuous because (a) behaviors can be counted; (b) severity, 
as a construct, is often scaled in categorical terms (e.g., 
extremely severe, severe); or (c) the outcome may be the 
absence of a once-present behavior (or the presence of a 
once-absent behavior).

The mediator, like the outcome, must be a malleable fac-
tor that treatment changes. By randomizing participants to 
conditions, we can assume that the treatment “causes” 
observed changes in the mediator (see Shadish, Cook, & 
Campbell, 2002). Also, like the outcome, the mediator can 
be continuous, ordered categorical, or nominal. Furthermore, 
as suggested earlier, we assume that changes in the media-
tor occur prior to changes in the outcome and that observed 
changes in the outcome are related, at least in part, to 
changes in the mediator. In this sense, the mediator explains 
one way by which a treatment may cause changes in an 

outcome. Assumptions about change in the mediator and its 
relationship to change in the outcome come with several 
important caveats that we discuss in more detail later in the 
article. We also save for a later section of the article a dis-
cussion of the measurement challenges related to the types 
of mediators often of interest to educational researchers.

Figure 1 illustrates the key connections in a mediated 
relationship. Path c in the upper panel represents the direct 
effect of the treatment on the outcome, which is the differ-
ence between the average outcome for individuals partici-
pating in the intervention and the average outcome for the 
BaU group. Path c answers the question, “did the program 
work?” A statistically significant coefficient for Path c (in a 
regression model, for example) generally represents evi-
dence that the program did work. It also suggests important, 
though often unasked, questions about “why” the program 
may have worked—questions that can be addressed using 
causal mediation analysis. In Figure 1, Paths a and b in the 
lower panel indicate the mediated effect (the way that the 
treatment affects the outcome via the mediator). The prod-
uct of a and b (a multiplied by b) defines the magnitude of 
this effect. Because mediation involves two pathways, Path 
a and Path b through the mediator, it is described as an indi-
rect effect. The c′ path is the direct effect of the treatment on 
the outcome when the indirect effect is included in the 
model (it represents the “leftover variance” after accounting 
for the ab effect). Path c in the upper panel equals the total 
effect, which is merely the sum of the direct and indirect 
effects, ab + c′.

Mediation is sometimes discussed as full and partial 
mediation. When the indirect effect (ab) differs statistically 
from 0, suggesting the presence of causal mediation, and 
when c′ does not differ statistically from 0, the indirect 
effect has completely displaced the statistically significant 
effect of treatment on outcome in Figure 1. This result can 
be described as full mediation because the mediator explains 
all of the treatment’s effect. In practice, full mediation is 
uncommon. Partial mediation occurs when both the indirect 
effect, ab, and the direct effect, c′, differ statistically from 0. 
In this case, the mediator explains part, but not all, of the 
treatment’s impact on the outcome, leaving a significant 

Figure 1.  Causal mediation in randomized experimental design.
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amount of the treatment’s variance in the direct effect. 
Direct, indirect, and total effects can be calculated for the 
entire sample and for different groups within the sample; 
effects can be compared across groups of interest. In inter-
vention studies, the salient groups are often the groups 
assigned to different treatment conditions.

Modeling Causal Mediation

To illustrate, assume that we have developed an interven-
tion to improve first-grade students’ behavior in classroom 
settings during independent work times (e.g., small-group, 
student-centered activities). It involves direct instruction on 
classroom norms, instruction on a set of well-specified self-
regulation strategies, along with structured, iterative prac-
tice on self-monitoring and self-correction. The program’s 
logic is that greater awareness of behavioral expectations, 
improved self-monitoring, and an enhanced ability to self-
correct as part of improved self-regulation will lead to fewer 
incidents of acting-out behavior during small-group, stu-
dent-directed activities. A reasonable test of the new pro-
gram’s efficacy would be to contrast two groups of students 
who struggle to regulate their behavior, one group assigned 
to the new treatment and the other to BaU or to an alterna-
tive program that teaches self-regulation or another set of 
skills. The outcome would be improved behavior, which we 
might operationalize as fewer disruptive behaviors per tar-
geted child for every hour observed during the week follow-
ing the end of the new program’s implementation.

The Direct Effect of Treatment

For purposes of this example, we assume (a) we have a 
sample that is adequately powered to detect the effect that 
we expect to demonstrate (we assume a sample of 100 stu-
dents; see Kenny & Judd, 2014, for information on statisti-
cal power); (b) we have documented the fidelity with which 
the program was implemented with treatment-assigned stu-
dents (or classes, schools, etc.); (c) the program was not 
implemented with students (classes or schools) in the BaU; 
and (d) we have reliably measured constructs. We also 
assume that we have baseline (i.e., prior to the onset of the 
intervention) counts of the behaviors in question for the 
sampled students and that the average number of disruptive 
behaviors prior to treatment (the baseline) does not differ 
for the treatment and comparison groups, suggesting that 
the randomization of students to treatment conditions 
yielded nondifferent groups, at least in terms of the outcome 
of primary interest. “Baseline” for count data is analogous 
to “pretest” when working with continuous data. The impor-
tant consideration is that the two groups do not differ statis-
tically prior to treatment on the targeted outcome.

Under these conditions, and assuming low and/or non-
differential attrition (What Works Clearinghouse, 2013, 

2014) and no significant clustering (see Hedges, 2007), we 
can estimate an unbiased direct effect for the new treatment 
(Path c in the upper panel of Figure 1). In most cases, this 
would be a regression coefficient, and we assume that the 
coefficient is derived using ordinary least squares. (An 
understanding of particular statistical methods is not neces-
sary for a basic understanding of causal mediation. Whether 
using ordinary least squares, logistic regression, multilevel 
modeling, or structural equal modeling, the steps for testing 
mediation are the same.) In our example, we would regress 
the outcome on treatment condition, treating the data as 
continuous. To simplify this discussion of the analysis and 
its results, we assume that the behavioral counts represent 
points along an underlying continuous distribution that 
approximates normal and, therefore, can be analyzed using 
ordinary least squares regression (see Sturman, 1999, for a 
discussion of the assumptions related to treating count data 
as continuous).

Suppose we discover that the 50 students who partici-
pated in the new program averaged 20 disruptive episodes 
per observed hour (for a total of 1,000 observed behaviors 
per hour observed across 50 sampled pupils) during the 
week just after the intervention’s end. Meanwhile, the 50 
students in the comparison condition average 40 disruptive 
behaviors per hour during the same week (we assume that 
the measurement protocols for documenting students’ 
behavior are reliable across raters). Suppose as well that the 
baseline for both groups was 40. This means that the treat-
ment group “improved” by an average of about 20 behav-
iors (we interpret a decrease on inappropriate behavior as 
improved behavior), whereas there were no changes, on 
average, in BaU group. The effect in raw units (number of 
behaviors) is 20.

Per the recommendations of the American Psychological 
Association (APA) Publications and Communications 
Board Working Group on Journal Article Reporting 
Standards (2008) and the What Works Clearinghouse 
(Institute of Education Sciences, 2014), we would also cal-
culate and report an effect size, either a standardized group 
mean difference like Cohen’s d or Hedges’s g, the propor-
tion of total variance explained by the independent variable 
(such as η2 or ηp

2), or perhaps an odds ratio or relative risk 
statistic. The standardized mean difference, which can be 
expressed as a Cohen’s d or Hedges’s g, is 20 divided by an 
estimate of the sample variance. For Hedges’s g, this esti-
mate is a pooled estimate of the treatment and comparison 
samples’ variance corrected for small-sample bias using a 
gamma function (Hedges, 1981). There are online calcula-
tors that calculate Hedges’s g using the group means, stan-
dard deviations, and sample sizes as input.

Unlike tests of statistical significance, mean-based effect 
sizes are less dependent on sample size. For example, an 
effect of 0.65 (which suggests a pooled standard deviation 
of about 30 in our example) may be statistically significant 
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in a sample of 100, depending on several considerations 
such as how students were allocated to conditions and prop-
erties of the study’s measures, whereas the same effect size 
may not differ significantly from 0 in a sample of 50. The 
effect is the same (a difference of about 65% of one sample-
based standard deviation), but our conclusion regarding sta-
tistical significance would differ. In the former, we would 
describe our findings as evidence of the treatment’s effi-
cacy—the treatment caused improved behavior in our 
example. In the latter case, where a medium- to large-size 
effect did not differ statistically from 0, we would likely 
argue that the treatment is promising, though subject to 
additional study with properly powered research designs.

The Indirect Effect of Treatment

The top panel of Figure 2 summarizes the running example 
thus far. We have determined that the standardized mean dif-
ference for the direct effect is 0.65. The unstandardized 
regression coefficient would be in the neighborhood of 20, 
although the actual value would depend on the influence of 
other measured and modeled factors and on the estimation of 
an intercept (about 10 in this case because 10 is the average 
outcome when all other factors in the equation are 0). Raw 
units are useful when considering a single pathway (e.g., 
Path a or Path b), but when combining coefficients or when 
estimating a model with variables that are measured in dif-
ferent metrics, standardized coefficients (“beta coefficients”) 
are more interpretable (see Preacher & Kelley, 2011, for dis-
cussion of the different types of standardized coefficients). 
Also, note that a standardized mean difference for two 
groups (i.e., an effect size) and the standardized regression 
coefficient for Path c in Figure 1 will often not be the same 
value (though they should represent the same “quantity”). 
However, when contrasting two groups of equal size from a 
person-randomized design, the regression coefficient can be 
estimated as a standardized mean difference between the 
two groups, and we assume as much in Figure 2.

A statistically significant direct effect suggests that the 
two groups differ at posttest. If the groups were nondiffer-
ent in all respects other than their exposure to the new 

treatment, both prior to the onset of treatment as well as 
during the treatment interval, then the new program is the 
most compelling candidate for explaining differences in 
students’ behavior. “The program caused improved behav-
ior” would be a reasonable conclusion. Left unanswered, 
however, are questions about how the program created that 
difference. For example, “what were the mechanisms by 
which the program had an effect?” It is this question that 
causal mediation can help to address. In the next sections, 
we consider Path a, Path b, Path ab, and Path c′ in terms of 
our running example. We also “put it all together” by 
describing alternative outcomes for our hypothetical study 
and how each outcome might be best interpreted.

Path a.  A first task in mediation analysis is to identify the 
set of potential or likely mediators. Recall that our program 
logic described activities as creating “greater awareness of 
behavioral expectations, improved self-monitoring, and an 
enhanced ability to self-correct as part of improved self-
regulation.” There are three potential mediators in this 
series: (a) awareness of behavioral expectations, (b) 
improved self-monitoring, and (c) enhanced ability to self-
correct and self-regulate. Each appears to meet many of the 
requirements for a mediator—generally malleable, theoreti-
cally malleable in the context of the treatment’s compo-
nents, and temporally antecedent to the outcome. Ideally, 
we might measure and model all three as part of our study. 
For example, we could test students’ knowledge of class-
room expectations in both the BaU and treatment condi-
tions. Because there are “correct” and “incorrect” responses 
to questions about classroom expectations (in the treatment 
condition at least), fairly straightforward measurement 
methods such as multiple choice spoken-word surveys 
(questions and response options are read to respondents) 
could be used, and their reliability easily established.

Self-monitoring and the meta-cognitive processes that 
support self-monitoring have been difficult to measure 
(Dent & Koenka, 2016). Tools in this area often rely on self-
report; thus, they have high or unknown measurement error 
due to poor reporter reliability, limited construct validity, or 
social desirability bias (Dent & Koenka, 2016; Nisbett & 
Wilson, 1977; Veenman, 2011). Whereas measures of self-
monitoring for adults and older aged schoolchildren are 
available and have been used with apparent success, it is 
unclear if young children are cognitively able to accurately 
report on their strategy use (Dent & Koenka, 2016). The 
argument is not that first graders do not self-monitor or that 
they cannot improve their capacity to self-monitor (Dignath, 
Buettner, & Langfeldt, 2008). Instead, the problem is mea-
suring the self-monitoring of 6- and 7-year-olds with the 
reliability necessary to estimate its mediating effect.

Like self-monitoring, self-regulation can be difficult to 
measure (Greenberg, Kusché, & Speltz, 1991; Webster-
Stratton & Taylor, 2001). However, because self-regulation 

Figure 2.  Running example with self-regulation as a mediator.
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has been the subject of considerable research among pre-
school-aged and primary-grade students, and because much 
of the recent research has addressed measurement-related 
questions (e.g., Blair, Zelazo, & Greenberg, 2005; Cole, 
Martin, & Dennis, 2004; Raver, Jones, Li-Grining, Zhai, & 
Pressler, 2011; Wiebe, Espy, & Charak, 2008), we would be 
on more solid footing compared with self-monitoring (we 
recognize that self-monitoring is often included in models 
of self-regulation models, but we exclude it for purposes of 
this illustration). Supposing that our hypothetical interven-
tion was developed in the context of the research on execu-
tive functioning in young children (Blair et al., 2005; Cole 
et  al., 2004; Raver et  al., 2011; Wiebe et  al., 2008), we 
might select the Preschool Self-Regulation Assessment 
(PSRA; Smith-Donald, Raver, Hayes, & Richardson, 2007) 
to measure self-regulation. The PSRA yields scores for 
components of self-regulation, including effortful control, 
attention/impulsivity, and executive functioning. Because 
effortful control appears to be malleable (Somech & Elizur, 
2012), we might devote a large component of our hypotheti-
cal treatment to improving students’ effortful control and 
our first research question might be about the treatment’s 
impact on effortful control: “Does the treatment cause 
changes in effortful control?” This effect is Path a in Figure 
1. As before, with Path c, the analysis would likely involve 
regression. In this case, we would regress scores from the 
PSRA subtest for effortful control on students’ assignment 
to treatment.

Recall that a mediator is defined as malleable in the pres-
ence of treatment and we assume that the mediator causes 
the outcome to some degree. This means that the mediator 
has to be measured at some point or at points after the onset 
of treatment in both the treatment and control groups. An 
additional measurement at pretest may be useful for check-
ing on the success of randomly allocating students to groups 
and for controlling pretest differences in the mediator if ran-
domization was not successful. There may also be concep-
tual or measurement-related reasons to model change in the 
mediator versus status at points subsequent to Time 1, in 
which case multiple measurement occasions would be 
necessary.

Depending on the mediator, the exact timing of data col-
lection may be important (MacKinnon, 1994). For effortful 
control, the minimum would be measurement at a point 
close to posttest. Pretest-only measures of effortful control 
would be inadequate for the reasons described above, 
although additional measures at pretest and at a point (or 
points) during the intervention might be useful. Having 
three or more measurement occasions for the mediator (e.g., 
pretest, midpoint, posttest) would allow us to model effort-
ful control as a trend over time, capturing status at pretest, 
status at posttest, and rate of change (and with a fourth data 
point, the shape) from start to finish. Trend estimates pro-
vide more information and also tend to be more reliable 

estimates of the construct being measured. Of course, three 
administrations of the PSRA may not be feasible, because 
the measure is lengthy, because the test is not designed for 
multiple administrations over relatively short time periods, 
or due to other practical, conceptual, or measurement-spe-
cific reasons. These are decisions for the investigator and 
for leaders in the school where the research is being con-
ducted. Measurement at midpoint only is often acceptable 
and sometimes desirable, but might not adequately repre-
sent change in the mediator to the extent that more treat-
ment translates into different levels or patterns of effortful 
control.

In our example, we assume that effortful control data 
were collected on one occasion, at a point prior to collecting 
data on the posttest outcomes. This requires us to “trust” the 
equalizing effects of randomization and to assume that the 
treatment groups did not differ, on average, at pretest, on 
levels of effortful control. For now, assume that the treat-
ment’s unstandardized effect on effort control was 5—that 
students in the treatment group scored 5 standard score 
points higher on the PSRA at posttest than the BaU stu-
dents, on average, assuming no differences at pretest. We 
would calculate a standardized mean difference, or effect 
size, for the effect on effortful control, as described earlier, 
as well as a confidence interval around that effect. If the 
pooled standard deviation was 10 in the raw score units, the 
effect size would be about 0.50. Also, as with Path c, assume 
that we estimate the model such that the standardized 
regression coefficient for Path a is the same value as the 
standardized difference in group means, or 0.50. The confi-
dence interval for an effect of 0.50 in a balanced sample of 
100 would be [0.102, 0.898]. Because 0 is not included in 
this interval, we can assume that 0.50 differs statistically 
from 0 or that 0.50 is statistically significant. Recall that 
causal mediation assumes that the treatment operates, at 
least in part, through the mediator by causing changes in M, 
the mediator. Accordingly, a statistically significant coeffi-
cient for Path a, which we have, is required to move for-
ward with our analysis. If the treatment did not cause 
changes in the mediator (i.e., if Path a did not differ from 0), 
then effortful control would not mediate the treatment’s 
effect in this sample. In such a case, we might consider 
other potential mediators, such as attention/impulsivity or 
executive functioning, assuming that these PSRA data were 
collected, and assuming that these variables are theoreti-
cally viable as mediators of our treatment’s effect.

Path b.  Path b is no more difficult to calculate than Path a or 
Path c. Again, we rely on regression, in this case regressing 
the outcome on effortful control as measured by the PSRA. 
However, Path b is more controversial than Path a, due 
largely to the fact that we cannot randomize cases to levels 
of the mediator prior to measuring outcomes, which elimi-
nates the logical basis on which we infer that treatment 
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causes changes in the mediator or that treatment causes 
changes in the outcomes. The mechanism that allows for 
causal inferences related to Path a is not available when 
estimating or interpreting Path b, at least in authentic class-
room settings. However, many have argued that indirect 
effects from treatment to outcomes are not as discrete or 
mechanistic as our path models would suggest (see Krae-
mer et al., 2008). Instead, what we depict as a joint effect of 
two separate pathways may in fact be a response through 
which treatment influences both Path a and Path b. Muthén 
(2011) argued more generally for naïve perspective, sug-
gesting that mediation would become unavailable to educa-
tional researchers working in schools if we require that 
strata of the mediator be formally manipulated. We split the 
difference and discuss Path a as a causal effect, Path b as a 
covariance, and Path ab as indirect causal effect, following 
Muthén (2011). The assumptions we make about Path b will 
influence how we interpret our findings. However, they do 
not change the underlying math necessary for estimating 
the model.

As before, Path b will be a regression coefficient that 
represents the covariation between effortful control and our 
measure of classroom behavior. We could estimate Path b in 
the total sample, with the treatment groups combined, but 
our interest would be in the group-specific values for a and 
for b because the ab product will be based on these group-
specific values. At the same time, it is worth noting that 
improved effortful control may lead to improved classroom 
behavior, regardless the cause of the improvement in effort-
ful control. There may be statistical reasons that the groups 
differ in Path b, such as restriction of range in the nontreated 
group, but when considered in the “population,” the b 
parameter may be fairly constant, after adjusting for person- 
and context-level factors. However, because our design is 
randomized, we would expect that these external influences 
on effortful control would not differ across the two groups. 
For present purposes, we assume that the unstandardized 
coefficient for Path b is 0.60 in the total group, which means 
that for every increase of one unit of effort control (one 
standard score point), there is a corresponding decrease of 
just over half of a problem classroom behavior. The stan-
dardized coefficient is 0.40.

Path ab.  The indirect effect is the product of the standard-
ized coefficients for Paths a and b. In our example, the indi-
rect effect would be 0.20 (0.50 for Path a times 0.40 for 
Path b). Most statistical packages will estimate the indirect 
term along with the regression model. Furthermore, modern 
programs (Mplus, SAS, Stata) will estimate ab and Paths a, 
b, and c′ simultaneously, so the indirect effect is the value of 
a × b adjusted for other effects in the model, which is cus-
tomary in multiple regression models. The statistical sig-
nificance of ab is determined in one of several ways, 
depending on the software used. The simplest approach 

assumes that ab differs from 0 if both Path a and Path b dif-
fer from 0. Referred to as the joint test of significance, it is 
generally considered a preliminary test rather than a confir-
matory test of the null hypothesis that ab = 0 (Fritz & 
MacKinnon, 2007).

Bootstrapping (Shrout & Bolger, 2002) is a more reliable 
approach, and also allows for the estimation of confidence 
intervals (Hayes & Scharkow, 2013). Bootstrapping uses 
resampling with replacement across a large draw of samples 
(1,000 to 5,000 is common) to create a sampling distribu-
tion for the indirect effect. The mean of the bootstrapped 
distribution will not always equal the indirect effect, 
because the product of two normally distributed variables 
(assuming a and b are normal) does not always yield a nor-
mal distribution. As a result, the mean of the bootstrapped 
distribution and ab are not always equal, which introduces 
bias. However, a simple correction can be applied (see 
Hayes, 2014, for more details), and a confidence interval 
and a standard error can be estimated, leading to a p value 
for ab. Fortunately, bootstrapping is not something done by 
hand. Modern software packages include this feature, and 
best practice appears to favor its use over several alterna-
tives (Hayes & Scharkow, 2013). Preacher and Hayes 
(2004) provided downloadable SPSS and SAS macros to 
test indirect effects (http://quantpsy.org). Also, Mplus and 
Amos use bootstrapped samples to evaluate indirect effects.

Measurement Error in the Mediator

When working with observed variables (vs. latent variables, 
assignment variables, etc.), measurement error is a reality, 
and the task for the educational researcher is to minimize its 
impact rather than eliminate error altogether. Perfectly reli-
able measures may not be necessary, but measures with 
strong reliability are required, particularly for measuring 
the mediator. In models with a poorly measured mediator 
(i.e., low reliability), Paths b and c′ will be biased, where 
the effect of the mediator on the outcome (Path b) is under-
estimated and the effect of treatment on the outcome (Path 
c′) is over-estimated, assuming ab is positive.

These problems can be addressed in several ways. The 
most obvious is to use measures with well-documented reli-
ability. However, many mediators are conceptualized as 
internal processes (e.g., executive functions), and self-
report is often the most efficient means of collecting such 
data. Even though self-report measures are often reliable 
according to the usual indices, they are subject to response 
bias and may not always be sufficiently valid, particularly 
when young children are asked to report on relatively 
sophisticated processes. Collecting data on the mediator 
using more than one measure is a good idea for several rea-
sons. First, data from different measures of the same con-
struct can be cross-referenced to determine if the measures 
lead to similar rankings of respondents. For example, if a 
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sample of students is ranked from highest to lowest on their 
levels of effortful control, these rankings should be similar 
across each measure to the extent that each is measuring 
effortful control. Multiple measures of a construct may also 
make it possible to create a latent variable for the mediator. 
Latent variables, which are featured in structural equation 
models, allow the educational researcher to specifically 
model measurement error, essentially eliminating error 
from the measurement of the mediator. Although more 
sophisticated than multiple regression, structural equation 
modeling (SEM) is a powerful tool for estimating causal 
mediation models. As indicated earlier, the basic steps do 
not differ from those outlined above (though several addi-
tional steps will be required by SEM), and the advantages of 
SEM often warrant the additional effort and cost.

The problem of omitted variables is another measure-
ment issue that is particularly salient in a causal mediation 
context. This situation occurs when an unmeasured (or 
omitted) variable causes both the mediator and the outcome. 
When the independent variable is randomized, as in our 
example, omitted variables do not bias estimates of Paths a 
and c. That is an advantage of randomized designs. 
However, Paths b and c′ can be biased if there is an omitted 
variable that causes both the mediator and the outcome, 
where Path b is overestimated and Path c′ is underestimated. 
An omitted variable would also mask full mediation even in 
cases where the true value (in the population) for Path c′ is 
0. This problem is a key reason that statistical modeling 
should be based on theory and informed by prior research. 
Causal mediation is not a purely empirical exercise. It is a 
tool for evaluating the extent to which a conceptual model 
grounded in theory is supported by sample data. In our 
example intervention study described above, we noted that 
the PSRA provides scores for three components of self-reg-
ulation, but we modeled only the subtest score for effortful 
control as a mediator. Subtest scores for attention/impulsiv-
ity and executive functioning were omitted. If researchers 
had theoretical support for the intervention’s effect on these 
variables, they could be included in the model as potential 
mediators to see if omitting them may have biased the 
results. Sensitivity analysis can also be used to evaluate the 
potential that a model has omitted variables and to estimate 
their effect (Muthén, 2011).

Putting It All Together

We have talked about the importance of evaluating individ-
ual pathways as a preliminary step in modeling causal 
mediation. However, mediation is a model-level phenome-
non, and unbiased estimates depend on fitting a properly 
specified model. Our running example is essentially a path 
model, which we would fit as a multiple regression. It 
would be important to estimate the individual paths as a 
means of establishing the requirements for mediation (that 

Path a and Path b differ from 0, etc.), but to fit the model, 
we would regress the behavioral outcome on effortful con-
trol and on treatment (i.e., on the “upstream” variables), 
regress effortful control on treatment, and specify the indi-
rect effect, ab, as a model parameter. Also, because we are 
dealing with two independent groups (treatment and BaU), 
we would fit the model in multiple groups, where pathways 
(Paths b, ab, and c′ at least) are estimated in both groups 
(this model could be alternatively described as a moderated 
mediation model where assignment to treatment moderates 
the mediating effect of effortful control). This approach dif-
fers from using dummy-coded variables to indicate group 
membership.

In our example, Path a is 0.50, Path b is 0.40, and the 
indirect effect of treatment via effortful control (ab) is 0.20 
(see Figure 2). This means that Path c′ is 0.45 (c′ = c – ab), 
where Path c′ is the direct effect when the indirect effect is 
modeled, and Path c is the total effect. If 0.20 and 0.45 are 
significantly greater than 0 (they would be), we have partial 
mediation through effortful control, which would be a 
reportable finding. Our new treatment effectively decreases 
poor classroom behavior in part by increasing effortful con-
trol. Knowing this finding can help in several ways. First, if 
effortful control is a “lever” for improving behavior, we 
might consider intensifying program components that target 
effortful control to achieve an even greater total effect. If 
the other PSRA variables contribute to the mediating effect 
of our treatment, we may find that we can account for more 
of the treatment effect via the PSRA. This does not mean 
that the treatment is as effective as it could be or even should 
be. However, it does indicate that we have explained much 
if not all of the variance in the observed effect for the treat-
ment as it is currently configured. If the other PSRA vari-
ables do not contribute to the mediating effect of effortful 
control, we would be interested in replicating the study to 
include other potential mediators and greater statistical 
power, if possible. Finding that effortful control is a key 
mechanism may also suggest other research possibilities, to 
the extent that similar increases in effortful control can be 
achieved via other, perhaps less intensive or less costly, 
interventions.

Table 1 summarizes a number of possible solutions. 
They demonstrate the logic of causal mediation, meaning 
that we did not model real data nor did we simulate data to 
produce these results. The sets of values were calculated as 
c = ab + c′. Model 1 is our running example. Models 2 
through 9 describe other possible scenarios, with Paths a 
and b varied to include large- to small-size effects and the 
indirect and direct effects associated with each. Models 2 
and 3 are similar to the running example in the treatment’s 
effect on effortful control (0.50). They differ in the value for 
Path b. In Model 2, effortful control is a strong predictor of 
improved behavior. Because we measured effortful control 
on only one occasion, we could not say with confidence that 
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within-child increases in effortful control correspond to 
improved behavior at posttest. Instead, we would describe 
the coefficient as an average effect—higher levels of effort-
ful control at a point close to posttest correspond to better 
classroom behavior. As a result of measuring effortful con-
trol after the start of the study, we would not be able to 
identify poorly behaved children in the BaU who nonethe-
less began the study with high levels of effortful control. 
The smaller Path b coefficient (0.10) in Model 3 means a 
smaller indirect effect and a much greater amount of the 
total effect left unexplained (0.60).

Models 4 through 6 represent cases where the treatment 
effect on effortful control is small (0.10). Notice that a 
small-size Path a limits the possible range of indirect effects 
(0.01–0.07). We do not know if this group of ab values dif-
fers statistically from 0 because it was not derived from 
actual analyses so we are not able to create confidence 
intervals or estimate p values. However, it is clear that when 
the treatment has a minimal effect on the mediator, indirect 
effects are small, which makes sense. The idea behind 
causal mediation is that the mediator “carries” the treat-
ment’s effect on outcomes, a challenge when treatment’s 
effect on the hypothetical mediator is small. By the same 
logic, large treatment effects (Models 7–9) on the mediator 
are associated with relatively large indirect effects, particu-
larly when the relationship of the mediator and the outcome 
is moderately large. The mediator in this case operates as a 
vehicle for transmitting treatment’s effect to the outcome. 
Note that a large-size Path a, in this scenario, is necessary 
for full mediation (Model 8).

To conclude, we return to an earlier point about distin-
guishing between a treatment effect’s practical significance 
and modeling its statistical properties. In our example, the 
total effect was 0.65, which represents a relatively healthy 
effect in most educational settings. However, it would be up 
to us, as the investigators, to make the argument that an 
effect of 0.65 warrants the time and effort involved in 
implementing the new intervention. This task differs from 
the purpose of causal mediation, though the results from 

mediation models may help when making the more general 
argument. However, causal mediation is a tool for explain-
ing an observed effect. It can be used to determine why a 
program works to whatever extent it does work, producing 
findings that can advance a program of research, identify 
areas for improving the treatment, or highlight aspects of 
the treatment that are particularly salient to its effect and 
essential to its successful implementation.
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