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Abstract 

The purpose of this research is to first estimate the item and ability parameters and the standard error values 
related to those parameters obtained from Unidimensional Item Response Theory (UIRT), bifactor (BIF) and 
Testlet Response Theory models (TRT) in the tests including testlets, when the number of testlets, number of 
independent items, and sample size change, and then to compare the obtained results. Mathematic test in PISA 
2012 was employed as the data collection tool, and 36 items were used to constitute six different data sets 
containing different numbers of testlets and independent items. Subsequently, from these constituted data sets, 
three different sample sizes of 250, 500 and 1000 persons were selected randomly. When the findings of the 
research were examined, it was determined that, generally the lowest mean error values were those obtained 
from UIRT, and TRT yielded a mean of error estimation lower than that of BIF. It was found that, under all 
conditions, models which take into consideration the local dependency have provided a better model-data 
compatibility than UIRT, generally there is no meaningful difference between BIF and TRT, and both models can 
be used for those data sets. It can be said that when there is a meaningful difference between those two models, 
generally BIF yields a better result. In addition, it has been determined that, in each sample size and data set, 
item and ability parameters and correlations of errors of the parameters are generally high. 

Keywords: bi-factor model, item response theory, local dependency, testlet response theory 

1. Introduction 

Item Response Theory (IRT) is an influential theory presented as an alternative to the traditional true score 
model (Thissen & Orlando, 2001) and it is frequently used in the development and assessment of large scale tests 
due to its strong mathematical infrastructure. However, there are strong assumptions of IRT which are difficult to 
meet, and in order to determine the appropriate IRT model, first it should be assessed whether the data set at 
hand meets the IRT assumptions or not. One of these assumptions of IRT is the local independency. Local 
independency is the dependence of the possibility of providing correct answers to the items included in any 
measurement tool at a certain ability level on only the ability of the individual (Embretson & Reise, 2000; 
Hambleton & Swaminathan, 1985). However, this situation may be ruined in an item set consisting of items 
dependent on the same stimulant. Such items are defined as testlet by Wainer and Kiely (1987). Testlets defined 
to be longer than a single item but shorter than a whole test (Wainer, Bradlow, & Wang, 2007). There are studies 
in the related literature indicating that such items ruin the local independency assumption and are locally 
dependent (DeMars, 2006; Lee, 2004; Rijmen, 2010; Thissen, Steinberg, & Mooney, 1989; Zhang, 2010). 
Because the response of an individual to an item included in the testlet affects his/her responses to the other 
items in the same testlet (Wainer & Kiely, 1987). For this reason, local dependency emerges among the items 
depending on one stimulant.  

There are many different reasons and types of Local Item Dependency—LID. Yen (1993) indicates ten different 
reasons for local item dependency: (a) external assistance or interference, (b) speededness, (c) fatigue, (d) 
practice, (e) item or response format, (f) passage dependence, (g) item changing, (h) explanation of previous 
answer, (i) scoring rubrics or raters, and (j) content, knowledge, and abilities.  
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Due to the content of large scale tests, studies mostly focused on passage dependency among these factors 
causing local item dependency; and it was identified in the conducted studies that local dependency was caused 
because the items were based on a common passage (Keller, Swaminathan, & Sireci, 2003; Lee, 2004; Sireci, 
Thissen, & Wainer, 1991; Thissen et al., 1989; Yen, 1993; Zenisky, Hambleton, & Sireci, 2002). If there is more 
than one item depending on the same passage LID will occur. So that it is called passage dependence (Yen, 
1993). That LID may be different based on the student’s interests and background knowledge. The item set based 
on a common passage consisting of items related to each other depends on the individual’s level of 
understanding of the passage. In this study, the main focus is on local item dependency that may arise from 
dependency on a passage. So, testlets based on common passage were examined in this study. 

1.1 Approaches to Cope with Local Item Dependency in Testlet 

Acting in accordance with the opinion that presenting stimulants to test takers takes much time in exams and, 
thus, asking one question in relation to a content will be a waste of time, test developers frequently construct 
testlets when developing tests which are based on a wide stimulant shared by an item set (Wainer et al., 2007). 
However, as the testlets violate one of the basic assumptions of IRT, different measuring models have been used 
in tests including a testlet in order to overcome the violation of that assumption. When the related literature is 
examined, the models used in the tests including testlets can be summarized as follows:  

1.1.1 Dichotomous Item Response Models 

For the cases where the effect of the testlets are ignored and items in the testlet are considered as independent 
items, Wainer and Lewis (1990) suggested using one of the two suitably categorized response models. In this 
model, the items included in a testlet are treated as any of the other items in the test (Arora, 2007; Wainer, 
Bradlow, & Du, 2000) and these are scored as independent units (Wainer et al., 2007). The data are analyzed 
using an appropriate model among 1PLM, 2PLM or 3PLM. 

1.1.2 Polytomous Item Response Models  

In another model, which is used to improve the local dependency among the items included in the testlets, the 
items in the testlet are accepted as a single item scored as multiple category items (Cook, Dodd, & Fitzpatrick, 
1999; Sireci et al., 1991; Thissen et al., 1989; Wainer, 1995; Wainer et al., 2000; Yen, 1993). Five different items 
based on the same passage can be given as an example for this situation. In this approach, five items are not 
separately scored and not calibrated with the dichotomous IRT models. Instead, the set including five items is 
taken as a “single item” and examined with polytomous IRT models. In this manner, the score obtained as a 
result of polytomous scoring of the testlets is equal to the total true answers given (Arora, 2007; Wainer et al., 
2000) and the testlet may get points ranging from zero to the total number of items related to the common 
stimulant (Boyd, 2003). The testlet score is indicated with the number of true answers (Wainer et al., 2000) as 
the items are independent among the testlets but dependent within a testlet (Wainer & Lewis, 1990), and by 
means of this scoring method, the dependency within the testlets can be eliminated (Dresher, 2002).  

1.1.3 Bi-Factor Model (BIF)  

The responses given to the testlets can be modelled with a multi-dimensional model and the two-factor model is 
appropriate for this content (DeMars, 2006). This model is a special condition of multi-dimensional IRT model 
and is developed by Gibbons and Hedeker (1992). In this model, each item is restricted in that it is weighted on 
two factors. In other words, in the bi-factor model, each item has a factor load not equal to zero in the primary 
factor and one of the secondary factors, and the factor load is zero for the other secondary factors. 

1.1.4 Testlet Response Theory (TRT)  

Another model used for the analysis of tests including testlets is the testlet effect model. This is the restricted 
state of the bi-factor model (Rijmen, 2009). The difference between this model and the bi-factor model is the 
inclusion of a model definition. Bi-factor model allows for separate differentiation parameters for the primary 
and secondary (testlet) dimensions, and those differentiation parameters can be independent of each other. For 
the analyses performed by using TRT, the scale of the secondary testlet dimension is not stable or the model 
definitions while the other restrictions of the bi-factor model (the location of all the dimensions and the scale of 
the general dimension are fixed) still exist for the testlet model (Rijmen, 2009). 

In general, testlets have been treated as an independent item like the other items in the test and scored with 
dichotomous or polytomous standard IRT models, and various problems have been encountered. To explain them 
briefly, approaching testlets with standard models cause: (a) being partial in the determination of the difficulty of 
an item, (b) overestimation of the discrimination of items, (c) overestimation of the individuals’ scores, (d) 
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overestimation of the test knowledge and the reliability, (e) errors in test equation results (Ackerman, 1987; 
Bradlow, Wainer, & Wang, 1999; Chen & Thissen, 1997; DeMars, 2006; DeMars, 2012; Lee, Dunbar, & Frisbie, 
2001; Li, Bolt, & Fu, 2006; Sireci et al., 1991; Thissen et al., 1989; Tuerlinckx & De Boeck, 2001; Wainer, 1995; 
Wainer et al., 2000; Wang & Wilson, 2005; Yen, 1993). Especially the overestimation of individuals’ scores 
increases the possibility of wrong classification, while categorizing the individuals based on their abilities may 
cause wrong decisions (Sireci et al., 1991; Yen, 1993). In their research, Tuerlinckx and De Boeck (2001) 
identified that the violation of the local dependency assumption caused partiality in the determination of the item 
and ability parameters. For this reason, correct modelling is of great significance for making the right decisions 
depending on the test results. 

1.2 Purpose of the Research  

The purpose of this research is to first identify (i) the item parameters obtained from the unidimensional item 
response theory model, bi-factor model and testlet response theory model used for estimating the parameters when 
the testlet number, independent item number and sample size change in the tests including testlets; and (ii) the 
standard error value belonging to these parameters; and (iii) the ability parameters and the standard error 
parameters belonging to these parameters and then to compare the obtained results. 

This research is considered to be of significance for the related literature with respect to various aspects. The first 
reason stems from the recent increase of the usage of testlets in exams. Testlets are frequently used in 
standardized tests for efficient use of examination time by asking related questions (Wainer et al., 2000). It is 
accepted that items having a content dependent on each other are more appropriate for real life, and such items 
are regarded to measure high level abilities better (DeMars, 2006). For this reason, using testlets in the large 
scale tests is inevitable. Despite the advantages of using testlets in tests, violation of local independency, one of 
the most important assumptions of IRT, creates a negative situation. Therefore, the second reason making this 
research significant is the emphasis it lays upon the fact that standard IRT models ignore the local dependency 
among testlets and attract the attention to the communization of other models developed for testlets.  

In many of the standardized education tests, there is an increase in the usage of testlets. For this reason, how to 
score and analyze tests consisting of testlets has been an important area of research in the last decade (Chien, 
2008). Different opinions have been put forward in the scoring and evaluation of testlets. More complex models 
have been developed for tests consisting of testlets. In this way, local dependency among testlets have been taken 
into consideration, and despite not being compliant for such data sets, the usage of standard IRT models has tried 
to be avoided as testlets violate one of the most important assumptions of IRT. In a research study carried out by 
Min and He (2014), the model-data fit and parameter statistics obtained from the models dealing with testlet 
effect were shown to be better than the ones obtained from the unidimensional IRT (UIRT) model. In the 
analysis of the tests including testlets, more complex models such as the bi-factor model (BIF) are also used 
(DeMars, 2006; Min & He, 2014; Rijmen, 2010). In this research, testlet models are compared. Since this 
research draws the attention to the usage of more complex models according to UIRT, it is of significance to the 
literature from this aspect as well.  

2. Method 

2.1 Data Source 

In this study, the data was obtained from the mathematic literacy cognitive test conducted in 2012 as one of the 
components of PISA (The Programme for International Student Assessment) which is a project of the OECD 
(Organisation for Economic Co-operation and Development). In the PISA applications, all of the students do not 
respond to all the items. For this reason, one of the 13 booklets was selected to work with the students having 
responded to the same items. In compliance with the purpose of the research, booklet number 10 was found to 
include many items and testlets, so it was selected as the data collection tool of this research. That booklet 
included a total of 36 items consisting of 14 independent items and 8 testlets. Of the 8 testlets in the booklet, 4 
consisted of 2 items, 2 consisted of 3 items and 2 consisted of 4 items. In PISA 2012, there were 35545 students 
responding to the 10th booklet. The population of this research included three different samples in groups of 250, 
500 and 1000 students randomly selected from the 28741 students remaining as a result of the elimination of 
data. 

In the present research, 6 data sets were created using the testlets and independent items in booklet number 10. 
The number of independent items and testlets are provided in Table 1. 
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Table 1. The features of the data sets created in the present research 

Items Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 

Number of independent items 0 7 14 0 7 14 

Number of testlets 4 4 4 8 8 8 

Number of total items 11 18 25 22 29 36 

 

When Table 1 is examined, the features of the different data sets comprised of 0/7/14 independent items and 4/8 
testlets can be observed. The data sets including 4 testlets consisted of 2 testlets with 2 items, 1 testlet with 3 
items and 1 testlet with 4 items.  

32 items out of 36 in booklet 10 were scored as 0 or 1. The other 4 items were open-ended items and were scored 
partially (categories 0, 1, 2). Three of these four items were testlets (two included in the same and one included 
in a different testlet), the other was an independent item. The open-ended items in the scored dataset were 
encoded as zero for the wrong answers, as one for all the answers that received partial points, and as two for the 
ones that received full points.  

2.2 Data Analysis 

In the analysis of the data, the IRTPRO 2.1 (Item Response Theory for Patient-Reported Outcomes) program was 
used. This computer program was developed by Li Cai, David Thissen and Stephen du Toit in 2011. 

2.2.1 Examination of the Local Independency and Uni-Dimensionality Assumption  

In order to test whether the items in the testlet were local dependent or not, the local dependency Xଶ (LD Xଶ) 
statistic, expressed in the related literature as a statistic easy to calculate and showing good performance, was used 
(Liu & Thissen, 2012). In cases where LD Xଶ value is greater than 10 and when a major dependency is in question 
among the items, if there is a LD Xଶ value of 5 to 10 between item pairs, medium level local dependency exists 
among the items and this situation may be an indicator of local dependency between the item pairs (Cai et al., 
2011).  

In data set 1, data set 2 and data set 3, there were LD Xଶ values for 11 item pairs to be examined for 4 testlets, 
among which one testlet had 4 items (1 x Cଶ

ସ ൌ 6), 2 testlets had 2 items (2 x Cଶ
ଶ ൌ 2) and one testlet had 3 items (1 

x Cଶ
ଷ ൌ 3). In dataset 4, dataset 5, dataset 6, there were 8 testlets in total, among which 4 testlets had 2 items, 2 

testlets had 3 items and 2 testlets had 4 items. Thus, standardized LD Xଶ values of the 22 item pairs in total were 
dealt with for all the sample sizes where 4 item pairs were used for 4 testlets with 2 items (4 x Cଶ

ଶ), 6 item pairs for 
2 testlets with 3 items (2 x Cଶ

ଷ), 12 item pairs for 2 testlets with 4 items (2 x Cଶ
ସ). When the values of LD Xଶ of the 

items included in the testlets in the datasets were examined, it was identified that local dependent item pairs existed 
in most of the datasets. 

2.2.2 IRT Models Used  

In the research, three models were used to make a prediction. 2PL/G-KPM was used for the unidimensional IRT 
model. And bi-factor and TRT model was used for multidimensional IRT model. The parameters of all IRT models 
were obtained using IRTPRO 2.1. 

As IRTPRO 2.1 allows for simultaneous prediction with dichotomous and polytomous IRT models, 2PLM was 
used for the items scored in two categories and G-KPM was used for the items scored in multiple categories. The 
program draws different tables for the items analyzed using 2PLM and G-KPM. In all the datasets the items 
analyzed via the 2PL model separated the a and c parameters, and the standard errors belonging to these parameters 
were obtained. In the IRTPRO outputs, parameter a is the slope, and parameter c is the intercept, which is related to 
the threshold parameter “b” (b = -c/a). In addition, as slope-threshold form cannot establish correct generalizations 
in multidimensional models, slope-intercept form was used for the models ሺaሺθ െ bሻ ൌ aθ  cሻ (Cai et al., 2011). 
In MIRT, it is not certain whether or not parameter b is interpreted similarly as in UIRT (Min & He, 2014). In this 
study, instead of threshold parameter b, intercept parameter c was used as MIRT models were better generalized 
with it. For the items analyzed with G-KPM, a and c parameter values and standard errors belonging to these 
parameters were obtained. 

In the IRTPRO 2.1 software, there are three prediction models for the parameters which are Bock-Aitkin 
Expectation-Maximization (BA-EM), Adaptive Quadrature and Metropolis-Hastings Robbins-Monro (MH-RM). 
In this study, the parameter predictions were made using the Bock-Aitkin marginal maximum possibility 
prediction. Because Cai et al. (2011) expressed that the Bock-Aitkin EM algorithm may result in more effective 
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predictions for the unidimensional and bi-factor IRT models. In order to calculate the expected ability scores of the 
individuals, a posteriori (EAP) method was used because the average is predicted impartially in this prediction 
method and little standard deviation values are obtained (Zimowski, Muraki, Mislevy, & Bock, 2003). In addition, 
this method can be used to make predictions even for individuals with zero and full scores (Embretson & Reise, 
2000). In the whole calibration process, the overall and specific dimensions in bi-factor and the general dimension 
in UIRT and TRT are limited to have the standard normal distribution N (0,1). Thus, parameter estimates obtained 
from different IRT models are ensured to be at the same scale level (Li Y., Li S., & Wang, 2010). 

In order to compare different models and identify which model fit the data, log-likelihood (-2Log-Likelihood, 
-2LL) values were estimated. With the help of the number of parameters to be predicted, the degrees of freedom at 
a 0.05 significance level were compared to the ܆ values in the table, and the models were examined to reveal 
whether or not they were different from each other at a significant level and which models complied best with the 
data. Finally, the correlation values belonging to the item and ability parameters obtained from different models 
and the standard error values belonging to these parameters were calculated using the Pearson correlation 
coefficient. 

In order to compare different models and identify which model fit the data, log-likelihood (-2Log-Likelihood, 
-2LL) values were estimated. With the help of the number of parameters to be predicted, the degrees of freedom at 
a 0.05 significance level were compared to the X2 values in the table, and the models were examined to reveal 
whether or not they were different from each other at a significant level and which models complied best with the 
data. Finally, the correlation values belonging to the item and ability parameters obtained from different models 
and the standard error values belonging to these parameters were calculated using the Pearson correlation 
coefficient. 

3. Results 

a1: slope parameter belonging to the general dimension, a2: discrimination parameter belonging to the secondary 
dimension, c: intercept parameter and SE: standard error; the item parameters and error prediction averages 
obtained from the items scored in dichotomous included in datasets 1, 2 and 3 are provided in Table 2. 

 

Table 2. The item parameters and error prediction averages obtained from the items scored dichotomously 

Data Set Sample Size Models a1 SE a2 SE c SE 

Set 1 (4 

testlets) 

250 

UIRT 1.61 0.32 - - -0.70 0.28 

BIF 1.79 0.56 0.88 0.87 -0.76 0.41 

TRT 1.85 0.45 1.85 0.45 -0.79 0.32 

500 

UIRT 1.64 0.23 - - -0.47 0.18 

BIF 1.82 0.33 0.87 0.59 -0.56 0.30 

TRT 1.76 0.25 1.76 0.25 -0.52 0.17 

1000 

UIRT 1.53 0.15 - - -0.58 0.12 

BIF 1.69 0.20 0.88 0.36 -0.67 0.22 

TRT 1.61 0.18 1.61 0.18 -0.61 0.13 

Set 2 (4 

testlets-7 

independent 

items) 

250 

UIRT 1.60 0.33 - - -0.61 0.32 

BIF 1.66 0.40 0.61 1.13 -0.67 0.33 

TRT 1.65 0.34 1.92 0.39 -0.61 0.25 

500 

UIRT 1.51 0.21 - - -0.55 0.20 

BIF 1.64 0.27 0.93 0.54 -0.61 0.24 

TRT 1.63 0.22 1.82 0.25 -0.59 0.17 

1000 

UIRT 1.44 0.14 - - -0.61 0.12 

BIF 1.54 0.18 0.88 0.36 -0.66 0.17 

TRT 1.49 0.16 1.62 0.18 -0.62 0.12 

Set 3 (4 

testlets-14 

independent 

250 

UIRT 1.54 0.25 - - -0.40 0.33 

BIF 1.60 0.38 0.69 3.10 -0.41 0.32 

TRT 1.61 0.28 1.89 0.33 -0.38 0.25 
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items) 

500 

UIRT 1.45 0.19 - - -0.36 0.19 

BIF 1.55 0.25 0.97 0.48 -0.38 0.22 

TRT 1.55 0.21 1.78 0.26 -0.37 0.16 

1000 

UIRT 1.41 0.13 - - -0.43 0.12 

BIF 1.50 0.17 0.93 0.34 -0.46 0.16 

TRT 1.46 0.15 1.60 0.18 -0.42 0.11 

Set 4 (8 

testlets) 

250 

UIRT 1.59 0.29 - - -0.42 0.28 

BIF 1.76 0.62 0.71 0.97 -0.53 0.64 

TRT 1.83 0.42 1.83 0.42 -0.50 0.45 

500 

UIRT 1.51 0.29 - - -0.35 0.33 

BIF 1.75 0.39 0.85 1.02 -0.51 0.42 

TRT 1.70 0.39 1.70 0.39 -0.46 0.31 

1000 

UIRT 1.44 0.15 - - -0.43 0.22 

BIF 1.62 0.22 0.76 0.65 -0.54 0.30 

TRT 1.58 0.19 1.58 0.19 -0.49 0.28 

Set 5 (8 

testlets-7 

independent 

items) 

250 

UIRT 1.51 0.32 - - -0.46 0.35 

BIF 1.64 0.54 0.69 1.03 -0,53 0.46 

TRT 1.62 0.41 1.72 0.47 -0.45 0.39 

500 

UIRT 1.46 0.20 - - -0.41 0.20 

BIF 1.63 0.38 0.80 0.81 -0,51 0.24 

TRT 1.63 0.24 1.72 0.26 -0.49 0.22 

1000 

UIRT 1.40 0,16 - - -0.49 0.19 

BIF 1.54 0.21 0.74 0.58 -0.55 0.23 

TRT 1.51 0.16 1.58 0.17 -0.54 0.14 

Set 6 (8 

testlets-14 

independet 

items) 

250 

UIRT 1.51 0.33 - - -0.36 0.25 

BIF 1.61 0.47 0.67 0.99 -0.38 0.45 

TRT 1.55 0.40 1.64 0.48 -0.43 0.35 

500 

UIRT 1.45 0.19 - - -0.32 0.19 

BIF 1.57 0.32 0.77 0.82 -0.37 0.33 

TRT 1.56 0.23 1.69 0.27 -0.35 0.22 

1000 

UIRT 1.40 0.13 - - -0.05 0.14 

BIF 1.50 0.19 0.72 0.49 -0.42 0.20 

TRT 1.50 0.19 1.61 0.24 -0.41 0.20 

 

When the item parameters and error prediction averages obtained from the items scored dichotomously as 
provided in Table 2 were generally interpreted, the following findings were reached. In different sample sizes, 
for the slope parameters obtained from different models and different datasets, the lowest average error value 
was obtained from UIRT in general; the average errors of prediction yielded by TRT were lower than that 
yielded by BIF; the average error of parameter c does not always show a general tendency. Especially in the 
sample size of 250, the results calculated for the different models changed. However, as the sample size 
increased, the error value averages obtained from the different models came closer; in the small sized samples 
the findings in BIF and TRT did not show a certain pattern. Moreover, as the number of independent items 
increased in the dataset, the average error values of the parameters tended to decrease. This situation may have 
stemmed from the effect of the increase in the number of items on the predictions. However, it can be said that 
item number and sample size mostly influence slope parameters, but are less influential on intercept parameters. 
By adding a testlet in a dataset, generally the error averages of the parameters increased, and the parameter 
showing minimum variance was parameter c. In the light of these findings, it can be expressed that a small 
sample size has an important effect on the error predictions in the models including a special dimension together 
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with the general dimension. Besides, it was also found that an increase in item number decreased the error 
average of parameter a of the general dimension. 

a1: slope parameter of the general dimension, a2: discrimination parameter of the secondary dimension, Ɣ: 
intercept parameter and SE: standard error, the average of the item parameters and findings related to the error 
averages for the items scored in polytomous in all the datasets are presented in Table 3.  

 

Table 3. The item parameters and error prediction averages obtained from the items scored polytomously 

Data 

Set 

Sample 

Size 

UIRT BIF TRT 

a  

(SE) 

Ɣ1
  

(SE) 

Ɣ2
  

(SE) 

a1  

(SE) 

a2  

(SE) 

Ɣ1  

(SE) 

Ɣ2  

(SE) 

a1  

(SE) 

a2  

(SE) 

Ɣ1  

(SE) 

Ɣ2  

(SE) 

Set 1 

250 
1.57 

(0.35) 

-1.37 

(0.34) 

-0.62 

(0.27) 

1.53 

(0.14) 

0.63 

(0.20) 

-1.35 

(0.10) 

-0.54 

(0.12) 

1.35 

(0.14) 

1.35 

(0.14) 

-0.99 

(0.11) 

-0.45 

(0.12) 

500 
1.20 

(0.16) 

-0.83 

(0.14) 

-0.46 

(0.16) 

1.20 

(0.19) 

0.47 

(0.26) 

-0.81 

(0.13) 

-0.41 

(0.18) 

1.25 

(0.17) 

1.25 

(0.17) 

-0.82 

(0.13) 

-0.39 

(0.15) 

1000 
1.31 

(0.13) 

-0.97 

(0.11) 

-0.49 

(0.12) 

1.27 

(0.14) 

0.39 

(0.20) 

-0.95 

(0.10) 

-0.47 

(0.12) 

1.34 

(0.14) 

1.34 

(0.14) 

-0.71 

(0.11) 

-0.42 

(0.12) 

Set 2 

250 
1.07 

(0.19) 

-0.74 

(0.20) 

-0.50 

(0.21) 

1.12 

(0.66) 

0.24 

(1.25) 

-0.74 

(0.16) 

-0.45 

(0.53) 

1.15 

(0.34) 

1.15 

(0.34) 

-0.73 

(0.15) 

-0.45 

(0.40) 

500 
1.14 

(0.14) 

-0.78 

(0.13) 

-0.48 

(0.16) 

1.18 

(0.17) 

0.45 

(0.23) 

-0.79 

(0.12) 

-0.43 

(0.17) 

1.17 

(0.16) 

1.17 

(0.16) 

-0.79 

(0.10) 

-0.44 

(0.16) 

1000 
1.23 

(0.11) 

-0.94 

(0.10) 

-0.52 

(0.11) 

1.29 

(0.14) 

0.48 

(0.20) 

-0.96 

(0.11) 

-0.46 

(0.13) 

1.29 

(0.12) 

1.29 

(0.12) 

-0.95 

(0.09) 

-0.45 

(0.12) 

Set 3 

250 
1.32 

(0.47) 

-1.38 

(0.77) 

-1.59 

(0.62) 

1.24 

(0.47) 

0.47 

(0.82) 

-1.20 

(0.23) 

-0.47 

(0.42) 

1.28 

(0.69) 

1.28 

(0.90) 

-1.21 

(0.24) 

-0.43 

(0.56) 

500 
1.13 

(0.15) 

-1.18 

(0.17) 

-0.68 

(0.17) 

1.19 

(0.17) 

0.49 

(0.22) 

-1.18 

(0.14) 

-0.62 

(0.20) 

1.20 

(0.16) 

1.20 

(0.15) 

-1.18 

(0.15) 

-0.61 

(0.18) 

1000 
1.23 

(0.11) 

-1.34 

(0.12) 

-0.64 

(0.12) 

1.26 

(0.12) 

0.44 

(0.17) 

-1.35 

(0.11) 

-0.59 

(0.13) 

1.36 

(0.15) 

1.43 

(0.17) 

-1.35 

(0.12) 

-0.53 

(0.15) 

Set 4 

250 
0.84 

(0.19) 

-0.68 

(0.18) 

-0.57 

(0.21) 

1.43 

(0.80) 

0.40 

(1.10) 

-0.73 

(0.24) 

-0.40 

(0.59) 

1.44 

(0.27) 

1.44 

(0.27) 

-0.78 

(0.19) 

-0.39 

(0.24) 

500 
1.18 

(0.14) 

-0.64 

(0.21) 

-0.58 

(0.15) 

1.28 

(0.18) 

0.40 

(0.24) 

-0.65 

(0.12) 

-0.48 

(0.20) 

1.28 

(0.20) 

1.28 

(0.20) 

-0.65 

(0.10) 

-0.49 

(0.18) 

1000 
1.27 

(0.10) 

-0.79 

(0.10) 

-0.62 

(0.11) 

1.36 

(0.13) 

0.38 

(0.17) 

-0.82 

(0.09) 

-0.55 

(0.12) 

1.35 

(0.11) 

1.35 

(0.11) 

-0.80 

(0.08) 

-0.56 

(0.12) 

Set 5 

250 
0.82 

(0.19) 

-0.65 

(0.24) 

-0.58 

(0.21) 

1.34 

(0.99) 

0.44 

(1.34) 

-0.66 

(0.19) 

-0.45 

(0.72) 

1.29 

(0.76) 

1.29 

(0.76) 

-0.58 

(0.16) 

-0.33 

(0.58) 

500 
1.16 

(0.13) 

-0.63 

(0.14) 

-0.59 

(0.15) 

1.25 

(0.18) 

0.42 

(0.24) 

-0.63 

(0.12) 

-0.51 

(0.17) 

1.29 

(0.16) 

1.29 

(0.16) 

-0.62 

(0.09) 

-0.50 

(0.16) 

1000 
1.23 

(0.11) 

-0.78 

(0.13) 

-0.64 

(0.11) 

1.34 

(0.13) 

0.44 

(0.18) 

-0.80 

(0.09) 

-0.56 

(0.12) 

1.34 

(0.14) 

1.34 

(0.14) 

-0.81 

(0.12) 

-0.55 

(0.14) 

Set 6  

250 
1.18 

(0.19) 

-1.04 

(0.20) 

-0.59 

(0.23) 

1.35 

(0.54) 

0.54 

(0.85) 

-1.03 

(0.24) 

-0.47 

(0.47) 

1.28 

(0.43) 

1.25 

(0.49) 

-1.02 

(0.18) 

-0.53 

(0.24) 

500 
1.13 

(0.13) 

-0.96 

(0.14) 

-0.72 

(0.17) 

1.21 

(0.17) 

0.45 

(0.23) 

-0.95 

(0.14) 

-0.65 

(0.20) 

1.22 

(0.15) 

1.23 

(0.15) 

-0.95 

(0.12) 

-0.65 

(0.18) 

1000 
1.22 

(0.10) 

-1.12 

(0.11) 

-0.70 

(0.12) 

1.30 

(0.13) 

0.45 

(0.17) 

-1.13 

(0.11) 

-0.63 

(0.13) 

1.31 

(0.13) 

1.33 

(0.13) 

-1.13 

(0.11) 

-0.63 

(0.13) 

 

When the findings of the datasets scored polytomously provided in Table 3 are generally interpreted, it is seen 
that in all the sample sizes of parameter a, the error parameters obtained from UIRT are less than those obtained 
from BIF and TRT. The error values of parameters a and Ɣ decrease in all the three theories with an increase in 
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sample size. The decrease in the BIF and TRT error values was higher than that in UIRT error values. In small 
sample sizes, the findings were in favor of UIRT. However, with an increase in sample size, the error values 
came closer. The most optimum and decisive findings were obtained from the sample size of 1000. It seems that 
for small sample sizes, UIRT is the appropriate method to use. There was no clear finding in relation to the effect 
of increase in the independent item number or the testlet number in a dataset on the average error effect of the 
item parameters. BIF and TRT results obtained from different sample sizes and different datasets were identified 
to be close to each other. Using different models were identified to have little effect especially on Ɣ parameter 
predictions. 

Table 4 presents the findings relevant to the ability parameters and the standard error values of ability 
parameters. 

 

Table 4. The ability parameters and error prediction averages  

Data Set 

250 500 1000 

UIRT BIF TRT UIRT BIF TRT UIRT BIF TRT 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

 θ 

(SE) 

Set 1 
0.00 

(0.44) 

 0.00 

(0.48) 

 0.00 

(0.47) 

0.00 

(0.44) 

 0.00 

(0.46) 

 0.00 

(0.47) 

0.00 

(0.45) 

-0.01 

(0.48) 

0.00 

(0.47) 

Set 2 
0.00 

(0.37) 

 0.00 

(0.38) 

 0.00 

(0.38) 

0.00 

(0.38) 

 0.00 

(0.40) 

 0.00 

(0.39) 

0.00 

(0.39) 

 0.00 

(0.41) 

0.00 

(0.41) 

Set 3 
0.00 

(0.33) 

-0.01 

(0.43) 

 0.00 

(0.40) 

0.00 

(0.34) 

-0.01 

(0.44) 

 0.00 

(0.39) 

0.00 

(0.34) 

-0.01 

(0.41) 

0.00 

(0.35) 

Set 4 
0.00 

(0.34) 

-0.01 

(0.38) 

-0.01 

(0.38) 

0.00 

(0.35) 

 0.02 

(0.41) 

-0.01 

(0.40) 

0.00 

(0.36) 

 0.00 

(0.36) 

0.00 

(0.36) 

Set 5 
0.00 

(0.31) 

-0.02 

(0.49) 

-0.02 

(0.34) 

0.00 

(0.32) 

 0.00 

(0.41) 

-0.01 

(0.41) 

0.00 

(0.32) 

 0.00 

(0.38) 

0.00 

(0.32) 

Set 6 
0.00 

(0.28) 

 0.00 

(0.52) 

-0.03 

(0.41) 

0.00 

(0.29) 

 0.00 

(0.44) 

-0.14 

(0.45) 

0.00 

(0.30) 

 0.00 

(0.41) 

0.00 

(0.35) 

 

In the light of the findings provided in Table 4, it was identified that in the ability predictions, UIRT resulted in a 
lower value of average error compared to those yielded by BIF and TRT, and TRT resulted in a lower average error 
compared to that of BIF. In the three models, the error averages of the general ability decreased with the increase in 
the independent item number in the dataset. Besides, the sample size was found to be non-influential when the 
number of testlets was four, and the error average for general ability decreased when the number of testlets was 
eight. 

The next section will dwell on the findings in relation to the fit indices obtained from different models. Under all 
conditions, the models whose local dependency was taken into consideration showed a better model data 
compliance than UIRT. In general, there was not a significant difference between BIF and TRT; both models could 
be used for these datasets. When there is a significant difference between these two models, BIF generally provides 
better results. Even in small size samples, when there was local dependency among the items, BIF and TRT 
showed a better harmony which was a favorable finding. No generalization could be made on the effect of the 
number of independent items and the number of testlets on the harmony between model and data. 

Table 5 presents the findings the correlations values for item parameters about different models. In each sample 
size, the correlation coefficients between BIF-TRT was found to be high. This situation shows that a similar 
prediction was made for the error values of the item parameters of these two models, and for this reason they can be 
exchanged in the predictions for the item parameters. For the slope and intercept parameters calculated from 
different datasets and different sample sizes, the slope parameter can be said to be more sensitive to the model and 
sample size, and the intercept parameter yields similar results under any condition. However, a conclusion could 
not be drawn about the relation of the number of items in the dataset or the number of independent items. 
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Table 5. Correlation values between item parameters and the standard error of these item parameters obtained from 
different models 

Sample Size Data Set 

UIRT-BIF UIRT-TRT BIF-TRT 

Slope  

(SE) 

Intercept  

(SE) 

Slope  

(SE) 

Intercept  

(SE) 

Slope  

(SE) 

Intercept  

(SE) 

250 

 

Set 1 0.96 (0.47) 
1.00  

(0.84) 
0.89 (0.65) 

0.99  

(0.89) 
0.96 (0.88) 

0.99  

(0.97) 

Set 2 0.99 (0.59) 
1.00  

(0.87) 
0.99 (0.79) 

1.00  

(0.74) 
0.99 (0.86) 

1.00  

(0.92) 

Set 3 0.96 (0.54) 
0.97  

(0.97) 
0.96 (0.53) 

0.97  

(0.94) 
1.00 (0.97) 

1.00  

(0.97) 

Set 4 0.93 (0.52) 
1.00  

(0.85) 
0.92 (0.59) 

1.00  

(0.87) 
0.88 (0.87) 

1.00  

(0.96) 

Set 5 0.93 (0.55) 
0.99 

 (0.87) 
0.94 (0.53) 

1.00  

(0.80) 
0.99 (0.86) 

1.00  

(0.92) 

Set 6 0.98 (0.62) 
1.00  

(0.78) 
0.74 (0.95) 

0.99  

(0.66) 
0.70 (0.92) 

1.00 

 (0.97) 

500 

 

Set 1 0.95 (0.83) 
1.00  

(0.96) 
0.98 (0.96) 

1.00  

(0.98) 
0.98 (0.80) 

1.00  

(0.97) 

Set 2 0.97 (0.87) 
0.99  

(0.96) 
0.98 (0.83) 

1.00  

(0.96) 
0.99 (0.88) 

1.00  

(0.96) 

Set 3 0.98 (0.85) 
1.00  

(0.96) 
0.97 (0.77) 

1.00  

(0.88) 
0.99 (0.92) 

1.00  

(0.86) 

Set 4 0.93 (0.74) 
0.98  

(0.85) 
0.95 (0.78) 

0.99  

(0.82) 
0.93 (0.95) 

1.00  

(0.91) 

Set 5 0.96 (0.64) 
0.99  

(0.81) 
0.98 (0.93) 

0.99  

(0.74) 
0.99 (0.72) 

1.00  

(0.89) 

Set 6 0.97 (0.74) 
0.99  

(0.77) 
0.98 (0.87) 

0.99  

(0.87) 
0.99 (0.80) 

1.00  

(0.80) 

 

 

1000 

 

Set 1 0.93 (0.91) 
1.00  

(0.95) 
0.99 (0.92) 

1.00  

(0.98) 
0.96 (0.93) 

1.00  

(0.96) 

Set 2 0.96 (0.70) 
1.00  

(0.97) 
0.99 (0.57) 

1.00  

(0.92) 
0.97 (0.92) 

1.00  

(0.92) 

Set 3 0.97 (0.81) 
0.99  

(0.94) 
0.98 (0.61) 

1.00  

(0.98) 
0.97 (0.90) 

1.00  

(0.93) 

Set 4 0.96 (0.86) 
0.99  

(0.91) 
0.98 (0.89) 

1.00  

(0.95) 
0.98 (0.91) 

1.00  

(0.99) 

Set 5 0.97 (0.67) 
0.99  

(0.71) 
0.98 (0.83) 

1.00  

(0.91) 
0.99 (0.78) 

1.00  

(0.88) 

Set 6 0.92 (0.73) 
0.97  

(0.86) 
0.97 (0.73) 

0.99  

(0.84) 
1.00 (1.00) 

1.00  

(0.94) 

 

Table 6 presents the findings correlation to the ability parameters and the error values of these parameters. 
According to Table 7, the correlation coefficients between the ability parameters obtained from all the models in 
all the sample sizes ranged between 0.990 and 1.000. This situation shows that the same findings would be reached 
in any model for any ability prediction. When the correlation coefficient between the error values of the ability 
parameters was examined, the correlation coefficient between UIRT-BIF was found to be between 0.971 and 0.999; 
and the correlation coefficient between UIRT-TRT was found to be within the range of 0.987 and 0.999. When the 
correlation coefficient between BIF-TRT was examined, it was found to be within the range of 0.973 and 0.999. As 
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the correlation coefficient between the ability parameters and the errors of these parameters was high, similar 
results were obtained for the prediction of ability parameter of all the models. For this reason, it can be concluded 
that the predictions for the ability parameter were not much influenced by the employed model, the sample size, 
the number of independent items and the number of testlets. 

 

Table 6. Correlation values between the ability parameters and the standard error of these ability parameters 
obtained from different models 

Sample Size Data Set 
UIRT-BIF UIRT-TRT BIF-TRT 

Ability SE Ability SE Ability SE 

250 

 

Set 1 0.994 0.984 0.995 0.997 0.990 0.990 

Set 2 0.999 0.981 0.999 0.999 1.000 0.984 

Set 3 0.999 0.997 0.999 0.996 1.000 0.998 

Set 4 0.999 0.991 0.999 0.992 1.000 0.999 

Set 5 0.999 0.996 0.999 0.994 1.000 0.996 

Set 6 0.999 0.998 0.999 0.987 1.000 0.987 

500 

 

Set 1 0.995 0.971 0.998 0.993 0.998 0.974 

Set 2 0.998 0.984 0.998 0.995 1.000 0.991 

Set 3 0.998 0.995 0.998 0.994 1.000 0.999 

Set 4 0.998 0.989 0.998 0.988 1.000 0.993 

Set 5 0.999 0.994 0.999 0.994 1.000 0.999 

Set 6 0.999 0.998 0.999 0.992 1.000 0.993 

 

 

1000 

 

Set 1 0.995 0.933 0.999 0.997 0.994 0.973 

Set 2 0.998 0.990 0.998 0.998 1.000 0.993 

Set 3 0.999 0.998 0.999 0.997 1.000 0.999 

Set 4 0.999 0.994 0.999 0.991 1.000 0.998 

Set 5 0.999 0.997 0.999 0.996 1.000 0.999 

Set 6 0.999 0.999 0.999 0.993 1.000 0.994 

 

4. Discussion 

As IRT is a strong mathematical model, today it is frequently used in education tests. In order to use this theory, 
there are assumptions that must be met by the data set and one of its most important assumptions is local 
independence. However, as a result of the use of testlets based on a common stimulant, the assumption of local 
independence is disrupted. Many studies in literature have shown that the disruption of local independence causes 
false predictions in the item and ability parameters obtained by standard IRT models (Ackerman, 1987; Chang & 
Wang, 2010; Eckes, 2014; Ip, 2000; Marais & Andrich, 2008; Monseur, Baye, Lafontaine, & Quittre, 2011; Reese, 
1995; Wainer, 1995). In the present study, testlets were focused upon and data sets were analyzed with different 
IRT based models, with different sets of data from the items in the tenth booklet of PISA 2012, which measured 
mathematical literacy. To summarize the purpose of the study, we compared the item and ability parameters 
obtained as a result of analyzing six different data sets with UIRT, BIF and TRT models and the errors of these 
parameters. 

Besides, the model-data fit indices were examined for each dataset; subsequently, the correlation values between 
the item and ability parameters obtained from these three models and the errors yielded by these parameters were 
calculated. 

In the study, the average error value of the discrimination parameter obtained from UIRT was estimated to be 
lower under all conditions compared to those yielded by the other two models. In their study, Ackerman (1987), 
Yen (1993), and Chang and Wang (2010) also stated that if local independency assumptions were violated, the 
standard error of the discrimination parameter obtained with the IRT models would be less. So (2010) and Min and 
He (2014) also stated that when the tests including testlets were analyzed in unidimensional models, there was a 
great error in the slope parameter predictions. In the present study, it was observed that models taking item 
dependency into account calculate greater error predictions of discrimination parameters when compared to 
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unidimensional models. For this reason, based on the studies in literature it can be said that more accurate results of 
the slope parameters can be achieved by using BIF or TRT when local dependency is in question. In a study 
performed by Min and He (2014), UIRT, BIF and TRT models were compared in terms of item parameters, and no 
difference was found between the model selection and the prediction parameter estimation; in addition, it was 
observed that the intercept parameters were not affected by the local dependency among the testlets. In the present 
study, the intercept parameters obtained through UIRT were identified to be generally lower than those in other 
models. Similarly, Min and He (2014) found reported in their study that the intercept parameter estimations were 
influenced less by the model used when compared to the slope parameter predictions. 

In the present study, it was seen that as the sample size increased, the error values of the item parameters got closer 
and generated similar results. Zhang (2010) used dichotomous and polytomous IRT models and testlet models in 
his study and concluded that sample size was influential on the analysis results for the three models; better results 
were obtained from bigger sample sizes. In addition, Ra (2011) conducted a study on testlets under simulation 
conditions of 1000 and 2000 individuals and stated that the RMSE values of the item parameters decreased in the 
sample size of 2000. In the present study, better results were also obtained for the greatest sample size of 1000 
individuals for the predictions of item parameters.  

It was observed that the error averages for general ability showed lower values for UIRT when compared to BIF 
and TRT for all the sample sizes and datasets. In their study, Chang and Wang (2010) compared the standard errors 
of the ability parameters obtained from the standard IRT model and TRT model over the real data set, and similar 
to the results of this research, they found that when the local independency assumption was not ensured among the 
items, the standard error of the ability parameter was predicted to be lower. Another study was conducted by Eckes 
(2014), who expressed in his study that in analysis results made with standard IRT models where the testlet effect 
was ignored, standard errors were predicted lower than actual. Based on the results of these research studies, 
having lower values of error averages of ability parameters obtained from UIRT when compared to the other two 
models can be due to the existence of local dependency among the items. For this reason, the findings regarding the 
error of the ability parameters in the study can be stated to be parallel with those reported in the related literature. 
However, Chang and Wang (2010) concluded that ability parameters were predicted higher when standard IRT 
models were used ignoring the local dependency, but in the present study, the findings regarding the ability 
parameters were close for all of the three models.  

The findings of the present study, which revealed that the correlation between the item parameters and errors of 
items parameters obtained from different models was not low, are similar to the findings of the study performed by 
Bradlow, Wainer and Wang (1999), who used a real dataset. The researchers found that under independent model 
and testlet model conditions, the discrimination predictions were close to each other. In another study carried out 
by Min and He (2014), the correlation between intercept parameters obtained using 2PL-BIF and BIF-TRT models 
was estimated to be 0.98 for both. Again in the same study, the correlation values of the slope parameters among 
these models were found to be lower. In this study, the intercept parameter correlations were high for all models; 
and the correlation values for slope parameters were lower compared to the used model and the datasets. 

The findings of the present study where the correlations of the predictions obtained from different models for 
general ability were high are consistent with findings reported by studies in the related literature. In his study 
conducted with the PISA results, DeMars (2006) made ability predictions using a two-factor model, testlet model, 
independent item model and multiple categorized item model, and estimated the correlations between the ability 
predictions obtained from different models to be close to 1.00. Eckes (2014), Min and He (2014) and Bradlow et al. 
(1999) also stated that the ability parameters were similar in their studies.  

It has been identified that the models considering the local dependency under all conditions provided a better 
model-data harmony than UIRT. In general, there is no significant difference between BIF and TRT, and both 
models can be used for these data sets. When there is a significant difference between these two models, BIF can 
be said to provide better results in general. 

As a result of the present study, the use of various local dependency indices to control the local independency of 
the items can be recommended, and if locally dependent items exist, instead of using standard IRT models, using 
the models considering the local dependency of the items can be suggested. In addition, as the BIF and TRT 
predictions provide high correlation, one of these two models can be preferred by the researchers. 

The present study was carried out using real data sets, and there were few item pairs with local dependency at high 
levels. When real data sets with higher local dependent item pairs are used, a study can be conducted to see how the 
predictions change for the standard IRT models and the models considering the local dependency. This study was 
carried out using real data sets and there was no interference in the existing situation. For this reason, under similar 
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simulation conditions, the study can be repeated creating the desired environment. In this study, 2PLM was used 
for the items scored in two categories for all the models. Further studies can be conducted performing the analyses 
with 3PLM.  
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