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Live Versus Video Observations: 
Comparing the Reliability and 
Validity of Two Methods of 
Assessing Classroom Quality

Timothy W. Curby1, Price Johnson2, Andrew J. Mashburn2,  
and Lydia Carlis3

Abstract
When conducting classroom observations, researchers are often confronted with the decision 
of whether to conduct observations live or by using pre-recorded video. The present study 
focuses on comparing and contrasting observations of live and video administrations of the 
Classroom Assessment Scoring System–PreK (CLASS-PreK). Associations between versions, 
mean differences, reliability, and predictive validity were examined. Results generally indicated 
high correlations between versions. Video codes were slightly lower on average than live codes. 
Reliability was generally acceptable in terms of Cronbach’s alpha, but multigroup confirmatory 
factor models suggested some differences between observation types. Finally, CLASS scores 
based on each observation type indicated some predictive validity of children’s academic 
achievement, but no observation type was uniformly better. The discussion focuses on why the 
codes might differ and the implications of those differences.
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Classroom observations are increasingly being used in education research, teacher professional 
development programs, and teacher performance evaluation systems to capture teacher and pro-
gram quality (Joe, Tocci, Holtzman, & Williams, 2013). Districts and schools may use these 
standardized protocols as a way to rate teacher performance, and these ratings are sometimes 
associated with high-stakes decisions (e.g., raises, bonuses, or losing jobs). Researchers remain 
interested in these measures because they assess features of classrooms that are proximal to the 
developing child and that are predictive of a variety of student outcomes (Mashburn et al., 2008). 
Because of the high stakes, there is growing interest in understanding how observational instru-
ments may function under different conditions. One common decision in using these instruments 
is whether to conduct the observations live in classrooms or via a video from the classroom. Live 
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coding has the main advantage of the observer being able to take into account everything that is 
happening in the classroom, and not just what is visible and audible on a video. Video coding has 
the possible advantages of being done asynchronously, being done more cheaply (e.g., teachers 
capture videos themselves), and potentially being coded multiple times. Thus, researchers may 
have good reason to choose either method. Although studies have found evidence that scores 
from each method have predictive validity for child outcomes (e.g., Curby et al., 2009; Mashburn 
et al., 2008), research has yet to identify if there are differences between live versus video obser-
vations in predicting outcomes. In other words, might the results of a given study be an artifact 
of what observational method was used? The present study focuses on comparing and contrasting 
observations of live and video administrations of the Classroom Assessment Scoring System–
PreK (CLASS-PreK; Pianta, La Paro, & Hamre, 2008) and how scores from each method may 
differentially relate to child academic achievement.

Observations of Classroom Quality

There is an increasing emphasis on classroom observation as a metric of teacher and program 
quality. Recent education policies, such as Race to the Top, explicitly encourage the use of teach-
ing observations (along with other indicators) to evaluate teacher performance (U.S. Department 
of Education, 2009). Ratings from these observations may be used in a variety of capacities. 
Lower stakes decisions often include identifying areas of challenge for teachers for professional 
development or research purposes (Allen, Pianta, Gregory, Mikami, & Lun, 2011; Mashburn, 
Downer, Hamre, Justice, & Pianta, 2010). High-stakes decisions may include deciding which 
teachers should be fired, teacher bonuses, reimbursement rates an early childhood center receives 
for each child, as well as the number of stars an early childhood center receives on a quality rating 
and improvement system (QRIS; Tout, Zaslow, Halle, & Forry, 2009).

There are a variety of factors that explain why observational instruments are increasingly being 
used in classrooms. First, standardized instruments can differentiate between schools, classrooms, 
and teachers. Regardless of the instrument, classroom observations have value because outside 
observers can give ratings that allow for comparisons to a set standard. Thus, comparisons can be 
made across classrooms, schools, districts, and so on—a property that is of great value to research-
ers, policy makers, and parents (in the case of QRIS ratings). In other words, scores from psycho-
metrically validated observational measures should reflect real differences between classrooms.

Second, classroom observations allow for evaluations of classrooms that are not reliant on 
student test score data. The other ascendant approach in evaluating teacher performance is to use 
value-added models using student test score data (National Research Council and National 
Academy of Education, 2010). However, as conceptually appealing as the proposition of using 
student data is, the challenges associated with using those data are substantial (American Statistical 
Association, 2014). For example, the changes in student outcomes attributable to teachers from 
value-added models are not very reliable with only a few years worth of data. Conversely, evalu-
ations based on classroom observations do not directly take into account student test score data, 
but rather look at how teachers interact with children, regardless of the content being taught.

Third, research using classroom observations has linked observed classroom quality to stu-
dent social and academic outcomes (Bell et al., 2012; Bill and Melinda Gates Foundation, 2012; 
Mashburn et al., 2008). Although the focus of the present study is the CLASS-PreK instrument, 
a variety of observational instruments have been developed and used in preschool classrooms to 
predict child outcomes. For example, the Early Childhood Environment Rating Scale–Revised 
(Harms, Clifford, & Cryer, 1998) and the Arnett Caregiver Interaction Scale (Arnett, 1986) are 
two other global observation systems that are predictive of children’s outcomes.

However, knowing that an instrument is predictive of outcomes is not enough. Because the 
classroom ratings are being used in high-stakes decisions, procedural differences between differ-
ent administration types may be important to consider. One procedural decision has to do with 
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using live or video observations. Live coding involves sending a rater to a classroom to conduct 
the observations. Usually, the rater sits unobtrusively in a part of the room that provides both clear 
visibility of the teacher and the ability to hear his or her interactions with students. By being in the 
classroom, the observer has the flexibility to look around as well as the ability to move if she or he 
cannot hear the teacher. Thus, live observations may offer greater validity in the sense that they 
can capture everything that is happening in the classroom, and not just what is visible on a video.

Video coding involves setting up a video camera to capture the classroom. Sometimes the 
video camera has a person who keeps the camera focused on the teacher. Sometimes, the camera 
is set up (e.g., by the teacher) and has a set focal point. Either way, the video files that are pro-
duced have several advantages. First, there is also the possibility of the videos being coded more 
cheaply. Video files can be queued and rated over longer periods of time, which has the possibil-
ity of reducing training costs. Second, classroom videos can be uploaded to a site (Downer, 
Kraft-Sayre, & Pianta, 2009) and transmitted long distances for minimal costs, whereas sending 
personnel long distances for live coding can be costly. Third, if the teacher is wearing a micro-
phone, the video may allow for the coders to hear speech that would be inaudible to an observer 
in the room. Fourth, either initially or later, videos have the possibility of being coded multiple 
times. In such cases, scores can be averaged across raters and reliability can be improved. Thus, 
researchers may have good reason to choose either method.

The present study uses the CLASS-PreK (Pianta et al., 2008), a widely used observational measure 
of the quality of teachers’ interactions with children. There are more than 30,000 certified CLASS 
observers across grade levels worldwide (Teachstone, 2015). In fact, the CLASS has ballooned in 
popularity in part because of Head Start programs—a federally funded preschool program for at risk 
children—explicitly using the CLASS to measure program quality (Office of Head Start, 2014).

The CLASS-PreK manual identifies 10 dimensions of teacher interactions that are each rated on 
a 1 to 7 scale after observing a classroom for 20 minutes. Each of the 10 measured dimensions is 
further specified by four to five indicators, which articulate subcomponents that constitute that 
dimension. For example, the Positive Climate dimension of the CLASS comprises four indicators: 
relationships, positive affect, positive communication, and respect. All CLASS-PreK domains, 
dimensions, and indicators are presented in Table 1. Typically, researchers score at the dimension 
level (e.g., Positive Climate), which is commensurate with the CLASS training and manual. 
However, for those interested in professional development, a dimension can prove to be too broad of 
a construct for specific feedback, and thus, school personnel may prefer to assess at the indicator 
level (e.g., relationships). The present study uses ratings of these indicators. For comparison pur-
poses, indicators can be aggregated into dimensions, and dimensions can be aggregated into domains.

Users of the CLASS, as well as other observational instruments, are confronted with the 
choice of whether to do the observations live or to base the ratings on videos of the classroom. 
The CLASS manual provides instructions for either form of observation. Instructions for video 
coding caution raters to code only what is visible on the video and that no inferences can be made 
about what is happening off screen. For example, if there is audible crying, but the source cannot 
be seen, that crying should not be taken into account in any ratings. Anecdotally, raters often 
prefer to conduct the observations live because context and meaning are easier to deduce with a 
wider field of vision than most camera setups and the ability to simply turn their heads to look. 
Thus, consistent with what many raters believe, live observations may potentially provide more 
valid ratings. However, video observations provide an easier mechanism to multiply-code seg-
ments and relieve some of the practical burdens of ratings, such as being able to more easily 
distribute the timing of the ratings (without necessarily distributing the time of the observation 
itself) and being able to rely on fewer coders. Research using a version of the CLASS for second-
ary classrooms (Pianta, Hamre, Haynes, Mintz, & La Paro, 2007) found that dimension (e.g., 
Positive Climate) and domain scores (e.g., Emotional Support) were generally higher for live 
codes than for video codes (Casabianca et al., 2013). It is not known whether some findings using 
the CLASS are reliant on whether classrooms were live- or video-coded.
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The purpose of this study is to explore video and live coding of an authentic assessment of 
preschool classrooms with the following research questions:

Research Question 1: To what degree are live and video ratings of the same classroom time 
related to one another?
Research Question 2: Are there mean differences in live and video ratings?
Research Question 3: Does internal consistency reliability vary across live and video 
assessments?
Research Question 4: Is predictive validity similar across live and video methods in predicting 
child academic outcomes?

Method

Participants

Classrooms consisted of lead teachers, resident teachers, and teaching assistants using the Every 
Child Ready curriculum developed by AppleTree Institute for Education Innovation in 
Washington, D.C. In total, observational data were available from 51 classrooms in 16 schools at 
five local education agencies. There were 95 teachers, resident teachers, and teaching assistants 
represented across participating classrooms, of whom 92.6% were female and 7.4% were male. 

Table 1.  CLASS-PreK Domains, Dimensions, and Indicators.

Emotional support Classroom organization Instructional support

Positive climate Behavior management Concept development
  Relationships   Clear behavior expectations   Analysis and reasoning
  Positive affect   Proactive   Creating
  Positive communication   Redirection of misbehavior   Integration
  Respect   Student behavior   Connections to the real world
Negative climate Productivity Quality of feedback
  Negative affect   Maximizing learning time   Scaffolding
  Punitive control   Routines   Feedback loops
  Sarcasm/disrespect   Transitions   Promoting thought processes
  Severe negativity   Preparation   Providing information
    Encouragement and affirmation

Teacher sensitivity Instructional learning formats Language modeling
  Awareness   Effective facilitation   Frequent conversation
  Responsiveness   Variety of modalities and materials   Open-ended questions
  Addresses problems   Student interest   Repetition and extension
  Student comfort   Clarity of learning objectives   Self- and parallel talk
    Advanced language
Regard for student 

perspectives
 

  Flexibility and student focus  
  Support for autonomy and 

leadership
 

  Student expression  
  Restriction of movement  

Note. Emotional support, classroom organization, and instructional support are the domains. Boldface text indicates 
dimension. Italicized text indicates indicator. CLASS = Classroom Assessment Scoring System.
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The majority of teaching staff had attained a bachelor’s degree or higher (69.5%), and all class-
rooms were led by teachers with at least a bachelor’s degree. On average, teaching staff reported 
4.58 years of experience in the early care and education field.

From the 51 classrooms, there were 1,225 live-coded observations conducted by 22 raters. 
However, because raters were paired for the purposes of this study, and video ratings necessarily 
occurred after live observations, there were missing data for the video observations because three 
live observers did not continue on to be video coders. This reduced our sample observations to 
769 live-video pairs of ratings.

The sample of students consisted of 593 children, 50.9% of whom were female (n = 291). In 
terms of ethnicity, 83.1% of students were African American (n = 493), 14% were Caucasian  
(n = 83), 1.7% were Asian (n = 10), 0.5% were Native Hawaiian/Pacific Islander (n = 3), and 
0.7% were American Indian (n = 4). In addition, 3% of the students identified as Hispanic (n = 
18), though this was not mutually exclusive with race. Nine percent of students were English 
language learners (n = 60), and 76.5% qualified for free or reduced price lunch (n = 466).

Measures

Classroom quality.  The CLASS-PreK (Pianta et al., 2008) was used as a measure of the quality of 
interactions teachers have with children. The CLASS involves observing classrooms for approxi-
mately 20 min and then providing ratings on a 1 low to 7 high scale. The CLASS is organized 
such that there are three domains: Emotional Support, Classroom Organization, and Instructional 
Support. Emotional Support is made up of four dimensions: Positive Climate, Negative Climate 
(reversed), Teacher Sensitivity, and Regard for Student perspectives. Classroom Organization is 
made up of three dimensions: Behavior Management, Productivity, and Instructional Learning 
Formats. Instructional Support is made up of three dimensions: Concept Development, Quality 
of Feedback, and Language Modeling. Each of the 10 dimensions is made up of several indica-
tors, which are what were scored by the raters in the present study (see Table 1).

Child outcomes.  Several child outcomes were assessed at the beginning and end of the school year 
including the Test of Early Math Ability (TEMA-3; Ginsburg & Baroody, 2003), the Peabody 
Picture Vocabulary Test (PPVT-4; Dunn & Dunn, 2007), and the Test of Early Preschool Literacy 
(TOPEL; Lonigan, Wagner, Torgeson, & Rashotte, 2007).

The TEMA-3 (Ginsburg & Baroody, 2003) is a norm-referenced measure that assesses chil-
dren’s mathematical abilities and conceptual understanding. The tool consists of 72 items that 
assess knowledge of concepts such as numbers, comparisons, addition, subtraction, multiplica-
tion, and division (Molfese et al., 2012). Test–retest reliability over a 2-week period has been 
reported as .82 (Molfese et al., 2012) while internal consistency reliability coefficients were 
found to be above .92 (Ginsburg & Baroody, 2003). Children’s responses were scored on indi-
vidual record forms, and then raw scores were transformed into math ability scores.

The PPVT-4 (Dunn & Dunn, 2007) is a measure of receptive vocabulary for standard American 
English. Children were shown four pictures and then asked to point to the one that best represents 
the word spoken by the assessor. Standard scores were then created by comparing participants’ 
scores with a normative sample of children in the same 6-month age range taken from a larger 
sample of 3,450 individuals ranging from 2 years 6 months to 81 years of age (Dunn & Dunn, 
2013). The PPVT-4 exhibits high test–retest reliability (r = .92-.96), split half reliability (r = .94-
.95), and alternate-form reliability (r = .87-.93; Dunn & Dunn, 2013).

The TOPEL (Lonigan et al., 2007) is a measure of young children’s emergent literacy that is 
comprised of three subscales: Print Knowledge, Definitional Vocabulary, and Phonological 
Awareness. Print Knowledge assesses children’s alphabet knowledge (letter naming) and written 
language conventions and form (word identification, association of letter sounds with written 
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form, etc.). Definitional Vocabulary assesses children’s single-word oral vocabulary and defini-
tional vocabulary (the child is shown a picture and asked to describe its important features). 
Phonological Awareness measures children’s word elision (the child is asked to speak after 
removing specific sounds from words) and blending abilities (the child listens to two separate 
sounds and is asked to combine them). The TOPEL has shown convergent reliability with similar 
measures (r = .59-.77) and is predictive of reading skills in both kindergarten and first grade 
(Wilson & Lonigan, 2009). Two-week test–retest reliability for the TOPEL has been found to 
range from .81 to .89. Internal consistency reliability for the three subsets ranges from .86 to .96 
(Wilson & Lonigan, 2009).

Child demographics.  Schools provided information on student gender, free and reduced price 
lunch status, minority status, and English language learner status.

Procedure

All classrooms were using the same Every Child Ready curriculum developed by AppleTree 
Institute for Education Innovation in Washington, D.C., with funding from a federal Investing in 
Innovation grant. The schools in this study use the CLASS observations for teacher evaluation 
and to inform professional development provided for teachers. Participating schools also use the 
CLASS as part of their accountability plans for the D.C. Public Charter School Board.

Raters were trained in the CLASS-PreK measure during a 2-day training led by a certified 
CLASS trainer. After training, raters had to rate five 20-min videos. Typically, raters provide rat-
ings on each of the 10 dimensions. To be able to provide teachers with more specific professional 
development, a notable change to typical observation procedures was that AppleTree revised the 
coding of observations so that ratings were given for each of the indicators, instead of the dimen-
sions. Because raters were going to have to provide ratings at the indicator level, but the videos 
are master-coded at the dimension level, raters’ indicator codes were aggregated to the dimension 
level and then compared with the master codes for reliability certification purposes. As with any 
CLASS training, these dimension aggregates had to agree within plus or minus one scale point 
on 80% of dimension codes on five videos to conduct observations. Videos were also locally 
master-coded at the indicator level to provide raters with feedback at the indicator level during 
training.

Live raters brought a video camera with them to the observation. Each teacher was observed 
using the CLASS-PreK measure, on 2 days at 3 times throughout a single year. Observations took 
place on different days of the week and during different times of the day. While the live coding 
was taking place, a video camera was used by the rater to capture the classroom interactions. 
These videos were coded approximately 2 to 3 weeks later. Raters also kept a running script of 
what was taking place in the classroom. The coding of these videos mirrored the live coding’s 
general structure. One member of a rating pair was assigned to live code Day 1 and the second 
member was assigned to live code Day 2. This pair of coders swapped the observations such that 
whoever live-coded a given teacher’s Day 1 would video code Day 2, and whoever live-coded 
that teacher’s Day 2 would video code Day 1. This procedure removed a notable confound related 
to the fact that rater variance will be pooled with classroom variance (thus rater effects are bal-
anced across live and video observations) and allows for the most direct comparison between 
methods of coding.

External, independent contractors with a minimum of a bachelor’s degree were hired and 
trained by the external evaluator and conducted beginning and end-of-year standardized 
assessments.

Gender, free and reduced price lunch status, minority status, and English language learner 
status were determined from school records.
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Results

To What Degree Are Live and Video Ratings of the Same Classroom Time 
Related to One Another?

The analyses were used to study similarities and differences between the methods of coding. To 
answer our first research question, about the degree live and video ratings are related to one 
another for the same classroom time, paired correlations were computed at the indicator, dimen-
sion, and domain levels. No correction was made to the p values for the many correlations, as the 
focus of these analyses was descriptive in nature and thus focused on the magnitude of associa-
tion, not the statistical significance. As shown in Table 2, correlations were generally small to 
moderate in size. Smaller correlations were evident in the indicators and the largest correlations 
were among the domains, with the dimensions generally in the middle. This suggests that as 
items were pooled and error was distributed across more and more items, reliability increased 
and the correlations were less influenced by small differences in the ratings. Results indicated 
that all indicators, dimensions, and domains are significantly correlated across live and video 
observations (Table 2), except for one indicator of Negative Climate (Severe Negativity) and one 
indicator of Concept Development (Connections to the Real World). The lack of correlation 
across live and video ratings of Severe Negativity is likely due to the very small degree of vari-
ance in those ratings. Given that Connections to the Real World had substantial variance in both 
methods, the lack of a significant correlation may suggest that this indicator is not being reliably 
coded in one or both methods.

Are There Mean Differences in Live and Video Ratings?

Notably, the correlations do not reveal whether there are mean differences in ratings, which was 
our second research question. It is possible for scores to be highly correlated (i.e., when live rat-
ings are higher, video ratings are higher, too), but still be different (such as if one method pro-
vides lower ratings overall). Thus, t tests were also conducted to test for differences in the 
indicators, dimensions, and domain scores. Although the number of tests increases the likelihood 
of making a Type-I error, we descriptively wanted to give readers a sense for what is actually 
different versus what appears different, and thus we present the results without an error correc-
tion. The means from both live and video ratings would be considered typical of preschool class-
rooms, but significant differences emerged between the video-coded means and the live-coded 
means. In the Emotional Support domain, the Negative Climate dimension, as well as three of the 
four Negative Climate indicators, evidenced significant differences between live and video rat-
ings (Table 2), with video scores being slightly lower (i.e., better) than live scores. In the 
Classroom Organization domain, only Student Behavior (an indicator of Behavior Management) 
was significantly different, and in this case, the video mean was higher than the live mean. In the 
Instructional Support domain, two indicators of Concept Development—Integration and 
Connections to the Real World—were significantly lower in the video coding. In addition, 
Language Modeling and two of its five indicators (Repetition and Extension, Self- and Parallel 
Talk) were significantly lower in the video coding.

Does Internal Consistency Reliability Vary Across Live and Video Assessments?

Our third research question asked whether reliability ratings varied across live and video assess-
ments. This was particularly important given that indicators were scored within each dimension, 
and thus no other reliability ratings in other studies are available. This examination of reliability 
was done in two ways. The first was to compute Cronbach’s alphas for the indicators in each 
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Table 2.  Descriptive Statistics, Correlations, and T Tests for Live and Video CLASS Codes.

Live Video Correlation t test

  N M SD M SD r t

Emotional support 769 5.70 0.81 5.76 0.74 .43*** −1.95
  Positive climate 768 5.74 1.10 5.80 1.00 .37*** –1.45
    Relationships 768 5.76 1.21 5.80 1.07 .24*** –0.85
    Positive affect 768 5.53 1.37 5.54 1.30 .35*** –0.17
    Positive communication 768 5.67 1.34 5.80 1.14 .29*** –2.39
    Respect 768 6.00 1.13 6.06 0.99 .30*** –1.46
  Negative climate 769 1.28 0.52 1.17 0.32 .29*** 6.06***
    Negative affect 769 1.52 0.87 1.36 0.66 .33*** 5.06***
    Punitive control 769 1.38 0.79 1.22 0.55 .25*** 5.19***
    Sarcasm/disrespect 769 1.11 0.47 1.07 0.29 .17*** 2.23
    Severe negativity 768 1.11 0.59 1.03 0.17 −.03 3.68***
  Teacher sensitivity 768 5.48 1.10 5.51 1.08 .30*** –0.58
    Awareness 768 5.29 1.25 5.36 1.18 .22*** –1.26
    Responsiveness 768 5.29 1.29 5.35 1.22 .28*** –1.13
    Addresses problems 767 5.37 1.32 5.43 1.23 .28*** –1.08
    Student comfort 767 5.97 1.15 5.89 1.11 .24*** 1.65
  Regard for student perspectives 767 4.50 1.34 4.56 1.24 .37*** –1.07
    Flexability and student focus 766 4.60 1.62 4.49 1.60 .31*** 1.70
    Support for autonomy and leadership 767 4.57 1.65 4.53 1.62 .24*** 0.63
    Student expression 766 5.13 1.51 5.22 1.49 .26*** –1.31
    Restriction of movement 767 5.18 1.65 5.33 1.41 .24*** –2.27
Classroom organization 769 5.37 0.99 5.40 0.97 .45*** –1.01
  Behavior management 769 5.37 1.17 5.40 1.08 .36*** –0.77
    Clear behavioral expectations 769 5.64 1.36 5.47 1.26 .19*** 2.80
    Proactive 769 5.07 1.45 5.12 1.27 .16*** –0.80
    Redirection of misbehavior 769 5.21 1.44 5.30 1.34 .37*** –1.47
    Student behavior 768 5.54 1.32 5.71 1.19 .39*** –3.52***
  Productivity 768 5.46 1.16 5.53 1.07 .31*** –1.54
    Maximizing learning time 765 5.54 1.39 5.56 1.35 .23*** –0.21
    Routines 768 5.91 1.18 5.93 1.15 .31*** –0.40
    Transitions 665 5.51 1.53 5.65 1.33 .21*** –1.99
    Preparation 763 6.25 1.13 6.17 1.05 .29*** 1.71
  Instructional learning formats 768 5.06 1.21 5.10 1.24 .39*** –0.73
    Effective facilitation 766 5.11 1.45 5.20 1.44 .39*** –1.66
    Variety of modalities and materials 761 4.76 1.70 4.95 1.66 .28*** –2.60
    Student interest 768 5.53 1.27 5.49 1.30 .31*** 0.74
    Clarity of learning objectives 760 4.83 1.80 4.76 1.81 .22*** 0.93
Instructional support 767 3.45 1.16 3.36 1.04 .38*** 2.02
  Concept development 763 2.94 1.31 2.75 1.27 .16*** 3.19
    Analysis and reasoning 763 2.67 1.57 2.64 1.51 .21*** 0.51
    Creating 760 2.91 1.68 2.88 1.65 .22*** 0.37
    Integration 762 3.37 1.79 3.01 1.73 .12*** 4.29***
    Connections to the real world 762 2.90 1.75 2.54 1.59 .09 4.41***
  Quality of feedback 766 3.32 1.32 3.46 1.22 .34*** –2.62
    Scaffolding 761 4.16 1.70 4.23 1.59 .24*** –1.02
    Feedback loops 765 3.35 1.71 3.39 1.63 .16*** –0.52

(continued)
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Live Video Correlation t test

  N M SD M SD r t

    Prompting thought processes 765 2.73 1.66 2.83 1.65 .17*** –1.32
    Providing information 765 3.81 1.57 3.93 1.59 .29*** –1.81
    Encouragement and affirmation 758 4.59 1.62 4.63 1.57 .28*** –0.55
  Language modeling 765 3.29 1.28 3.13 1.13 .39*** 3.26***
    Frequent conversation 765 4.58 1.70 4.62 1.56 .25*** –0.51
    Open-ended questions 763 3.13 1.75 3.09 1.68 .38*** 0.63
    Repetition and extension 763 3.91 1.58 3.61 1.53 .30*** 4.43***
    Self- and parallel talk 763 3.41 1.73 3.15 1.66 .22*** 3.30***
    Advanced language 759 3.32 1.78 3.13 1.66 .35*** 2.62

Note. Emotional support, classroom organization, and instructional support are the domains. Boldface text indicates 
dimension. Italicized text indicates indicator.
*p < .05. **p < .01. ***p < .001.

Table 2. (continued)

dimension separately for live and video methods. Alphas are presented for the dimensions in 
Table 3. All alphas were above .70, except for the video coding of Negative Climate. As with the 
correlations, this is likely due to the especially small amount of variance in Severe Negativity and 
Sarcasm/Disrespect, particularly in video ratings of these indicators (which may not have the 
negative event within the frame of the picture). No clear patterns emerged with higher or lower 
alphas for one method or another.

Confirmatory factor analyses (CFAs) were also conducted to examine the reliability of the two 
methods. Nesting of observations within classrooms was accounted for in MPlus using TYPE = 
COMPLEX. Each model consisted of all the indicators within a dimension and the dimensions 
within a given domain. Unconstrained multigroup CFAs computed factor loadings separately for 
the live/video coding methods and are reported in Table 3. Then constraints were added to test to 
see if the factor loadings varied significantly from one method to another. We tested to determine 
whether constrained models fit significantly worse than the unconstrained model through nested 
model comparisons. These nested model comparisons provided a chi-square change value with 
its corresponding degrees of freedom change for each constrained–unconstrained model pair. If 
the constrained model fit significantly worse than the unconstrained model according to a chi-
square difference test, then we determined that there was a significant difference between the 
factor loadings (Vandenberg & Lance, 2000). As a way to work through the potentially large 
number of comparisons, constraints were first done at the domain level (e.g., all factor loadings 
of the indicators within Positive Climate, Negative Climate, Teacher Sensitivity, and Regard for 
Student Perspectives were constrained to be equal across video and live CFAs), and then con-
straints were conducted by each dimension (e.g., Positive Climate) to identify the areas where the 
dimensions varied from one another.

At the domain level, Emotional Support, Classroom Organization, and Instructional Support 
all showed significant differences between the live and video models (See the appendix). Post 
hoc analyses were conducted to investigate which dimensions were responsible for the signifi-
cant differences in the domains. When a significant difference was found, this suggests that the 
factor loadings in the live and video models were significantly different. In terms of Emotional 
Support, Negative Climate and Regard for Student Perspectives both showed significant differ-
ences (Table 3). Classroom Organization showed differences in Instructional Learning Formats 
(Table 3). Instructional Support showed differences in both Quality of Feedback and Language 
Modeling (Table 3).
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Table 3.  Standardized Factor Loadings From Multigroup Confirmatory Factor Analyses.

Live Video p

Emotional support
  Positive climate α = .89 α = .91  
    Relationships 0.85 0.88  
    Positive affect 0.81 0.81  
    Positive communication 0.87 0.89  
    Respect 0.78 0.83  
  Negative climate α = .72 α = .62 ***
    Negative affect 0.77 0.70  
    Punitive control 0.79 0.67  
    Sarcasm/disrespect 0.57 0.55  
    Severe negativity 0.41 0.42  
  Teacher sensitivity α = .90 α = .93  
    Awareness 0.81 0.89  
    Responsiveness 0.89 0.89  
    Addresses problems 0.90 0.92  
    Student comfort 0.76 0.82  
  Regard for student perspectives α = .82 α = .80 ***
    Flexability and student focus 0.87 0.72  
    Support for autonomy and leadership 0.76 0.62  
    Student expression 0.68 0.75  
    Restriction of movement 0.62 0.73  
Classroom organization
  Behavior management α = .87 α = .88  
    Clear behavioral expectations 0.70 0.70  
    Proactive 0.82 0.80  
    Redirection of misbehavior 0.89 0.90  
    Student behavior 0.77 0.82  
  Productivity α = .83 α = .88  
    Maximizing learning time 0.76 0.80  
    Routines 0.82 0.84  
    Transitions 0.77 0.80  
    Preparation 0.65 0.74  
  Instructional learning formats α = .77 α = .80 ***
    Effective facilitation 0.77 0.76  
    Variety of modalities and materials 0.64 0.64  
    Student interest 0.65 0.82  
    Clarity of learning objectives 0.68 0.58  
Instructional support
  Concept development α = .79 α = .79  
    Analysis and reasoning 0.73 0.77  
    Creating 0.65 0.63  
    Integration 0.76 0.71  
    Connections to the real world 0.65 0.67  
  Quality of feedback α = .82 α = .80 ***
    Scaffolding 0.64 0.57  
    Feedback loops 0.69 0.58  
    Prompting thought processes 0.76 0.73  
    Providing information 0.80 0.79  

(continued)
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Live Video p

    Encouragement and affirmation 0.53 0.63  
  Language modeling α = .78 α = .73 ***
    Frequent conversation 0.48 0.39  
    Open-ended questions 0.76 0.71  
    Repetition and extension 0.78 0.71  
    Self- and parallel talk 0.56 0.58  
    Advanced language 0.72 0.63  

Note. Cronbach’s alphas are also presented for each dimension, although those were not a part of the confirmatory 
factor analyses. Emotional support, classroom organization, and instructional support are the domains. Boldface text 
indicates dimension. Italicized text indicates indicator.

Table 3. (continued)

Is Predictive Validity Similar Across Live and Video Methods?

Finally, to investigate whether there was differential prediction, and therefore differences in 
the predictive validity of the observation methods, multilevel models were constructed with 
child academic achievement outcomes. The first step in the analysis was to determine how 
much variance in each outcome was at the classroom level in the fall and spring. Unconditional 
models were built that predicted each outcome only accounting for the nesting. Intraclass cor-
relation coefficients (ICCs) quantify the degree of nesting. These analyses (Table 4) indicated 
that the ICC for TEMA in the fall was .08 and in the spring was .12. For PPVT, the ICC in the 
fall was .04 and in the spring was .07. For TOPEL, the ICC in the fall was .07 and in the spring 
was .12.

Conditional models were then constructed that included predictors. These models predicted 
TEMA, PPVT, and TOPEL outcomes controlling for gender, free and reduced price lunch status, 
minority status, English language learner status, and baseline score. Individual predictors of 
interest were added for each model. As CLASS analyses are usually done at the domain level 
using aggregates (i.e., not factors) and there are moderate correlations between the domains, 
these analyses included running Emotional Support, Classroom Organization, and Instructional 
Support as separate predictors, for a total of nine models.

Table 4 shows the results of Emotional Support, Classroom Organization, and Instructional 
Support separately predicting TEMA, PPVT, and TOPEL. Controlling for gender, free and 
reduced price lunch status, minority status, English language learner status, and prescore, stu-
dents, on average, scored a 26.1 on the TEMA, a 45.7 on the PPVT, and a 56.9 on the TOPEL. 
No clear pattern emerged with either the live or video versions being universally, or even gen-
erally, better than the other—each proved to be a better predictor of some outcomes over the 
other. No domains in either method were predictive of TEMA. For PPVT, domains were pre-
dictive for both live and video administrations of the CLASS. However, all three regression 
coefficients for the video administration were larger, sometimes substantially, than the live 
versions. However, for the TOPEL, the pattern was somewhat reversed with the live versions 
of the Emotional Support and Classroom Organization domains being marginally predictive of 
the outcome, but the video versions not even being marginally predictive. For Instructional 
Support, the video version predicted the outcome, but the live version was not significantly 
related at all.

Discussion

The present study focused on comparing and contrasting observations of live and video administra-
tions of the CLASS-PreK (Pianta et al., 2008). Understanding the nature of the differences can help 
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inform the users of the CLASS-PreK about the potential benefits of using either live or video method. 
The present study examined differences between live and video administrations of the CLASS by 
coding videos that were captured during the live coding. Furthermore, the balancing of raters across 
the live and video ratings removes the confound that would happen if different pairs of raters were 
coding different segments. In our examination of the different modalities, several differences were 
noted in terms of their reliability, means, and ability to predict child academic achievement 
outcomes.

Reliability Differences

Evident across both modes of coding the CLASS were the sufficiently high alpha coefficients. 
The one major exception was Negative Climate in the video mode, which was under .70. Given 
the low frequency of the indicators being observed in this dimension, it suggests that under-
standing aspects of a classroom’s Negative Climate is not best done through video.

Although high alphas are generally seen as a positive aspect of a scale, very high alphas may 
suggest that some indicators within dimensions are highly redundant. For example, Teacher 
Sensitivity has alphas above .90 for both live and video codes with only four items. This sug-
gests that the indicators that make up Teacher Sensitivity—Awareness, Responsiveness, 
Addresses Problems, and Student Comfort—do not add much incremental information over one 
another. It may also be that the alphas are elevated because of homogeneity in the sample and 
that other samples may evidence lower alphas. Conversely, scoring at the indicator level for 
other dimensions, such as Concept Development with alphas of .79, provides some unique 
information. These alphas suggest that training on Teacher Sensitivity could either be paired 
down (in the event that the differences are not important to highlight) or increased (to help cod-
ers in making distinctions among indicators). Future research could determine whether the 
unique information is helpful, for example, in predicting child outcomes (cf. Curby & Chavez, 
2013).

In the CFAs, similarities and differences were evident in the factor structure by mode of 
observation. Emotional Support, Classroom Organization, and Instructional Support all 
showed differences across the live and video factor loadings. At the dimension level, the dif-
ferences were not due to Positive Climate, Teacher Sensitivity, Behavior Management, 
Productivity, or Concept Development, which were not shown to be different across modes. 
However, Negative Climate, Regard for Student Perspectives, Instructional Learning 
Formats, and Quality of Feedback all have indicators that were structurally different across 
modes of observation. Thus, certain indicators seem to be more salient in different observa-
tion modes.

Table 4.  Unstandardized Betas of CLASS Domains Predicting Residualized Change in Child Academic 
Outcomes.

CLASS domain 

TEMA PPVT TOPEL

Live Video Live Video Live Video

Emotional Support 3.66 1.59 3.62* 5.83* 5.19† 3.19
Classroom Organization 1.79 1.56 2.81† 2.98* 4.04† 3.45
Instructional Support 2.17 2.20 3.11* 4.29* 3.10 4.34*

Note. Each analysis above was conducted separately and controls for gender, free and reduced price lunch status, 
minority status, English language learner status, and baseline score. CLASS = Classroom Assessment Scoring System; 
TEMA = Test of Early Math Ability; PPVT = Peabody Picture Vocabulary Test; TOPEL = Test of Early Preschool 
Literacy.
†p < .10. *p < .05.
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Mean Differences

There were significant mean differences between CLASS video and live coding scores, such that 
video codes were generally a little lower than the live codes (fewer observed instances of the tar-
geted behaviors). This finding is consistent with research on the CLASS-Secondary (Pianta et al., 
2007), which also generally found lower scores with the video format (Casabianca et al., 2013). 
These results suggest that live coding allows raters a better vantage point (instances of Negative 
Climate, Concept Development, Language Modeling), which is reflected as differences in ratings. 
For example, in the CLASS-PreK, one indicator of Language Modeling is Frequent Conversation 
(Pianta et al., 2008). It is easily imaginable that live coding allows for better tracking of the teach-
ers’ conversation around the room, or even just a better ability to hear the teacher (depending on 
the technology being used during the video process to capture the audio). Also, our study suggests 
that Negative Climate may be better observed live than through video (cf. Casabianca et al., 2013), 
because these scores were higher in the live version, suggesting there were more observable nega-
tive behaviors. Future research can determine whether video procedures that provide panoramic 
views (e.g., v.360 camera) would be helpful in providing scores that are more in line with live 
codes.

Another possibility for the lower CLASS scores using video was differential rater fatigue. 
Live coders completed their observations for a classroom in one sitting. Video coders were told 
to code all the segments for 1 day of a classroom in one sitting (analogous to live coding). 
However, coders could have completed more than one classroom’s videos in 1 day, thus spending 
more time coding than the live coders. If raters generally provide lower scores as they fatigue (cf. 
Curby et al., 2011), and they completed more than one classroom in one sitting, then the video 
scores would be artificially lower. Notably, although the video coding procedure varied slightly 
from the live coding procedure, it is likely indicative of how video coding may actually take 
place.

Differences in Predicting Outcomes

Interestingly, trends across the results of the predictive analyses suggest that video and live codes 
of the CLASS show differential prediction to student academic achievement. CLASS video cod-
ing scores seemed to be better at predicting PPVT outcomes with all three domain scores signifi-
cantly predicting the outcome with larger regression coefficients than live coding. For TOPEL, 
two of the live coding domains—Emotional Support and Classroom Organization—were margin-
ally predictive, but the video version of Instructional Support was predictive and the live coding 
version was not. In sum, CLASS live codes significantly predicted two of the nine outcomes and 
marginally predicted three. CLASS video codes significantly predicted four of the nine outcomes. 
This does suggest that some findings from previous research linking CLASS scores to outcomes 
may, in part, be reflecting the coding technique used above and beyond the constructs being mea-
sured. It is not known the degree to which differences in coding procedures may account for par-
ticular predictive relations using the CLASS in any given study (e.g., Curby et al., 2009; Mashburn 
et al., 2008), but the present study suggests that there may be differences based on observation 
modality.

The PPVT is designed as a test of receptive vocabulary whereas the TOPEL is designed to 
identify students who are at risk of later literacy problems. It could be that the different modalities 
of coding pick up on differences that are meaningful for these outcomes. For example, a video 
coder can take breaks or even rewind a video if something was hard to hear or understand. Perhaps 
the audible vocabulary (heard via video) is more important for the PPVT receptive vocabulary 
whereas the visible information (seen live) throughout the room is better at predicting TOPEL 
preliteracy. Finally, it may also be a function of how video cameras were set up. Cameras would 
often be set up to capture teachers with whole or small groups of children in direct instruction 
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situations. So, observers would capture those interactions live, but they may not be fully captured 
on video.

Limitations

The present study provides helpful information about potential differences that exist in live 
and video coding procedures. However, given its unique set of procedures, several limitations 
require mentioning. First, the coders used a somewhat unique, but not unheard of, scoring 
procedure, whereby indicators were scored instead of dimensions. The scores used in this 
study were used by the schools for assessment of the teachers and classrooms. Thus, this deci-
sion is a by-product of the authentic assessment and not a part of the study design. However, 
it should be noted that aggregated indicator scores were still reliable in the traditional 
manner.

In addition, teachers may respond to being observed (either video, live, or both) by changing 
their teaching behavior (Shadish, Cook, & Campbell, 2002) thereby reducing the validity of the 
ratings. However, because all raters were present with a video camera, the condition was the 
same for all participants in this study.

Furthermore, it should be noted that there is the potential for carryover effects given that all 
live observations happened before video observations. Correlations may be inflated by these car-
ryover effects. This concern is mitigated by the fact that there were usually several weeks between 
when a teacher was observed live and when that coder would have seen videos from that 
classroom.

Finally, video codes were only coded once. This was intentionally done so that video 
codes were directly comparable with live codes. However, a great advantage of videos is that 
they can be scored multiple times. Differences in ratings among observers of the same occa-
sion represent one of the largest sources of variance in CLASS codes (Mashburn, Downer, 
Rivers, Brackett, & Martinez, 2014), and thus having multiple raters per occasion is likely 
to yield a more reliable estimate. Future research could compare videos coded multiple times 
with live codes to see how comparable those results compare to live (and single video) 
coding.

Conclusion

The present study supports the notion that there are some differences between live and video 
administrations of the CLASS-PreK. Live codes do offer a couple of advantages in terms of 
visible (mostly negative) behaviors, presumably because they were happening off screen on 
the video. Video codes had more significant relations with child outcomes. Given the differ-
ences that were present between the two modalities, the present study does suggest that modal-
ities should not be mixed within a study or in assessments of schools. This is particularly true 
in high-stakes decisions, such as in QRIS evaluations (Tout et al., 2009) when using the 
CLASS-PreK. The present study suggests that teachers who are observed on video may have 
artificially lower scores than if those observations were conducted live, meaning that there 
were fewer observed instances of the targeted behaviors (positive or negative). This is impor-
tant in light of high profile studies, such as the Measures of Effective Teaching study (Bill and 
Melinda Gates Foundation, 2012), which examined various classroom observation instru-
ments, all of which were scored based on videos. The present study suggests that results based 
on video observations may provide somewhat different results than results based on live 
observations.
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