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GUE S T ED I T O R I A L

Envisioning the future of learning and teaching
engineering in the artificial intelligence era: Opportunities
and challenges

1 | INTRODUCTION

Generative artificial intelligence (AI) technologies, such as large language models (LLMs) and diffusion model image
and video generators, can transform learning and teaching experiences by providing students and instructors with
access to a vast amount of information and create innovative learning and teaching materials in a very efficient way
(e.g., U.S. Department of Education, 2023; Kasneci et al., 2023; Mollick & Mollick, 2023; Nikolic et al., 2023). For
example, Google Bard and OpenAI ChatGPT are LLMs that can generate natural language texts for various purposes,
such as summaries of research papers (e.g., OpenAI, 2023). At the same time, Midjourney and DeepBrain AI are diffu-
sion models that can create diagrams (e.g., concept maps), images, and videos from textual or visual inputs. Engineering
education, in particular, can benefit from integrating and utilizing generative AI technologies to improve instructional
resources, develop new technology-enhanced learning environments, reduce instructors' workloads, and provide stu-
dents with opportunities to design and develop their learning experiences. These technologies can help educators to
create more personalized, effective, and engaging learning experiences for engineering students.

Most engineering students struggle to acquire a deep understanding of complex engineering concepts because of the
nature of the highly mathematical concepts, lack of prior knowledge, limitations of the large lectures, limited resources
that prevent the use of commercially available lab equipment, and the lack of innovative teaching tools that could be
utilized to enhance learning experiences (e.g., Menekse et al., 2018, 2022; Miller et al., 2011; Reeves & Crippen, 2021;
Streveler & Menekse, 2017). These factors adversely affect retention and graduation rates and inhibit persistence in
engineering majors (e.g., Estrada et al., 2016). Generative AI technologies and tools (e.g., CourseMIRROR) could sup-
port engineering educators to improve students' learning and engagement (e.g., Fan et al., 2015; Luo et al., 2015;
Menekse, 2020).

2 | BENEFITS OF USING AI TECHNOLOGIES FOR TEACHING AND
LEARNING PURPOSES

LLMs can be used to create personalized learning experiences for engineering students (e.g., Balakrishnan &
Long, 2020). As an example, this can be done by providing students with different learning activities and related prac-
tice problems at different difficulty levels based on students' prior success and their misunderstanding of certain con-
cepts. Generative AI technologies can be used to produce practice problems that can help students to prepare for exams
and learn new concepts (Mollick & Mollick, 2023). They can also generate solutions and provide step-by-step explana-
tions, similar to what human tutors do (Roscoe & Chi, 2007). When students succeed at practice problems, the benefits
are amplified. However, if students become discouraged by poorly designed problems or learning activities, they often
lose interest and will not receive the full benefits of the practice they have done. Adaptive practice problems at different
difficulty levels generated by specific LLMs could be quite beneficial for learning purposes (Alevin et al., 2016; Walker
et al., 2015).

Since new AI tools can generate text and images in response to natural language prompts, students can also create
their own learning experiences based on their interests. An AI tool could be used to create a virtual learning environ-
ment where students can access a variety of engineering resources and challenges. For example, with the rapid develop-
ments in diffusion models that can create images and videos from textual inputs, it would not be surprising to have
access to AI tools that could be used to generate 3D models of different bridge designs for an engineering statics course.
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Currently, tools such as Midjourney or DiffusionBee can successfully generate realistic images with textual input
(Dawani, 2023), and anyone can create different bridge images with some textual prompts. With significant progress on
these AI models, in the near future these types of AI tools would allow students to explore different bridge designs from
different angles and better understand how they work and can fail under different circumstances. These AI tools can
also give learners more autonomy in their decision of what to learn, when to learn, and how to learn, as well as allow
them to pace and monitor their learning progress.

Likewise, LLMs and AI-based media generators can also produce virtual laboratories and simulations for engi-
neering courses that may simulate physical experiments. AI-powered virtual laboratories customized for engineering
courses to simulate and visualize fundamental engineering concepts could be very effective for teaching and learning
purposes. For instance, in a fluid mechanics class, an AI tool could help instructors to create a simulation of a fluid
flow system that can support students to experiment with different parameters and see the effects of their changes.
AI-powered virtual laboratories and simulations can provide learners with a cost-effective environment to practice and
apply their skills and knowledge (e.g., Koretsky et al., 2008). Previous research shows that virtual experiences
complement the physical lab experience, and when virtual laboratories are coupled with traditional courses and
physical laboratories, it provides meaningful and fulfilling learning experiences that are greater than the sum of their
parts (e.g., Koretsky et al., 2008; Reeves & Crippen, 2021).

Another useful learning strategy that LLMs can amplify is to provide students with real-time feedback on their
work. This can help students to identify areas where they need to focus on, and real-time feedback can also improve
students' cognitive engagement. With rapid advances in AI technology, AI tutors or digital learning companions, for
example, can become more effective in supporting students by providing personalized feedback, simplifying complex
concepts, and assessing students' understanding. Students can also shape how these AI tutors behave and interact with
them by prompting these AI tutors to make connections with the ideas or approaches that they find meaningful and
engaging.

An alternative approach can be utilizing the “learning by teaching” method to create opportunities for learners. The
learning by teaching strategy is based on the idea that students learn best when they are actively engaged in the process
of teaching others (Chi et al., 2001; Duran & Topping, 2017). Similar to existing teachable agents, like “Betty's Brain”
(Chase et al., 2009; Leelawong & Biswas, 2008), AI tools can be used to generate teachable agents for different goals, so
students can interact with these digital agents to better understand the concepts that they are learning. When students
need to explain a concept to someone else (whether a real person or a digital system), they have to think about it in a
different way, identify the key points, and communicate their ideas clearly. These processes can help them to develop a
deeper understanding of the material.

3 | RISKS AND CONCERNS FOR USING AI TECHNOLOGIES FOR
TEACHING AND LEARNING PURPOSES

There are also some concerns associated with using LLMs in engineering education. One of the main concerns is that
LLMs can sometimes generate inaccurate or misleading information. LLMs are trained on large amounts of uncon-
trolled data, and these types of data typically include a large number of errors. For instance, an LLM may generate a
wrong formula or definition for an engineering concept, or it may generate a text that contradicts the facts. Similarly,
LLMs can be biased, which can lead to discrimination against certain groups of students. An AI tool may generate a
text, image, or video that stereotypes students based on their gender, race, ethnicity, or disability (e.g., Akgun &
Greenhow, 2022; Sun et al., 2023). This is also because they are trained on data that is often biased. Moreover, LLMs
cannot always understand the nuances of human language and culture. Similarly, it can generate an image or video
that might be offensive or inappropriate for certain cultural values. Thus, engineering educators need to evaluate and
curate whether the AI-generated output is suitable and valuable for teaching and learning purposes.

Privacy of student data is another concern. LLMs can collect and store students' data, which may raise privacy
concerns. Likewise, LLMs can use the data they collect to create detailed student profiles. These profiles may include
students' learning progress, performance, and behaviors on different digital platforms. This can be concerning for data
privacy. Lastly, LLMs can be vulnerable to security breaches, which can lead to the exposure of student data. Such
breaches can have severe consequences for both students and instructors. It is also important to note that the compli-
ance of these AI systems with FERPA (The Family Educational Rights and Privacy Act) rules needs to be considered in
the context of legal frameworks.
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AI tools can also lower the cognitive load to a degree that can inhibit students' transfer of learning. As the literature
suggests, cognitive load indicates the amount of mental effort that is required to process information and perform a
task (Sweller, 1988; Van Merrienboer & Sweller, 2005). Although AI tools can help students reduce their cognitive load
by providing them with information, feedback, and support, these tools can also lower the cognitive load to a degree
that can deter students' transfer of learning. One reason why AI technologies can stall learning is that they can reduce
students' engagement, motivation, and self-regulation. When students rely too much on AI tools, they may lose interest
and curiosity in the subject matter and may not develop a deep understanding of the concepts (Chou & Chan, 2016; Nie
et al., 2023). They may also struggle to develop self-monitoring skills of their own learning process. Eventually, students
may become passive learners who do not actively seek challenges and opportunities to apply their knowledge and skills
(e.g., Menekse et al., 2013; Streveler & Menekse, 2017). Therefore, it is critical for educators to utilize AI tools in a bal-
anced and proper way. The learning activities, environments, and expectations are needed to be designed in a way that
requires students to use AI tools as a supplement, not a substitute, to develop their own thinking and reasoning. Engi-
neering educators can use AI tools to challenge students to think critically and creatively about the subject matter by
providing questions or scenarios that require students to evaluate or synthesize information. For instance, in an engi-
neering statistics class, educators can use an AI tool to generate “fake” datasets for a specific scenario. Then, they can
ask students to conduct certain statistical analyses with this AI-generated dataset and evaluate the results in a specific
context (e.g., using the Six Sigma concepts).

Finally, engineering educators need to reconsider the assessment of learning in the age of AI technologies (Nikolic
et al., 2023). Based on the Open AI GPT-4 Technical Report (OpenAI, 2023), the GPT-4 model already performs very
well on standardized tests (e.g., 89th percentile on SAT Math, 99th percentile on GRE Verbal). AI tools can affect stu-
dents' performance on both high-stakes examinations and low-stakes formative tasks. AI tools can change the nature
and scope of student learning, and assessment of learning needs to focus on not only students' recall of factual informa-
tion but their higher order thinking skills. Accordingly, AI tools pose significant challenges to how to assess student
knowledge and what to assess as well (Bearman et al., 2020). Likewise, academic integrity is another major challenge
that needs to be reimagined in the age of AI (e.g., Huang, 2023). AI tools can help students generate texts, images, and
other types of academic outputs with minimal effort. These tools can also enable students to plagiarize their work by
using an LLM to generate a report without citing the source or acknowledging the contribution of the AI tools. There-
fore, it is critical to consider the ethical use of AI tools, and develop and implement relevant policies and practices that
can prevent and detect academic dishonesty (Akgun & Greenhow, 2022).

4 | CONCLUSION

As AI technologies continue to evolve, we can expect to see more innovative ways to use AI tools to improve the engi-
neering education experience. Engineering educators and policymakers need to consider how to integrate AI tools effec-
tively and ethically into various aspects of learning and teaching experiences. Although there are significant challenges
to utilize AI tools for learning and teaching purposes, it is possible to use AI to supplement and support student
learning by providing opportunities for learners to refine and monitor their understanding and progress. As discussed
in this guest editorial, engineering educators need to be aware of the potential risks of AI tools before integrating them
into their classrooms. Additionally, they need to use AI systems in a way that supports student learning and engage-
ment. And they also need to be transparent about how AI tools are being used, and share the potential benefits and
drawbacks with their students. It is especially crucial to discuss academic integrity with students regarding what you
expect and what is unacceptable usage of AI tools for your class and assignments. With strategic curating and expert
oversight by instructional teams and curriculum developers, AI tools can support educators in creating engaging
learning environments that make learning more meaningful and personalized. Moreover, AI tools can free up time for
engineering instructors to focus on important instructional work, such as facilitating classroom discussions, mentoring
students, and monitoring students' teamwork, while significantly reducing time spent on some instructional tasks by
assisting with grading and generating ideas to develop different assignments.

Muhsin Menekse1,2
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