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ABSTRACT
The Mentors Matter Recruitment initiative leveraged state administra-
tive data to recommend and successfully recruit more instructionally
effective and experienced teachers to serve as clinical mentors,
which, in turn, increased pre-service teachers’ readiness to teach.
Prior results, however, focus on self-reported outcomes and stem
from a single field experiment, raising questions about their replic-
ability. In this paper, we replicate the previous study with a second
cohort, finding again that the initiative led to the recruitment of
more instructionally effective and experienced mentors. In addition,
we examine new outcomes from administrative and program data,
observing that candidates assigned to mentors recruited through
our lists were rated as significantly more instructionally effective dur-
ing student teaching. Given these promising results, we tested the
same initiative at three new programs under less oversight from
research partners and policymakers, finding that even under these
more typical conditions, the initiative successfully produced signifi-
cantly more instructionally effective and experienced mentors for a
third time, though with smaller effects.
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Since the introduction of teacher education, field (clinical) experiences have been a
cornerstone of teacher preparation. Field experiences provide pre-service student teach-
ers (PSTs) opportunities to experiment with enacting teaching practice in a classroom
under the supervision of an accomplished teacher, whom we refer to as a clinical men-
tor (CM), also commonly known as a cooperating or mentor teacher. CMs have long
been assumed to play critical roles in cultivating the pedagogical skills of PSTs, serving
both as exemplars of effective teaching practice and as coaches who help PSTs improve
through observation and feedback on their teaching during field experiences (including
student teaching). However, only recently have researchers started to empirically test
which CM characteristics are associated with improved PST outcomes (see, Ronfeldt,
2021, for a review of this literature).
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Ten studies over the past decade have found large-scale correlational evidence of a rela-
tionship between the instructional effectiveness of CMs and that of the PSTs that they
mentored (Bastian et al., 2020; Goldhaber et al., 2020, 2021, 2022; Matsko et al., 2022;
Ronfeldt et al., 2013, 2020, 2021; Ronfeldt et al., 2018a; Ronfeldt et al., 2018b). Spanning
four states, a variety of regression modeling approaches, and numerous measures
for instructional effectiveness—including observation ratings, value-added to student
achievement measures (VAMs), and self-reported (survey-based) measures—these studies
have all found significant and positive associations.

Though these consistent correlational findings could suggest that instructionally
effective CMs cause their PSTs to become more instructionally effective, other explana-
tions are possible. For example, more promising and motivated PSTs, who likely would
have become more instructionally effective regardless of who served as their CMs, may
seek out or select more instructionally effective CMs. This selection of PSTs to CMs (or
vice versa) could present non-causal, endogenous, and alternative explanations for the
observed relationships among these prior studies and has motivated the pursuit of cred-
ibly causal evidence from even more recent randomized control trials (RCTs).

In the first of these RCTs, the Improving Student Teaching Initiative (ISTI), Ronfeldt
et al. (2018b) asked two partner teacher preparation programs to recruit twice as many
potential CMs as needed while continuing to meet previous standards for high-quality
placements. The authors then created two lists of potential field placements for PSTs in
each program—one they predicted to contain the more promising group of placements
and the other the less promising group—based upon historical administrative data for
the characteristics of CMs (VAM scores, observation ratings, years of experience) and
their schools (average teacher turnover rates, school VAMs) shown in prior research to
predict better employment rates and observation ratings for PSTs. PSTs were then ran-
domly assigned to one list or the other.

The authors found that PSTs assigned to the placements they predicted to be more
promising both reported more opportunities to learn to teach and felt more ready to
teach at the end of their field placements. Moreover, these same PSTs also reported feel-
ing that their CMs were more instructionally effective teachers and that their school
placement sites had better working conditions. In a follow-up study, Goldhaber et al.
(2022) analyzed PSTs’ instructional effectiveness over the course of their field placement
experiences, as measured by clinical assessment scores (observational ratings of instruc-
tion during student teaching). They found that PSTs assigned to the promising place-
ments also demonstrated faster growth.

ISTI presented some of the first evidence that more instructionally effective and expe-
rienced CMs caused an increase in PSTs’ instructional effectiveness. However, the
experiment’s placement lists drew on field placement school information in addition to
CM characteristics, making it possible that differences between placement schools, rather
than CMs, could explain the observed results.

The second of these RCTs—the Mentors Matter Recruitment (MMR) experiment—
addressed these limitations by focusing solely on CM characteristics in the assignment
of field placements. In this study, school districts working with one educator prepar-
ation program (EPP) were randomly assigned to receive “recommendation lists” which
suggested the most instructionally effective and experienced teachers available to be
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invited to serve as CMs. These recommendation lists ranked potential CMs in any given
school district and grade/subject area using teacher evaluation scores (observation rat-
ings and VAMs, referred to as TVAAS in Tennessee) and years of teaching experience.
Ronfeldt et al. (2020) reported that “treatment” school districts—those that received the
recommendation lists—were able to recruit CMs with significantly greater observation
ratings, TVAAS, and experience as compared to school districts that followed business-
as-usual CM selection strategies. Consequently, PSTs in the treatment condition
reported feeling significantly more ready to teach at the end of their clinical placements
than those in the control condition.

The emerging experimental evidence seems to suggest that increasing the instruc-
tional quality of CMs directly results in improved field placement experiences and more
capable and ready PSTs. However, both RCTs were conducted in partnership with an
EPP that had a history of successful prior collaboration with both the TDOE and the
lead author and therefore likely represented something of an ideal partner in terms of
its commitment to partnership, research, and improvement efforts. This raises concerns
about the replicability of results to other, more typical, EPPs. In addition, to this point,
MMR focused only on PSTs’ self-reported readiness to teach rather than their observed
instructional effectiveness or other workforce outcomes. As prior evidence suggests that
feeling better prepared is uncorrelated with actually being more instructionally effective
(Ronfeldt et al., 2021), we felt it important to go beyond the self-reported measures
used in the original MMR study.

There is also rising emphasis among scholars regarding the need for replication of
experimental results in education, especially given many recent failed efforts at reproduc-
tion. Replication under both the same and different experimental designs allows for a
clearer delineation between spurious one-off effects and concrete causal relationships that
scale up beyond the original study (Makel & Plucker, 2014; Steiner et al., 2019; Simpson,
2022; Wong & Steiner, 2018). Re-implementation and replication across a variety of set-
tings and contexts can also help in determining which experimental results may be con-
textual anomalies and which might generalize beyond the original population.

In this paper, we describe a pair of studies that build upon the “original” MMR evalu-
ation (Ronfeldt et al., 2020) in two different ways. In the “replication study,” we re-imple-
ment the original experiment (Cohort 1, 2018–19) with a different cohort of PSTs and
CMs within the same EPP (Cohort 2, 2019–20). We use the same experimental design,
implementation, and outcomes but also consider three new outcomes—clinical assessment
scores (observational measures of PSTs’ instructional effectiveness during student teach-
ing), employment after program completion, and first-year observation ratings. While we
were able to fully replicate the initial implementation of our original experiment involving
the development of recommendation lists and the recruitment of mentors, we note that
the COVID-19 pandemic, which began impacting schools in March 2020, substantially
impacted both preservice preparation and later elements of data collection for Cohort 2,
which we further detail in the Measures section below.

In the “extension study,” we partnered with three new programs (2020–21) that var-
ied in size and geographical location and asked them to recruit all CMs using our rec-
ommendation lists. Leveraging four years of prior CM data from these programs, we
estimate an interrupted time series to assess whether having access to the
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recommendation lists resulted in their recruitment of more instructionally effective and
experienced CMs as compared with prior years. Here, we note again that the pandemic
coincided with the implementation of our study, where only in the year of our interven-
tion were teachers being recruited and choosing to serve as mentors during a pandemic,
the implications of which we unpack below.

The replication study is a direct experimental replication with the goal of assessing
estimate stability over similar re-implementation conditions and includes new outcome
measures; the extension study is a quasi-experimental scale-up effort with a set of new
EPP partners who adopt the initiative in their own ways, providing estimates of real-
world implementation effects of the MMR initiative beyond the ideal case in the first
experiment. Both studies serve to ensure that the results of the original MMR experi-
ment are valid, meaningful, and generalizable before encouraging their use to inform
policy implementation.

The same questions that guided Ronfeldt et al. (2020) also guide this paper: (RQ1)
Do CMs in districts randomized to receive recommendation lists have higher average
effectiveness scores and experience compared with those in districts following business-
as-usual recruitment strategies? (RQ2) Do PSTs report feeling more instructionally ready
when their CMs were recruited using recommendation lists? In addition, this paper asks
two new questions: (RQ 3) Do PSTs have better clinical evaluations (of their student
teaching performance), employment rates, or first-year observation ratings when their
CMs were recruited using recommendation lists? and (RQ 4) When we scale up this
intervention with a new set of EPPs, do we observe a similar contrast in mentor instruc-
tional effectiveness and experience?

In the replication study (RQs 1–3), we find largely consistent experimental effects to
the original RCT, where having access to the recommendation lists led to the recruit-
ment of substantially more instructionally effective and experienced CMs. Across both
years of implementation, PSTs assigned to treatment mentors reported feeling signifi-
cantly more prepared to teach. Notably, Cohort 2 effects were about half the magnitude
as those for Cohort 1 and not statistically significant; however, as we administered the
survey for Cohort 2 in the spring of 2020 during the first wave of the COVID pandemic,
PSTs were faced with much uncertainty and often had to move to online instruction,
which may explain some of these between-cohort differences. In terms of new outcomes,
we find that PSTs in treated districts received significantly higher clinical assessment
scores. They had statistically similar employment rates and first-year observation ratings,
though point estimates trended positive.

In the extension study (RQ 4), we find that receiving recommendation lists increased
the average instructional quality and experience of recruited CMs, suggesting that the
initiative has promise across various types of program contexts and with less support
from research and policy partners. However, the magnitude of the improvement was
smaller overall and appeared to depend on the average level of mentor instructional
quality obtained via programs’ business-as-usual CM recruitment strategies during the
pretreatment period. Together, these two replication studies suggest that providing rec-
ommendation lists to teacher education programs is a viable, stable, and scalable way to
improve the average instructional quality of the CM cohort and perhaps even the
instructional readiness of their PSTs.
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Methods

The Mentors Matter Recruitment (MMR) initiative was a set of three studies beginning in
the 2018–2019 academic year. MMR started with the initial field experiment, summarized
above (see Ronfeldt et al., 2020, for more detail) and was followed in consecutive years by
the replication and extension studies described next. The first two field experiments (the
“original” and “replication” studies) were implemented in collaboration with the Tennessee
Department of Education (TDoE) and Tennessee Tech University (TTU). A third, quasi-
experimental (“extension”) study was implemented in collaboration with three new EPPs:
Milligan University, Trevecca University, and the University of Tennessee at Martin.

The Original and Replication Field Experiments

Design

These RCTs sought to randomly assign the school districts that partner with TTU to
either use business-as-usual recruitment procedures (control) or have their recruiters
receive recommendation lists identifying the most instructionally effective and experi-
enced teachers to target during CM recruitment (treatment). Lists were designed by
ranking the most promising potential CMs in requested placement blocks—a grade level
and/or subject request in a specific county—using teachers’ prior observation ratings,
TVAAS scores, and years of experience. We used up to three prior years of administra-
tive data with teacher evaluation and experience information to create a composite
measure that we call the recommendation index. Administrative data from the year
prior to recruitment contributed up to 50% of the recommendation index scores, and
data from two and three years prior each contributed 25%. Within each year, observa-
tion ratings and TVAAS each contributed 40% to the recommendation index, while
teacher experience contributed the final 20%.1

State partners advised recruiters in treatment districts to use the lists by first trying to
recruit the teacher at the top (i.e., the most instructionally effective and experienced)
before moving to the second person next, etc. However, recruiters were assured that
these were recommended and not required lists; if they had a good reason to skip some-
one (e.g., a teacher had too many other responsibilities; a teacher got poor reviews as a
mentor previously), then they should move to the next person on the list.

Figure 1 summarizes the logic model for the original and replication field experi-
ments. We hypothesized that recruiters in districts randomly assigned to receive these
lists would recruit more instructionally effective and experienced teachers to serve as
CMs. As a result, we hypothesized that PSTs assigned to these CMs would—after
observing higher quality teaching modeled by their CMs and receiving higher quality
coaching—be rated as more instructionally effective on their clinical assessments (i.e.,
observation ratings during student teaching). In addition, we hypothesized that they

1Since we developed the recruitment index based upon Ronfeldt et al. (2020), see this prior study for more details,
including formulas used to calculate it and how missingness is handled. Of note, TVAAS are only available for teachers
who teach in tested grade levels and subjects (in general, 3rd through 8th grade and selected high school courses).
The calculations for the recommendation index for teachers who do not have a TVAAS score only include observation
ratings and years of experience, reweighing the index 67% OR and 33% years of experience.
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would report on end-of-program surveys that they felt more prepared to teach and that
they received more frequent and higher quality mentoring. Finally, we hypothesized that
these same PSTs would be more likely to gain employment and be more instructionally
effective (as measured by first-year observation ratings) in the subsequent year.

Sample

In the original study, 12 districts were randomly assigned to receive recommendation
lists (i.e., treatment) while 10 were asked to use business-as-usual procedures (i.e., con-
trol); in the replication study, 15 districts were randomly assigned to treatment and 17
to control. Given some districts were assigned to the same condition (e.g., treatment)
both years while others were not (e.g., control for Cohort 1 and treatment for Cohort 2),
we consider effect estimates for these various permutations below.

Across the two years of implementation, 315 PSTs participated—155 in Cohort 1 and
160 in Cohort 2. Table 1 reports sample statistics for selected PST and CM characteris-
tics. Most PSTs are White women; they have, on average, a GPA of 3.56, an ACT score
of 22.8, and a Praxis core score of 168.7. Overall, CMs who participated in the initiative,
irrespective of treatment condition, are effective teachers; they have, on average, an
observation rating of 4.32, a TVAAS score of 0.58, and about 15.5 years of experience.
This makes CMs about half a standard deviation more instructionally effective than the
average teacher across the state, based on both ORs and TVAAS; they also are about 0.4
standard deviations more experienced. Finally, both PST characteristics and CM charac-
teristics remained qualitatively similar across cohorts, with only minor variation.

Balance Check
Given randomization occurred at the district level, we checked for balance in our repli-
cation study sample on district-average K-12 student characteristics and teacher (i.e.,
potential CM) evaluation information in Table 2. We include teacher characteristics
both at the district mean and the 90th percentile, given that CMs are typically recruited
from the top of the distribution of teacher effectiveness. Across all student and teacher
characteristics, we found no significant differences between treatment and control

Figure 1. Logic model.
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districts, suggesting that our randomization was again successful in the second year of
implementation (for student characteristics, X2(9) ¼ 3.61, p ¼ .93; for teacher character-
istics: X2(13) ¼ 18.03, p ¼ .16; see Ronfeldt et al. (2020) for Cohort 1 balance checks,
which also suggest randomization was successful).

Table 1. Pre-teacher and clinical mentor descriptive statistics.
Combined Cohort 1 Cohort 2

Mean Std. Dev. N Mean Std. Dev. N Mean Std. Dev. N

Panel A. PST characteristics
Woman 0.868 0.325 290 0.905 0.257 130 0.838 0.370 160
White 0.975 0.147 290 0.990 0.058 130 0.963 0.191 160
Current GPA 3.560 0.347 290 3.503 0.228 130 3.606 0.415 160
ACT 22.81 2.626 282 22.57 2.071 128 23.00 3.003 154
Praxis 168.7 9.556 242 169.6 6.420 128 167.7 12.10 114

Panel B. CM Characteristics
Recommendation quintile 3.913 1.321 300 3.948 1.328 155 3.876 1.317 145
Recommendation list rank 26.64 44.19 277 22.35 34.10 130 30.42 51.31 147
Recommendation index 0.504 0.630 300 0.527 0.634 155 0.479 0.627 145
Observation ratings (Std) 0.496 0.676 300 0.495 0.718 155 0.499 0.630 145
TVAAS 0.576 0.948 152 0.625 0.878 73 0.531 1.012 79
Years of experience (Std) 0.442 1.035 300 0.476 1.088 155 0.405 0.978 145
Observation ratings 4.318 0.380 300 4.294 0.404 155 4.344 0.352 145
Environment domain 4.661 0.335 282 4.614 0.345 143 4.709 0.319 139
Instruction domain 4.177 0.405 282 4.142 0.416 143 4.213 0.392 139
Planning domain 4.282 0.447 280 4.234 0.451 141 4.331 0.439 139
Professionalism domain 4.505 0.432 282 4.496 0.476 143 4.515 0.383 139
Level of effectiveness 4.542 0.611 260 4.676 0.522 117 4.434 0.656 143
Years of experience 15.51 9.377 300 15.90 9.872 155 15.08 8.833 145

Table 2. Balance check on placement district characteristics.
(1) (2) (3) (4) (5) (6)

Mean Control mean Treatment mean Diff Effect size p-Value

Panel A. Student characteristics
% African American/Black 12.915 5.169 5.391 0.222 0.03 0.947
% Hispanic/Latino 6.751 6.031 6.373 0.342 0.061 0.893
% Asian 1.304 0.953 0.713 −0.240 0.303 0.504
% Native American 0.371 0.328 0.364 0.036 0.247 0.586
% White 78.524 87.398 87.047 −0.351 0.029 0.949
% Hawaiian/Pacific Islander 0.135 0.128 0.110 −0.019 0.196 0.665
% Free or reduced price lunch 37.071 37.469 39.518 2.049 0.207 0.648
% Students with disabilities 14.952 14.578 14.681 0.104 0.057 0.900
% English language learners 0.480 0.334 0.387 0.053 0.145 0.748

Panel B. Teacher characteristics
Observation ratings (std) −0.029 −0.145 −0.098 0.047 0.122 0.764
Instruction domain (std) −0.097 −0.179 −0.124 0.055 0.162 0.698
Environment domain (std) −0.090 −0.145 −0.086 0.060 0.17 0.682
Planning domain (std) −0.071 −0.131 −0.019 0.112 0.275 0.511
Professionalism domain (std) −0.040 −0.126 0.020 0.147 0.383 0.362
TVAAS 0.034 −0.043 −0.158 −0.116 0.435 0.290
Years of experience 11.521 11.845 11.959 0.115 0.056 0.890
Observation ratings (90th pct) 0.868 0.932 0.989 0.057 0.147 0.718
Instruction domain (90th pct) 0.853 0.861 1.070 0.208 0.533 0.209
Environment domain (90th pct) 0.733 0.838 0.851 0.014 0.056 0.892
Planning domain (90th pct) 0.803 0.825 0.977 0.151 0.376 0.371
Professionalism domain (90th pct) 0.847 1.012 0.947 −0.065 0.279 0.505
TVAAS (90th pct) 0.913 0.924 0.756 −0.168 0.406 0.323

Notes. This table compares student and teacher characteristics of school districts that were offered and were not offered
recommendation lists (i.e., treatment and control groups respectively). Effect sizes are calculated as the covariate-adjusted
mean difference divided by the unadjusted pooled within-group SD. Joint chi square test for Panel A: v2(9)¼ 3.61, p¼ .93;
Panel B: v2 (13)¼ 18.03, p¼ .16.
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Measures

We focus on five sets of focal outcomes. The first two were included in the original study:
PSTs’ and CMs’ self-reported survey measures. The next three move beyond self-report
and are new to the replication study: PSTs’ clinical assessment scores, employment rates,
and observation ratings. We point out that the availability of each of these outcomes, as
well as what they measure, were impacted by the pandemic in many ways, particularly for
Cohort 2. We have outcomes from both cohorts across all measures except PSTs’ observa-
tion ratings which, due to the COVID pandemic halting the evaluation of in-service teach-
ers, are available only for Cohort 1. Even though we have data for the other measures, the
following measures were collected during pandemic-affected months and so may have
impacted the sample and/or the scores for one or both of the cohorts: PST post-survey
(Cohort 2), CM survey (end of Cohort 2), PST clinical assessments (end of Cohort 2), and
PST employment (Cohort 2 and possibly Cohort 1 members who were still seeking employ-
ment a year after graduation). We describe each these measures in further detail below.

Pre-Service Teacher Survey-Based Measures
We administered surveys to measure PSTs’ impressions of their year-long clinical experi-
ences (Ronfeldt et al., 2020 for more information about the measures and their psycho-
metric properties). All PSTs participating in the MMR initiative were invited through
email to fill out surveys before and after their clinical placements; we respectively call these
the pre- and post-survey administrations. Administrative staff from TTU also contacted
them to remind them to complete the survey before each data collection window closed.

We conducted confirmatory factor analyses to develop aggregate measures for each of the
three survey-based outcomes of interest. All factors displayed good to excellent psychometric
properties, justifying our factor structure.2 Mentoring frequency measures the relative fre-
quency of various mentoring practices during an average week of their clinical placements as
reported by PSTs. These mentoring activities fall along four categories: (1) common mentor-
ing practices, (2) data-driven mentoring practices, (3) collaborative coaching practices, and
(4) modeling coaching practices. Coaching satisfaction measures PSTs’ impressions of the
extent to which they felt supported and coached by their CMs and of the level of autonomy
and encouragement they were given during their clinical placements. Feelings of readiness
measures PSTs’ perceived readiness in specific teaching skills; we developed two sub-meas-
ures to this factor for questioning skills and other instructional skills.

Clinical Mentor Coaching Survey Measures
We surveyed CMs in nine different survey groups staggered throughout PSTs’ clinical
experiences to capture the full spectrum of mentoring practices that might vary over
time. Each mentor was randomized within treatment condition into a survey group and
asked to complete the survey considering their mentoring practices during the prior week.

CM surveys included items about the frequency of various general mentoring practi-
ces and the specific frequency of coaching in instructional domains aligned with the
state’s teacher evaluation rubric. As with the PST survey, we conducted confirmatory

2The details of these analyses are reported as a Technical Appendix to Ronfeldt et al. (2020).
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factor analyses to develop aggregate measures for these survey-based outcomes. More
precisely, we developed a general mentoring frequency factor with three subfactors and a
specific factor on coaching around instructional practices. The general factor contained
three correlated subfactors: debriefing, developing practice, and collaborative coaching
practices. The debriefing subfactor included five items focused on helping PSTs reflect
on their lesson through questioning, analysis of student work, or data analysis. The
developing practice subfactor involved four items focused on modeling specific instruc-
tional skills or providing opportunities to practice outside of regular instruction. The
collaborative coaching practice included two items measuring the frequency of co-teach-
ing and co-planning activities. The specific factor about the frequency of coaching in
the instructional domain included 11 items aligned with the corresponding domain in
the TEAM observation rubric used in Tennessee. All factors again met thresholds for
good to excellent psychometric properties (see Ronfeldt et al., 2020).

Survey Response Rates
We calculated response rates for our three main survey instruments: PSTs’ pre-survey,
PSTs’ post-survey, and CMs’ survey. The results are reported in Table 3. Across cohorts,
our response rate was 61.0% for the PST pre-survey, 40.3% for the PST post-survey, and
56.2% for the CM survey. We find that survey response rates were lower for Cohort 2
than Cohort 1 for all three survey instruments (pre-survey −12.1pp, post-survey −9.6pp,
and mentor survey −39.2pp). Importantly, for Cohort 2, the PST post-survey and many
waves of the mentor survey were administered in the spring of 2020 during the first
wave of COVID-19, a time when many PSTs, CMs, and students were moving to
remote instruction and experiencing substantial turmoil, likely accounting for some of
the observed declines in response rates. Comparing response rates across treatment sta-
tus, we do not find evidence of differential response rates across conditions.

In Appendix Table 1, we compare respondents to non-respondents across all three
surveys. Overall, we find that PSTs who responded to the surveys are somewhat differ-
ent from those that did not, though there is no difference for CMs. The patterns are
somewhat expected from what has been reported in the survey literature. On the pre-
survey, we observe that women and more academically successful PSTs were slightly
more likely to respond than their peers, though our joint significance test finds no over-
all difference between the two groups. For the post-survey, we do find that the two
groups differ significantly, largely due to the significantly higher GPAs of responding
PSTs.

Table 3. Survey response rates.
(1) (2) (3)

Pre-survey Post survey Mentor survey

Combined 0.610 0.403 0.562
Cohort 1 0.671 0.452 0.761
Cohort 2 0.550 0.356 0.369

Notes. This table reports the response rates on PSTs’ pre-placement and post-placement
surveys as well as CM’s surveys. t-tests comparing response rates between treatment and
control groups show no evidence of differential response rates by condition.
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Pre-Service Teacher Clinical Assessments
New to this replication study, we collected clinical assessment scores, which are observa-
tional measures of PSTs’ instructional effectiveness during student teaching. PSTs were
assessed up to five times during their clinical placements, twice during their first semes-
ters and thrice during their second semesters. CMs completed three of these evaluations
(twice during the second semester), and university field supervisors the other two (once
per semester).

PSTs were evaluated on a 19-item rubric closely aligned with the state’s Tennessee
Educator Acceleration Model (TEAM) rubric, used as part of the inservice teacher
evaluation system in the state. These items are divided into three teaching domains—
instruction, environment, and planning—and intend to provide a well-rounded assess-
ment of teaching practice. We take the average across all 19 items to generate an overall
clinical assessment score, which we then standardize within each year.

Pre-Service Teacher Employment Rates and Observation Ratings
Finally, we link PSTs to state administrative datasets with records of employment and
evaluation data. From these, we are able to observe PSTs’ employment (i.e., being hired
as a teacher of record in a public school in Tennessee) and their scores on the TEAM
rubric. Each new teacher in Tennessee is observed at least four times during their first
years of teaching and, over these observations, receives at least two ratings in each
domain on the TEAM rubric (i.e., instruction, environment, planning, and professional-
ism). We average scores across these observations and domains to calculate an overall
observation rating for each school year. Notably, though we have employment informa-
tion across both cohorts, observation ratings were not available for Cohort 2 due to a
pause on teacher evaluation during the COVID pandemic.

Analytic Strategy

Our replication of Ronfeldt et al. (2020) follows the same analytic strategy. Our pre-
ferred model is a linear regression with fixed effects for placement area—requested
grade level and/or subject:

Yijk ¼ b0 þ b1 � Treatk þ /j þ �ijk

where Yijk is the outcome of interest for PST i in placement area j in district/county k,
Treatk is an indicator variable that takes the value of 1 if a PST completed a clinical
placement in a county randomized to receive a recommendation list, /j is a vector of
indicator variables for the field placement areas that PSTs are pursuing, and �ijk is the
standard error term clustered at the district level. Combined analyses involving both
cohorts also control for average differences in outcomes by year.

For analyses involving clinical assessments as outcomes, we modify the specification
above, as each PST is observed up to five times. Our preferred approach therefore
involves a multilevel linear regression model with observations (time) nested within
PSTs:

Ytijk ¼ b0 þ b1 � Treatk þ kt þ li þ /j þ �tijk
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where Ytijk is the clinical assessment score at time t for individual i in placement area j
and district/county k, li are random intercepts for each PST, and kt is a vector of indi-
cator variables for the ordinal position of the clinical assessment (i.e., second, third, etc.
with first as the reference category). All other variables remain the same as specified
above. As above, analyses combining Cohorts 1 and 2 again also control for year-to-year
differences.

The Quasi-Experimental “Extension” Study with New Programs

Design

The second part of this paper evaluates recommendation list use with a new group of
EPPs in the state (i.e., the extension study). The goal of this study was to evaluate the
extent to which program-wide implementation of recommendation lists could increase
the overall instructional quality and experience of recruited mentors among a wider var-
iety (in terms of size and geographic location) of EPPs and with minimal oversight or
guidance from the TDoE and research partners. Doing so intended to provide insight
into whether the use of recommendation lists could be scaled up across a wider variety
of EPPs and under more typical circumstances; for this implementation, we did not
examine other outcomes (e.g., survey or workforce outcomes) for PSTs or CMs.

The TDoE invited EPPs across the state to apply to participate in this study through
a grant program. Participation was conditional on agreeing to use our recommendation
lists to inform CM recruitment for the 2020–21 academic year and to share four years
of prior CM data with the research team. Ultimately, three EPPs in the state were
selected to participate in this study. We note here that the goal of this study was not to
recruit a more representative or diverse EPP pool than the two previous RCTs but
rather to involve different EPPs to implement the targeted recommendation lists under
more natural circumstances. In particular, we were concerned that the original and rep-
lication field experiments were completed in somewhat ideal conditions—with an EPP
that not only had longstanding relationships with the research/state partners but also
was implementing the initiative with their ongoing support and collaboration.

We developed recommendation lists for all requested placements for the three partici-
pating EPPs. The development of the recommendation lists followed the same proce-
dures as in the replication study and the original RCT described above. However, the
implementation of the lists differed somewhat from the first two field experiments;
namely, we requested partner programs to use the recommendation lists to recruit CMs
for all PSTs rather than just for those PSTs randomized to treatment.

We note that implementation of this quasi-experimental extension coincided with the
COVID-19 pandemic. Importantly, our outcome measure of interest—the evaluation
scores of the teachers who were recruited to serve as mentors—come from the prior
academic year, thus leaving them largely unaffected by the pandemic, with the exception
of the few teachers serving as mentors in our intervention year who would have been
observed in mid-March or later of the previous spring. However, the pandemic almost
certainly impacted which teachers chose (and perhaps which were recruited by pro-
grams) to serve as mentors, thus creating a contemporaneous shock that would bias any
estimates of the impact of our intervention. However, it is difficult to predict the sign of
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any such bias, given that we do not have any strong hypotheses as to how the pandemic
might have impacted teachers’ willingness to host PSTs. As a result, we simply point
out the pandemic as a note of caution and encourage the replication of our extension
study in more typical conditions.

Analytic Strategy

We leverage year-to-year, within-EPP changes in average CM instructional quality to
assess how receiving recommendation lists affected CM recruitment. In detail, we use
the following 2-level multilevel regression model with teachers nested in EPPs:

Yip ¼ b0 þ b1 � Treatp þ pp þ �ip

where Yip is the CM evaluation score for teacher i in EPP p. All evaluation scores are
standardized within year to have a mean of 0 and standard deviation of 1 to account
for statewide, year-to-year variation in teacher evaluation scores unrelated to our treat-
ment, thus de-trending outcome data. Treatyp is an indicator variable that takes the
value 1 when program p received recommendation lists during our quasi-experiment
and zero otherwise. pp are random intercepts for each program. Finally, �ip is the
residual term. The coefficient of interest is b1. We interpret this coefficient as the quasi-
experimental effect of receiving recommendation lists on the average instructional qual-
ity of recruited CMs when compared to historical CM recruitment efforts of the EPP.
The identifying assumption in these models is that EPPs would have continued with
their business-as-usual CM recruitment strategies in the absence of our intervention.
While this assumption is untestable, Figure 2 at least provides no evidence of a clear
and positive pre-trend in average CM instructional quality. Moreover, in separate analy-
ses, we ran regression models that included a linear trend for time to further explore
the extent to which possible trends in CM scores unrelated to our quasi-experiment
could explain our results. All coefficients for this linear trend were not significant and
small in magnitude (ß¼ 0.011, p > .05 for average CM observation ratings).
Additionally, a post-hoc test of significance cannot reject the null hypothesis that the
average CM observation ratings for the five CM cohorts recruited before the introduc-
tion of our recommendation lists are the same (F(4, 876) ¼ 1.77, p ¼ .133), underscor-
ing that we do not observe any trend prior to treatment.

The main limitation of this analytic approach is the absence of an untreated group
that we could use to evaluate the effects of unobserved confounders on CM instructional
quality for the quasi-experimental academic year. This information would have given us
the opportunity to use a difference-in-differences model rather than an interrupted time
series. However, CM-PST match information is not available for non-treated EPPs, so
this analysis is not feasible in this study.

Results

In this section, we begin by describing results from our original and replication MMR
field experiments. Afterwards, we describe results from our quasi-experimental extension
to three new programs.
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Study 1: Replicating (Cohort 2) the Original (Cohort 1) Field Experiment

Clinical Mentor Contrast between Treatment and Control Districts
Table 4 reports the contrast between treatment conditions on each component of the
recommendation index. This table has three panels. Panel A reports the combined
(Cohort 1 and Cohort 2) results, while Panels B and C report the results for Cohorts 1
and 2 broken apart. Across both years of implementation (Panel A), the use of the rec-
ommendation lists was able to produce large and statistically significant contrasts
between control and treatment CMs in terms of instructional effectiveness and experi-
ence. Contrasts were greater than 0.5 standard deviations across all three measures
(observation ratings, TVAAS, and experience).3 Comparing the results for the replica-
tion (Cohort 2) and original RCT (Cohort 1), we find that the experimental contrasts
obtained in the replication study appear to be larger in magnitude than those in the ori-
ginal RCT for observation ratings and experience and smaller for TVAAS. However,
these differences are not statistically significant. Together, these results suggest that
recruiting CMs using our recommendation lists increased the instructional effectiveness
and experience of the CM cohort and that these increases are reproducible over the
course of multiple years. Notably, as CM recruitment for Cohort 2 took place in 2019,
the results of this portion of our replication were entirely unaffected by the COVID
pandemic.

Figure 2. Event study of the effects of receiving a recommendation list on CMs’ observation ratings.
Notes. This figure reports the results of an interrupted time series analysis of the relationship between
recruiting clinical mentors using our recommendations lists on CMs’ average observation ratings. All
outcomes are standardized within each year using all teachers in the state. The dashed red line sepa-
rates the cohorts of mentors that were recruited using business-as-usual practices (on the left) from
those recruited with our recommendation lists (on the right). Each coefficients reports the average CM
standardized observation rating of the recruited cohort.

3The unadjusted contrast that excludes field fixed effects is similar in magnitude and significance level to the field-
effect adjusted estimate: d¼ 0.473, s.e. ¼ 0.097, p< .001, N¼ 145. Note that we exclude three mentors in singleton
requested field placements (i.e., placement subjects/levels for which only one CM was requested) for the main analyses.

JOURNAL OF RESEARCH ON EDUCATIONAL EFFECTIVENESS 13



Interaction Between the Replication Study and Original RCT. Table 5 summarizes
descriptive results from exploratory analyses of how the replication study and the ori-
ginal RCTmay have interacted with each other. Since the same set of districts were
randomized to receive the recommendation lists in two consecutive years, we can
explore how receiving the recommendation lists in the original RCT may have affected
CM recruitment in the replication study.4 We report on two sets of outcomes: overall
contrast on the recommendation index and contrast on CM percentiles on the teacher
distribution within a placement block (endorsement subject/level-by-county). While the
recommendation index is in standard deviation units and can help with comparison
with other work in this space, the percentiles offer a more concrete contextualization of
our results to the actual distribution of instructional quality and experience.

Reading Table 5 from top to bottom, we find that districts that were randomized to
receive recommendation lists in the original RCT but not in the replication study (i.e.,
Treatment/Control) do not appear to recruit more instructionally effective and experi-
enced CMs (during the replication study) than districts that never received recommen-
dation lists (i.e., Control/Control districts; the reference category). These findings
suggest that, since they no longer received recommendation lists in the replication study,
these districts mostly reverted to business-as-usual approaches during the replication
year and recruited similar mentors as districts that never received recommendation lists.

Districts that move from control to treatment between the two implementation years
appear to benefit the most from receiving the recommendation lists. We observe a differ-
ence between this group and the Control/Control group of 0.896 standard deviation units
on the recommendation index or 31.895 percentiles on the teacher distribution (p< .001).

Similarly, districts that received the recommendation lists two implementation years
in a row (i.e., Treatment/Treatment) continued to benefit from the recommendation
lists (during the replication study). We observe a difference between this group and the

Table 4. Contrast on mentor characteristics.
(1) (2) (3) (4) (5) (6)

Mean Control mean Treatment mean Diff Effect size p-Value

Panel A. Combined
Observation ratings 0.477 0.307 0.671 0.364 0.557 0.000
TVAAS 0.501 0.327 0.794 0.468 0.505 0.002
Years of experience 15.056 12.792 18.013 5.22 0.578 0.000
Recommendation index 0.458 0.273 0.717 0.443 0.749 0.000

Panel B. Cohort 1
Observation ratings 0.467 0.317 0.653 0.336 0.477 0.003
TVAAS 0.498 0.304 0.890 0.586 0.698 0.004
Years of experience 15.534 13.274 18.244 4.97 0.517 0.002
Recommendation index 0.470 0.307 0.722 0.415 0.687 0.000

Panel C. Cohort 2
Observation ratings 0.489 0.297 0.692 0.394 0.654 <0.001
TVAAS 0.504 0.347 0.701 0.354 0.350 0.121
Years of experience 14.512 12.296 17.757 5.461 0.645 <0.001
Recommendation index 0.445 0.238 0.711 0.473 0.808 <0.001

Notes. Joint chi square test for Panel A: v2 (4) ¼ 44.02, p< 0.001; Panel B: v2 (4) ¼ 23.64, p < .001; Panel C: v2 (4) ¼
29.77, p < .001. N¼ 359, 156 treatment and 144 control mentors.

4Note that we did not block randomization for receiving recommendation lists in the replication study using treatment
status from the original RCT. As a result, these analyses are exploratory in nature only, and we cannot interpret these
results causally.

14 M. RONFELDT ET AL.



Control/Control group of 0.558 standard deviation units on the recommendation index
or 25.003 percentiles on the teacher distribution (p< .001). This finding is consistent
with an explanation that repeated use of the recommendation lists did not fully exhaust
the untapped pool of instructionally effective and experienced teachers to serve as men-
tors; however, the somewhat tempered contrast may indicate slightly diminishing
returns over time, though a post-hoc test shows that the differences between estimates
for the Control/Treatment and Treatment/Treatment groups are not statistically signifi-
cant (d¼ 0.337, F(1, 18) ¼ 3.44, p ¼ .080 for recommendation index and d¼ 6.89, F(1,
18) ¼ 1.33, p ¼ .265 for percentiles).

Treatment Effects on Pre-Service Teacher Self-Reported Survey Outcomes
Table 6 reports estimates of treatment effects on PST self-reported survey outcomes,
comparing PSTs who completed their clinical experiences in districts that were random-
ized to receive recommendation lists with PSTs who completed their clinical
experiences in districts that recruited CMs following their business-as-usual recruitment
strategies.

We report three survey-based outcomes categories—feelings of readiness, mentoring
frequency and mentoring satisfaction—each with its own panel in Table 6. We report
the estimates combining Cohorts 1 and 2 in Column 1, the original RCT (Cohort 1) in
column 2, and the replication RCT (Cohort 2) in column 3. All estimates include fixed
effects for clinical placement area (requested grade level/subject) and cluster standard
errors at the district level.

We notice two main takeaways. First, across years, PSTs who completed their clinical
placements in treated districts reported feeling more ready to teach than their peers in
control districts. These results are consistent for the overall feelings of readiness factor
and its twosub-factors, readiness in questioning skills and readiness in other instruc-
tional skills. Compared to the original RCT, though, these differences are smaller in
magnitude and not statistically significant in the replication study. However, we again
point out that survey data collection for the replication study happened during April
and May 2020, which coincided with the first month of online instruction resulting
from the school closures due to COVID-19. It is likely, though not the only possible
explanation, that PSTs’ feelings of readiness might be more sensitive to these changes in

Table 5. Interaction between implementation years.
(1) (2)

Recommendation index Recommendation percentile

Treatment/Control 0.142 7.981
(0.144) (6.073)

Control/Treatment 0.896��� 31.895���
(0.187) (6.508)

Treatment/Treatment 0.558��� 25.003���
(0.136) (5.215)

Observations 119 119
R2 0.297 0.300
Adjusted R2 0.210 0.213

Notes. Coefficients report differences from districts that never received recommendation lists (Control/Control). Standard
errors in parentheses. ���p< .001.
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teaching format and the general effects of COVID-19 related life changes than to treat-
ment, perhaps overriding any effects of the lists themselves.

Second, we find no significant differences between conditions in terms of PSTs’
reports about the amount or quality of mentoring they received. Overall and in each
year of implementation, there were no significant differences between control and treat-
ment PSTs in terms of the frequency of mentoring (overall, common, data-driven, and
collaborative) they experienced. There were also no differences in PSTs’ overall satisfac-
tion with the coaching they received, their assessment of the support and feedback
offered by their CMs, and the balance of autonomy and support their CMs provided.
Though all coefficients are non-significant, those on mentoring frequency measures col-
lectively tended to trend positive, while those on coaching satisfaction/quality measures
tended to trend negative.

Treatment Effects on Clinical Mentor Self-Reported Survey Outcomes
Table 7 reports the contrast in self-reported survey outcomes between CMs in districts
that were randomized to receive recommendation lists and CMs in districts following
business-as-usual recruitment strategies. The columns in this table follow the same
structure as the one described above for Table 6.

Across years and measures, there were no significant differences between control and
treatment CMs in terms of the frequency of mentoring practices they reported offering
their PSTs. Treatment CMs tend to report somewhat more frequent mentoring, but dif-
ferences are non-significant.

Table 6. Treatment effects on self-reported pre-service teacher surveys.
(1) (2) (3)

Combined Cohort 1 Cohort 2

Panel A: Feelings of readiness
Feeling of readiness – teaching skills 0.463� 0.593�� 0.250

(0.198) (0.226) (0.227)
Readiness in questioning skills 0.478� 0.637�� 0.235

(0.186) (0.230) (0.217)
Readiness in other instructional skills 0.448� 0.548� 0.266

(0.216) (0.225) (0.280)
Panel B: Mentoring frequency
Mentoring frequency 0.148 0.181 0.100

(0.125) (0.147) (0.198)
Common mentoring practices 0.172 0.143 0.187

(0.139) (0.184) (0.192)
Data-driven mentoring practices 0.213 0.236 0.197

(0.153) (0.201) (0.202)
Collaborative coaching practices 0.107 0.205þ −0.063

(0.120) (0.111) (0.275)
Modeling coaching practices 0.101 0.141 0.080

(0.141) (0.186) (0.206)
Panel C: Mentoring satisfaction
Coaching satisfaction −0.106 −0.143 0.018

(0.121) (0.171) (0.193)
Support and feedback −0.131 −0.181 −0.017

(0.126) (0.170) (0.207)
Autonomy and encouragement −0.081 −0.105 0.052

(0.121) (0.179) (0.188)

Notes. This table reports treatment effects on outcomes from the PSTs’ post-survey. All regressions include field placements
fixed effects. Standard errors clustered at the district by subject block in parentheses. þp< .10; �p< .05; ��p< .01.
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As mentioned in the methods section, we observe some differences between PSTs and
CMs who responded and did not respond to our surveys. As a robustness check, we included
PST and CM characteristics in our models. We find qualitatively similar results between the
models with and without these control variables. These results are available upon request.

Treatment Effects on Clinical Assessment Scores
In Table 8, we report treatment effects of the initiative on PSTs’ instructional effectiveness
as measured by the clinical assessment ratings completed by their field supervisors and
CMs during student teaching. The columns follow the same progression as in prior tables.

Beginning with the combined results (across Cohorts 1 and 2), we find that PSTs
assigned to treatment CMs were rated as significantly more instructionally effective than
PSTs assigned to control CMs. Estimates were nearly identical across all three domains
of teaching captured on the clinical assessment rubric. Unlike for survey outcomes,
though, differences were greater for Cohort 2 than for Cohort 1; in fact, coefficients on
the latter are non-significant.

When we separate the treatment effects between field supervisor and CM ratings (see
Appendix Table 2), we notice that the treatment effect is larger in magnitude and only stat-
istically significant for CMs, though the non-significant coefficients for field supervisors
are still positive. It is worth noting that our estimate for field supervisor ratings is some-
what less precise for Cohort 2 than for Cohort 1, as clinical placements were cut short due
to COVID-19, making it impossible for nearly all field supervisors to complete their
second set of clinical evaluations and substantially reducing the number of observations.

Treatment Effects on Employment Rates and Observation Ratings
Finally, we follow both cohorts of PSTs into the workforce to observe their employment
rates and TEAM observation ratings. It is worth noting here that Cohort 1 entered the job
market in fall 2019, while Cohort 2 entered the job market in fall 2020. Since Tennessee
suspended its teacher evaluation system for the 2020–2021 school year in response to the
COVID-19 pandemic, we only have observation ratings for the first cohort.

Table 9 reports the contrast in the employment rates and instructional effectiveness—
as measured by first-year observation ratings—of treatment and control PSTs. There
were no significant differences between PSTs who had been mentored by treatment

Table 7. Treatment effects on clinical mentor self-reported survey outcomes.
(1) (2) (3)

Combined Cohort 1 Cohort 2

Frequency of mentoring practices 0.111 0.058 0.231
(0.186) (0.207) (0.326)

Debriefing 0.276 0.283 0.267
(0.195) (0.220) (0.343)

Developing practice −0.010 −0.101 0.244
(0.149) (0.155) (0.308)

Collaborative coaching practices 0.075 0.002 0.181
(0.194) (0.215) (0.360)

Coaching frequency in instruction domain 0.204þ 0.190 0.177
(0.117) (0.149) (0.390)

Notes. This table reports the treatment effects on CMs’ mentoring survey. All regressions include field placements fixed
effects. Standard errors clustered at the district level in parentheses. þp < .10.
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CMs (i.e., those recruited using the recommendation lists) and those mentored by con-
trol CMs (i.e., those recruited using business-as-usual recruitment practices) on either
employment rates or observation ratings. Though not statistically significant, outcomes
consistently trended positive across measures, suggesting employment rates and observa-
tion ratings may have been slightly stronger for treatment graduates.5

Study 2: Quasi-Experimental Extension to New Programs

We report the results of our quasi-experimental extension with three new EPPs in
Table 10. In this table, the constant represents the average CM observation rating in
these EPPs during the pretreatment period, while the list use coefficients represent the
differences in CM observation ratings for the academic year during which CMs were
recruited using the recommendation lists.

During the year in which partner programs’ leadership received recommendation
lists, they recruited CMs whose observation ratings were significantly greater by 0.226
standard deviations (p< .01) than in prior years when they did not have access to rec-
ommendation lists. Scanning the other four columns of this table, we observe some het-
erogeneity in the point estimate for specific subdomains of the teacher observation
rubric, with the biggest effect concentrated in CMs’ planning domain scores (ß¼ 0.244,
p< .01) and the smallest effect on CMs’ environment domain scores (ß¼ 0.101,
p< .10). Notably, effect sizes are similar in magnitude to the experimental results that
we observed for the implementation of the first two cohorts of the initiative. This could
suggest that the effects of having access to recommendation lists are stable across kinds
of EPPs and do not diminish when EPPs receive minimal oversight or guidance regard-
ing how to use the lists.

Discussion

This paper reports on a series of studies meant to improve the instructional effectiveness
and experience of teachers who serve as CMs by using historical administrative data to
guide recruitment. We show through the original (Cohort 1) and reproduction (Cohort
2) field experiments with the same program (TTU) that partner districts randomly

Table 8. Treatment effects on clinical assessment scores.
(1) (2) (3)

Combined Cohort 1 Cohort 2

Treatment 0.216�� 0.171 0.319��
(0.083) (0.106) (0.122)

Constant −0.379 −0.127 −0.458
(0.323) (0.605) (0.361)

Observations 1157 676 481

Notes. This table reports treatment effects on PSTs’ clinical assessment scores. All
models are multilevel mixed effects models that include random effects for PST, field
placement fixed effects, and controls for observation ordinal position. Standard
errors in parentheses. ��p< .01.

5As only about 80% of the PSTs in Cohort 1 ended up employed in Tennessee, we have even more reduced power to
precisely estimate the impacts of the initiative on observation ratings.
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assigned to receive the recommendation lists were able to recruit CMs who had
significantly and meaningfully greater observation ratings, TVAAS scores, and years of
experience (by 0.5 standard deviation units across measures) than districts using busi-
ness-as-usual recruitment practices. Though field experiments often fail to replicate, this
initiative successfully produced a treatment contrast of similar magnitudes across years
of implementation. Even districts that received the recommendation lists two years in a
row were able to recruit substantially more experienced and instructionally effective
CMs for Cohort 2, suggesting that the pool of experienced and effective teachers is large
enough to implement the initiative successfully in consecutive years. Districts that previ-
ously but no longer received lists appeared to mostly revert to business-as-usual practi-
ces, implying the importance of continued access to a ranking of recommended
mentors.

Meanwhile, results from the quasi-experimental extension study indicate that these
effects can translate beyond the initial partner program, illustrating that the use of rec-
ommendation lists has the potential to increase the instructional effectiveness of teachers
serving as CMs across a variety of types of programs. Importantly, this implementation
was carried out with little guidance or oversight on the part of the research team or
partners at the TDoE, suggesting that merely providing recommendation lists, even
without much management or support, can increase the quality of the CM pool. It was
also carried out during the pandemic, providing both a note of caution about validity
and a possible testament to the robustness of our intervention to unpredictable external
shocks. These results illustrate that scaled-up use of recommendation lists across many

Table 9. Treatment effects on workforce outcomes.
(1) (2) (3) (4)

Employment

Observation ratingsCombined Cohort 1 Cohort 2

Treatment 0.066 0.045 0.100 0.096
(0.046) (0.058) (0.070) (0.144)

Constant 0.768��� 0.786��� 0.644��� 3.530���
(0.037) (0.045) (0.043) (0.092)

Field fixed effect Yes No No Yes
Year fixed effect Yes No No No
Observations 299 152 144 71
R2 0.162 0.099 0.224 0.102
Adjusted R2 0.108 0.014 0.152 −0.031
Notes. This table reports the effects of receiving the recommendation lists on PSTs’ employment and teacher evaluation
outcomes. All models are multilevel mixed effects models that include random effects for educator preparation pro-
grams. Clustered standard errors at the district level in parentheses. ���p< .001.

Table 10. Interrupted time series results on clinical mentor instructional quality.
(1) (2) (3) (4)
OR Instr. Env Plan

Treatment 0.226��� 0.233�� 0.101 0.244��
(0.068) (0.075) (0.068) (0.082)

Constant 0.441��� 0.442��� 0.419��� 0.344���
(0.075) (0.068) (0.073) (0.038)

Observations 1009 1001 987 994

Notes. This table reports the effects of receiving the recommendation lists on CMs’ average observation ratings and sub-
domains of the teacher observation rubric. All models are multilevel mixed effects models that include random effects
for educator preparation programs. Clustered standard errors at the district level in parentheses. ��p< .01; ���p< .001.
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programs is a promising low-cost, low-impact approach to improving clinical prepar-
ation across the state.

The original and replication field experiments with TTU also demonstrate that
increasing the instructional effectiveness and experience of CMs has positive down-
stream effects on the PSTs they mentor. In particular, PSTs who were mentored by
CMs reported feeling better prepared to teach and received higher clinical assessment
scores during student teaching, which suggest that the intervention had a positive
impact on their observed instructional effectiveness during student teaching. These
results are not only consistent with effects found by Ronfeldt et al. (2018) and
Goldhaber et al. (2022) but also more clearly demonstrate that these positive effects are
driven solely by CM characteristics, rather than in tandem with field placement school
characteristics. In other words, these results are the strongest to date that learning to
teach with more instructionally effective and experienced CMs causes PSTs to be more
instructionally effective themselves. These findings add to the large and still growing
body of evidence that support policies, like those in Tennessee, that set minimum
requirements in levels of instructional effectiveness for teachers to serve as CMs.

Notably, the positive effects on clinical assessment scores are mostly driven by mentor
teacher ratings, while we do not observe a consistent treatment effect on field supervisor
ratings. The fact that CM ratings appear to drive more of these treatment effects may raise
some concern since CM recruitment is central to the intervention. In particular, there are
two concerns we must consider. First, treatment CMs could have become aware of their
treatment status and, as a result, rated more leniently. Second, more instructionally effect-
ive CMs (i.e., those in treatment) may simply be more lenient raters in general. We believe
that neither of these explanations is likely. As to the former, we designed the intervention
such that only recruiters were aware of the intervention, requesting that they ensure CMs
remain blind to their condition and to the purpose of the intervention, which, according
to all correspondences, was in fact the case. Regarding the latter, the only existing study on
this topic suggests the opposite to be true—namely, that more instructionally effective
CMs are actually harsher raters (Goldhaber et al., 2022). All these explanations, though,
are speculative and in need of further study.

Analyses of employment and teacher observation ratings, though limited by sample
constraints in part brought on by the pandemic (i.e., the absence of observation ratings
for Cohort 2), are consistent directionally with our hypotheses and with clinical assess-
ment results. Though differences were small in magnitude and not statistically signifi-
cant, we find that PSTs in the treatment condition were slightly more likely to be
employed in the state and to receive higher average observation ratings. Future research
should reproduce this initiative across more programs and years to achieve adequate
statistical power and test whether observed trends represent real effects or not.

In the quasi-experimental extension study with three new programs, we cannot con-
firm whether these increases in the quality of the CM pool among scale-up EPPs are
substantial enough to translate into impacts on PST instructional effectiveness.
However, prior work (Ronfeldt et al., 2018a) found that a standard-deviation increase in
CM observation ratings correlates with an increase of between 0.10 and 0.15 standard
deviations in PST observation ratings. At this rate, we would expect placement with a
CM recruited under the use of the recommendation lists to produce an increase of

20 M. RONFELDT ET AL.



between 0.02 and 0.03 standard deviation units in PST ORs (roughly equivalent to
between 15 and 20% of the growth observed during the first year of teaching). However,
future work should test this observation more formally rather than relying on back-of-
the-envelope calculations.

While the evidence points to consistently positive impacts on the instructional effect-
iveness and experience of CMs and likely positive impacts on the outcomes of their
PSTs, a final and critical direction of future inquiry involves how this intervention may
have had unintended consequences on other less directly implicated CM and PST char-
acteristics. One such potential repercussion involves how the use of recommendation
lists might impact the racial and gender diversity of the CM pool. Teachers of color and
men make up less than one-fourth of the teaching workforce generally (Carver-Thomas,
2018) and an even a smaller share of the CM pool specifically (Ronfeldt et al., 2018a).
Since the MMR algorithm depends upon teachers’ observation ratings, which tend to be
lower for teacher of color and for men (Campbell, 2020; Grissom & Bartanen, 2022), it
is logical to worry that its implementation could result in the over-recruitment of White
women to serve as CMs.

Our studies were not explicitly designed to identify the generalizable effects of this
intervention on CM diversity, especially given the racial and gender homogeneity of
CMs at our partner programs. However, we are able to initially explore how the demo-
graphics of the CM pool differed between districts (or programs) with lists and those
using business as usual practices. In Appendix Table 3, we consider the effects of the
intervention on CM race and gender using our same analytic strategies; columns (1) –
(3) explore impacts at our primary partner program in both implementation years, while
column (4) investigates effects for the three new programs in our extension study.
Across columns, we find no significant effects of the intervention on CM race. Effects
on gender are less consistent; the intervention appears to increase the proportion of
male CMs for Cohort 1 (column 2) but has the opposite effect (i.e., more female CMs)
for the extension programs (column 4). Overall, the effects of the intervention on racial
and gender diversity are unclear among our partner programs, and we caution against
interpreting these preliminary analyses as evidence for the presence or absence of any
biases in the algorithmic development of recommendation lists.6 More research is
needed to further interrogate the impacts of this intervention (or similar ones) on CM
racial and gender diversity given the importance of diversifying our teaching workforce
and those who mentor them.

Despite their limitations, including the unforeseeable impact of the COVID-19 pan-
demic, our studies offer examples of the affordances of conducting rigorous experimental
research in teacher education, including efforts to replicate and scale up the initial promis-
ing results of an RCT. Following best practice recommendations (Makel & Plucker, 2014;

6Although there are no observed effects on CM race using our preferred models, preliminary analyses using t-tests (i.e.,
not regression adjusted) revealed significant effects for the extension study involving three new programs. Specifically,
82 percent of CMs were White prior to the intervention, as compared with 90 percent following the intervention. This
was driven largely by one program which, prior to the intervention, had a CM pool that was the most racially diverse,
recruiting 49 percent CMs of color on average. However, in the year following the intervention (2020–21), all twelve
CMs were White. It is important to underscore, though, that this same program had a dramatic decline in cohort size
from 2020 (N¼ 70) to 2021, and that the other two programs, in which enrollment was more stable, saw no significant
impacts on CM race, raising questions about whether the impact at this one program was related to the pandemic.
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Steiner et al., 2019; Wong & Steiner, 2018), we designed and implemented the two studies
reported in this paper to build upon the initial RCT. This allowed us to integrate the rep-
lication and scale-up efforts into the initial planning with our research partners and par-
ticipants, thus reducing the research and implementation effort that a separate replication
study would have required; at the same time, our replication claims were strengthened by
a new quasi-experimental extension involving different EPPs in new labor markets. We
believe both studies provide illustrations of the promise of designing and executing field
experiments across multiple implementation years and settings in order to assess the sta-
bility and generalizability of positive early findings.
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Appendix A

Table A1. Comparison of survey respondents and non-respondents.
(1) (2) (3) (4) (5) (6) (7) (8)

mean non-resp Resp Diff E.S. p-value N Non-Resp N Resp

Panel A. PST Pre-Survey
Woman 0.868 0.821 0.898 0.078 0.239 0.047 114 176
White 0.975 0.958 0.986 0.028 0.192 0.111 114 176
Current GPA 3.560 3.512 3.591 0.080 0.230 0.056 114 176
ACT 22.81 22.72 22.86 0.141 0.053 0.661 111 171
Praxis 168.7 167.1 169.5 2.475 0.260 0.054 86 156

Panel B. PST post-survey
Woman 0.868 0.846 0.902 0.056 0.171 0.154 176 114
White 0.975 0.965 0.990 0.025 0.168 0.161 176 114
Current GPA 3.560 3.511 3.636 0.125 0.365 0.003 176 114
ACT 22.81 22.76 22.87 0.103 0.039 0.748 171 111
Praxis 168.7 168.0 169.5 1.499 0.157 0.230 141 101

Panel C. Mentor survey
Rec Index 0.504 0.473 0.526 0.053 0.084 0.472 124 176
OR (Std) 0.496 0.488 0.502 0.015 0.022 0.854 124 176
TVAAS 0.576 0.503 0.622 0.120 0.125 0.450 59 93
Experience (Std) 0.442 0.396 0.474 0.078 0.075 0.522 124 176

Notes. Effect sizes are calculated as the “covariate-adjusted mean difference divided by the unadjusted pooled within-
group SD” (What Works Clearinghouse, 2017, p. E-4). Panel A v2 (5) ¼ 8.724, p ¼ .121; Panel B v2 (5) ¼ 11.874, p ¼
.037; Panel C v2 (4) ¼ 0.912, p ¼ .923.

Table A2. Treatment effects on clinical assessment scores by rater.
(1) (2) (3) (4) (5)

Combined
Cohort 1 Cohort 2

Supervisors Mentors Supervisors Mentors

Treatment 0.216�� 0.114 0.265þ 0.185 0.421��
(0.083) (0.117) (0.148) (0.139) (0.149)

Constant −0.379 −0.190 0.127 0.010 −0.856þ
(0.323) (0.665) (0.836) (0.399) (0.452)

Observations 1157 408 268 202 279

Notes. This table reports treatment effects on PSTs’ clinical assessment scores. All models are multilevel mixed effects
models that include random effects for PST, field placement fixed effects, and controls for observation ordinal position.
Standard errors in parentheses. þp < .10; �p < .05; ��p < .01; ���p < .001.

Table A3. Treatment effects on CM race and gender.
(1) (2) (3) (4)

Primary partner program (“replication”)

Combined Cohort 1 Cohort 2 “Extension”

Panel A. Proportion of white mentors
Treatment 0.010 0.022 0.000 0.030

(0.010) (0.021) (.) (0.031)
Constant 0.971��� 0.962��� 1.000 0.792���

(0.012) (0.017) (.) (0.104)
Observations 298 152 143 1086
Panel B. Proportion of women mentors
Treatment −0.022 −0.093��� 0.052 0.055

(0.027) (0.024) (0.043) (0.034)
Constant 0.880��� 0.917��� 0.849��� 0.809���

(0.027) (0.009) (0.038) (0.013)
Observations 299 152 144 1086
Field Fixed Effect Yes Yes Yes No
Year Fixed Effect Yes No No No
Linear Time Trend No No No No

Notes. This table reports the effects of receiving the recommendation lists on CTs’ race and gender. Models involving
our primary partner program are OLS regressions with fixed effects as noted above, while analyses of the extension pro-
grams involve multilevel mixed effects models that include random effects for educator preparation programs. Clustered
standard errors at the district level in parentheses. ���p < .001.
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