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METHODOLOGICAL STUDIES

A Knowledge Mobilization Framework: Toward Evidence-
Based Statistical Communication Practices in Education
Research

Kaitlyn G. Fitzgeralda and Elizabeth Tiptonb

aMathematics, Physics, and Statistics, Azusa Pacific University, Azusa, California, USA; bStatistics,
Northwestern University, Evanston, Illinois, USA

ABSTRACT
The evidence-based decision-making movement often assumes that
once evidence is available (e.g., via the What Works Clearinghouse),
decision-makers will integrate it into their practice. Research-practice
partnership studies have shown this is not always true. In this paper,
we argue that instead of assuming research will be useful and used,
we should directly study strategies for disseminating evidence and
mobilizing knowledge. We present a framework for organizing know-
ledge mobilization research into three facets: (1) examining norms
embedded in evidence we communicate, (2) descriptively understand-
ing how decision-makers reason about this evidence as well as their
varied decision-making needs, and (3) prescriptively developing and
evaluating communication strategies that facilitate better use of
evidence by decision-makers. We delineate this three-faceted
framework—normative, descriptive, prescriptive—and demonstrate how
it considers the perspectives and priorities of both researchers and
decision-makers. Focusing on a case study—of how statistical
evidence is conveyed by clearinghouses—we point to existing
evidence in education and other fields such as data visualization and
cognitive psychology that should inform our communication practices
and identify areas where further knowledge mobilization research is
needed.
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Since the founding of the Institute of Education Sciences (IES) in 2002, the field of edu-
cation research has seen impressive progress in its efforts to understand which interven-
tions can effectively improve student outcomes. This success can be seen in the rise of
high-quality causal studies—including both randomized trials and strong quasi-
experiments—in the field. Over the past twenty years, for example, IES alone has funded
over 400 efficacy and effectiveness studies testing interventions in schools in the United
States. Internationally, funders like the Education Endowment Foundation (EEF), the
World Bank, The Abdul Latif Jameel Poverty Action Lab (J-PAL), and others have
funded hundreds more such studies. As Judy Singer noted, high-quality causal inference
studies have become the “normal science” in much of education research (Singer, 2019).
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Over time, researchers focused on Research-Practice Partnerships (RPPs) have
called in to question if this evidence is useful and used in actual education decision-
making. In a nationally representative sample of school district leaders, Penuel et al.
(2017) showed that over 50% of leaders never or only rarely consulted either the
What Works Clearinghouse or Regional Education Laboratories (both housed in NCEE
within IES) when making curricular decisions in schools. Instead, those studying
RPPs have shown that decision-makers are often in need of information that is more
robust and detailed than that provided by clearinghouses, thus leading them to turn
to original research articles instead. For example, in addition to effect size and cost,
decision-makers need information on the comparison conditions studied, how well
the intervention is able to be implemented, if the intervention can be adapted to local
contexts, and the underlying logic and theory of the intervention (e.g., Coburn et al.,
2021; Farley-Ripple et al., 2018; Farrell et al., 2022; Penuel et al., 2018). More gener-
ally, this and other research suggests that relative to researchers, education decision-
makers put far higher weight on issues of external validity than internal validity
(Nakajima, 2021; Vivalt et al., 2022).

This disconnect between research and practice has not gone unnoticed by the causal
community in education, including IES and related organizations. For example, over
time IES has increased requirements for both generalizability and dissemination (e.g.,
RFA, Institute of Education Sciences, 2022). The EEF has focused efforts on improving
how clearinghouses convey evidence (e.g., Teaching and Learning Toolkit, Education
Endowment Foundation, n.d.). These concerns can also be seen in the themes of SREE’s
annual meetings, which between 2016 and 2021 focused on knowledge mobilization,
translation, relevance, and practice.1 During this same period, SREE also increased
efforts to incorporate education practitioners and decision-makers into the conference
with the addition of practitioner co-chairs and new conference tracts (Society for
Research on Educational Effectiveness, n.d.). Similarly, AERA’s annual convention has
convened sessions on the barriers to data-based decision-making in education, resulting
in enhanced efforts to build capacity for data literacy and data use by educators
(Mandinach & Gummer, 2016; Mandinach & Schildkamp, 2021)

In response to these same concerns with the “use and usefulness of education
research,” the 2022 National Academies of Science, Engineering, and Medicine report
on the “Future of IES” proposed knowledge mobilization as one of five types of research
necessary for the field to become more equitable and responsive to the needs of US edu-
cational organizations and decision-makers (National Academies of Sciences et al.,
2022). The report highlights questions that knowledge mobilization studies should
attempt to answer, including:

how schools and decision-makers identify problems and develop solutions; which
interventions, curricula, and programs are currently used in schools; how to get promising
evidence into their hands; how educational leaders harness that evidence to guide action;

1Recent conference themes: Lost in Translation: Building Pathways from Knowledge to Action (2016); Expanding the
Toolkit: Maximizing Relevance, Effectiveness and Rigor in Education Research (2017); The Evidence Behind Evidence Use:
When Does Education Research Inform Practice? (2018); Tensions and Trade-offs: Responding to Diverse Demands for
Evidence (2019); Practical Significance and Meaningful Effects: Learning and Communicating What Matters (2020); The
Fierce Urgency of Knowledge: Education Evidence for Reimagining and Reckoning (2021).
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and what conditions support educational leaders to use research more centrally and
substantively in their decision making. ([Bolding added]; National Academies of Sciences
et al., 2022; Farley-Ripple et al., 2018; Jackson, 2022)

Importantly, the National Academies report makes clear that its call is not just for a
renewed focus on knowledge mobilization efforts but for an investment in knowledge
mobilization as a program of research in and of itself, proposing that “strategies to
mobilize knowledge be studied directly” and asserting a need for “developing and testing
robust strategies to foster the use of research in varied contexts.” The report echoes a
similar call in Conaway (2021) stating that “IES should prioritize research on research
use itself.”

But how might this field of knowledge mobilization studies be structured? In this
paper, we argue that the field might benefit from structuring itself around a decision-
making taxonomy put forth by Bell et al. (1988) and adapted to statistical cognition
by Beyth-Marom et al. (2008). In this paper, we adapt the taxonomy further to delin-
eate three facets of knowledge mobilization research in education—normative, descrip-
tive, and prescriptive—and discuss their ideal interdependence on one another. We
identify areas of research where normative, descriptive, and prescriptive work relevant
to knowledge mobilization in education is currently being conducted and where there
are gaps. Similar to the field of statistical cognition (Beyth-Marom et al., 2008), often
these three facets are being studied in disparate places (in our case both inside and
outside of education), and by different researchers in different fields, who publish in
different journals.

In order to situate and illustrate the usefulness of this framework, we focus on one
narrow aspect of knowledge mobilization in education: the communication of statis-
tical evidence. We do so not because we believe this to be the only or even most
important part of decision-making in education—though we do believe it is essen-
tial—but because it is our own area of research. Here we heed the National
Academies call for knowledge mobilization studies to be conducted and “owned” by
all topic areas and fields (National Academies of Sciences et al., 2022). As such, we
seek to develop a framework for answering questions such as, “How should statistical
evidence be reported and conveyed to facilitate evidence-based decision-making by edu-
cation practitioners and policy makers?” Answering this question, we show, will
require connecting research across a range of fields, from statistics to cognitive psych-
ology to human-computer interaction.

In the following section we introduce the framework and the types of questions the
three facets attempt to answer. In the Section “Normative, Descriptive, and Prescriptive
Research,” we point to other literatures the education research community can draw
from (e.g., cognitive science, data visualization) in establishing this area of knowledge
mobilization research and further illustrate the framework by identifying existing nor-
mative, descriptive, and prescriptive research relevant to communicating statistical evi-
dence in education. We then discuss the integration of the three facets and how to
create healthy feedback loops in which the mobilization of knowledge is not a linear
process but rather each facet is mutually informed by the others. We conclude with a
discussion.
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A Framework for Statistical Decision Making

Recall our question: How should statistical evidence be reported and conveyed to facilitate
evidence-based decision-making by education practitioners and policy makers? To provide
a robust framework for tackling this question, we utilize a decision-making taxonomy
proposed by Bell et al. (1988). Beyth-Marom et al. (2008) adapted the taxonomy for
statistical cognition, and we adapt it further for decision-making from statistical evi-
dence in education research more specifically. The taxonomy can be used to divide
research on knowledge mobilization in education into three types:

� Normative: How should education decision-makers evaluate statistical
evidence?

� Descriptive: How do education decision-makers evaluate statistical evidence?
� Prescriptive: How can we help education decision-makers make better evalu-

ations of statistical evidence?

We begin here with the normative component since it is how researchers naturally
approach the dissemination and reporting of research. Statistical methods bring with
them encoded logics and definitions (norms) regarding the appropriate way people
should evaluate the statistical evidence presented. These norms guide what is included in
the usual quantitative summaries of research findings, such as effect sizes, standard
errors, p values, and/or confidence intervals. For example, the findings of intervention
studies are typically reported in terms of effect sizes, since doing so allows comparisons
across studies and places less emphasis on statistical significance (p values).

Descriptive questions focus their attention not on norms or intentions of researchers
generating the evidence but on users of such evidence. That is, descriptive research seeks
to understand how education decision-makers make sense of the statistical evidence
researchers provide for them. For example, how do decision-makers interpret effect sizes
and statistical significance? How do effect sizes and p values affect how they interpret
the efficacy of an intervention? Often, there is a gap between the descriptive and norma-
tive use of statistical evidence, between how people do reason about the evidence and
how experts believe they should reason about the evidence. We will demonstrate several
examples of this type of gap in reasoning throughout the paper.

Finally, prescriptive research is concerned with developing and testing strategies and
mediums of statistical communication that would close that gap and help people reason
well (i.e., normatively) about statistical evidence. This includes—but is not limited to—
effective data visualizations and dashboards as well as design of training programs,
courses, and workshops to enhance data and statistical literacy among education deci-
sion-makers.

To further illustrate the normative, descriptive, and prescriptive facets in the educa-
tion research context, let us consider a concrete example regarding clearinghouses. Here
we have selected an intervention, Cognitive Tutor Algebra I, which has been evaluated
by five studies that meet WWC standards. The summary of this evidence as presented
by the WWC can be seen in Figure 1 (Institute of Education Sciences, What Works
Clearinghouse, 2021). There are three ways of approaching and studying this particular
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knowledge mobilization problem—how should decision-makers reason about the evi-
dence from the five studies (normative); how do decision-makers reason about the evi-
dence presented (descriptive); and how can the evidence be communicated more
effectively (prescriptive)?

Normative questions in this context ask—how should people reason about a collection
of studies? What’s the appropriate way to make sense of the 6 lines of research presented
in Figure 1? It is important to keep in mind that Figure 1 was itself created by research-
ers and reflects many normative ideas about how these findings should be interpreted.
At the top, a meta-analytic effect size (4 points) is provided that summarizes the five
studies below it. In doing so, the WWC is following norms from statistical methodology
that have established meta-analysis as the gold-standard for evidence synthesis. Since
this summary statistic is inverse variance weighted, statistical theory establishes that it is
the most precise and accurate estimate of the average effect of the intervention. Thus,
statistical norms indicate that the appropriate way to reason about the evidence is by
trusting the meta-analytic summary effect more than any single estimate below it. An
expert might also note that each of the effect sizes below (3, 15, 19 points) are all in the
same direction, indicating that the effects vary some, but only in magnitude not direc-
tion. Additional normative ideas are embedded in the effect size metric reported—the
improvement index—which is based upon an argument (by researchers) that this index
is easier to interpret than other indices of effect size. Finally, normative ideas can also
be found in what is not reported here. For example, Figure 1 only includes studies that
have met criteria for high quality evidence as determined by the WWC; these criteria
focus on ensuring high internal validity. While sample size is reported, other features of
the study sample are not, which reflects the fact that external validity often matters less
to the researchers behind this design than internal validity. All of these decisions about
what and how statistical evidence gets reported reflect the implicit norms researchers
hold regarding the appropriate way to reason about the evidence.

In contrast, descriptive research here would be concerned with understanding how
education decision-makers reason about and interpret Figure 1. How do they reason
about a collection of studies? How do they make sense of the 6 lines of research

Figure 1. Example evidence from What Works Clearinghouse.
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presented here? Do they primarily consider the summary of the evidence (Index of 4),
or do they make ad hoc judgments and syntheses of the 5 individual studies? How do
they consider studies not included here? How do they interpret the improvement index?
Do they favor more recent studies or authors with whom they are familiar? Do they
search for ways to examine sample characteristics to determine contexts “like” theirs? If
so, do they ignore the rest of the evidence in favor of only the study most like theirs, or
do they integrate all the information in some way? Importantly, notice here that
“decision-makers” may be a heterogeneous group and that the answers to these ques-
tions might be different for government officials than for school district curriculum
experts, for example.

One of the advantages of this framework is considering the normative and descriptive
facets in concert with one another, so that a natural question then becomes: is there a
gap between the two? For example, researchers may be emphasizing effect sizes—
because they find them more interpretable and valid—yet decision-makers may not, and
thus may be relying on p values. Or alternatively, decision-makers may be informally
trying to determine variation in effect sizes—because they worry about how much an
intervention effect depends upon context—and yet no such summary statistic is pro-
vided by researchers. Here it is important to keep in mind that these differences
between intended use and actual use of an information display are not always a result
of decision-maker misunderstanding. Such gaps can also result when researchers misun-
derstand the information needed for decision-making.

The linchpin of an effective knowledge mobilization enterprise is both to identify
these gaps and then to conduct prescriptive research that asks: what are effective strat-
egies and means of communication to bridge the gap between the normative and the
descriptive? What dashboards and visualizations might facilitate better decision-making
by practitioners? What information should be included in those dashboards and visual-
izations, and how should it be presented? Importantly, bridging this gap is not simply
about moving decision-makers in line with the priorities of researchers. For example, if
the judgments and priorities of researchers (e.g., internal validity) are not in line with
those of decision-makers (e.g., external validity) it may be that an effective intervention
changes practices for both groups. It may be that sample size and effect size reporting
(as in Figure 1) does not fully attend to heterogeneous decision-making needs, and
instead communication strategies should be developed and evaluated that illuminate
who comprised a sample and to what extent the results are relevant to a particular
subgroup.

Underlying the call to knowledge mobilization research is a desire—as an evidence-
based field—to be more evidence-based in our own practices as education researchers.
We believe the normative, descriptive, prescriptive taxonomy provides a useful frame-
work for highlighting what evidence should inform how we collectively set to the task
of communication of statistical evidence, and what further evidence is needed to estab-
lish best practices. In the following sections, we further illustrate and give examples of
existing normative, descriptive, and prescriptive research relevant to communicating
statistical evidence in education and point to the other literatures the education research
community can draw from to establish a robust evidence-base in this area of knowledge
mobilization.

6 K. G. FITZGERALD AND E. TIPTON



Normative, Descriptive, and Prescriptive Research

Normative

As described by Beyth-Marom et al. (2008), “the normative rules, theories, and models
of the science of statistics are the standards recommended for summarizing data, inter-
preting it, and evaluating hypotheses.” These include long-standing basic norms about
how to compute means, regression coefficients, standard errors, and confidence intervals
as well as how to interpret them. Normative rules determine formulaic relationships
between sample size and statistical uncertainty. Statistical evidence in education certainly
relies on these long-standing norms and many more, but the normative facet in educa-
tion also includes the creation of new methods or adaptations of old ones to answer
education-specific questions.

For example, causal inference and experimental design methods have been developed
and adapted to offer norms for how to design and power (often cluster-randomized)
studies to appropriately estimate treatment effects in education (e.g., Hedges & Rhoads,
2010; Raudenbush, 1997; Rubin, 1974; Schochet, 2008); generalizability methods offer
norms for how to select samples and what generalizations can appropriately be claimed
to what populations (e.g. Stuart et al., 2001; Tipton & Olsen, 2018); meta-analysis meth-
ods offer norms for how to convert effect sizes and synthesize them across studies (e.g.,
Hedges, 1985, 2007). The methodological papers published in JREE or other social sci-
ence methods journals (e.g., JEBS, Psych Methods) are often good examples of normative
research relevant to education, whereby researchers are establishing methods (norms)
for generating and analyzing statistical evidence.

Here we want to highlight that we are using the word “norms” and not “facts,” which
may be surprising to some readers. We do so, though, because not all the statistical
decisions and interpretations provided by researchers are based solely on mathematics,
but instead are based on the assumptions and models underlying the estimators pro-
vided. For example, while it is a fact that clustering affects certainty, how this clustering
is accounted for involves the choice of frameworks (e.g., frequentist, Bayesian) and mod-
els (e.g., ANOVA, HLM, finite-population, robust standard errors), each with their own
interpretation. Furthermore, while bias and variance are properties of all estimators, our
choice of a preferred estimator often depends upon priorities determined by researchers.
For example, in the field of causal inference, the focus is often on finding an unbiased
estimator, whereas those focused on prediction find it reasonable to accept some bias in
exchange for improved precision (e.g., a focus on mean-squared-error).

The result is that the statistical evidence presented is a combination of norms—mod-
eling choices, goals and priorities made by researchers—and facts—mathematical and
statistical definitions that govern proper implementation of methods and interpretation
of findings. For example, if a study reports an effect size of 0.25 (SE ¼ 0.10, p< 0.05), it
is clear that this estimate uses a frequentist framework and that within this framework
the chance is less than 5% that if in fact the intervention had no effect at all that we
would see an estimated effect this large in our sample. Furthermore, we can interpret
this effect size of 0.25 as meaning, for example, that if the treatment effect is constant,
this amounts to increasing everyone’s score by 0.25�SD units where SD is the standard
deviation of the outcome of interest. Again, though, here our interpretation of if this as
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a “large” or “small” effect moves beyond statistical definitions and has to do with norms
that situate this intervention relative to others of the same scope.

Notably, so far, we have only addressed the reporting and interpretation of statistical
summary statistics. In practice, however, evidence is often presented visually, especially
when being conveyed to policymakers and decision-makers (e.g., Figure 1). While there
are innumerable ways to visualize data, some visualizations are common to statistical
experts and scientists. For example, researchers in meta-analysis are used to examining
forest plots, which convey findings of multiple studies in terms of small boxes (for the
effect sizes) and error bars (for confidence intervals). Often, researchers’ use of particu-
lar visualizations are so commonplace that they fail to recognize the statistical norms
embedded in them and their audience’s potential lack of familiarity with those norms.
This is true even of the “basic” effect size and uncertainty reporting included above (i.e.,
“0.25 (SE ¼ 0.10, p< 0.05)”). Thus, when presenting statistical evidence for the purpose
of communicating to non-researchers, it is important to consider: what statistical norms
are inherent in the information I am trying to communicate? What norms govern a statis-
tically appropriate evaluation of the evidence? It is then appropriate to turn to descriptive
evidence regarding how consumers of evidence reason about those norms.

Descriptive

If we think of knowledge mobilization in part as a communication process between
researchers and decision-makers, it is important to consider that the “message sent”
may not always be the “message received.” The normative facet illuminates what norms
are infused in the “message sent” by researchers, and the descriptive facet illuminates
the “message received” by education decision-makers. When trying to effectively com-
municate information of any kind, it is crucial to be conscious of the curse of expertise,
which renders experts oblivious to the fact that other people often do not know what
they know or see what they see. This is a well-established and wide-spread psychological
phenomenon wherein it is nearly impossible for people who possess some form of
knowledge to take on the perspective of a naïve person who does not hold that same
knowledge (Birch & Bloom, 2007; Camerer et al., 1989; Xiong et al., 2020). For example,
once someone identifies a pattern in a visualization, it cannot be unseen, and they
severely overestimate the extent to which others will see the same pattern. This is a key
motivating factor for why it is necessary to conduct descriptive work to understand how
education decision-makers reason about evidence in ways that may be different from
trained researchers.

Research in cognitive science brings much to bear on this conversation, as descrip-
tively understanding how people’s brains process information and visualizations can go
a long way in effective communication. For example, there is substantial literature dem-
onstrating that in general, people have poor statistical reasoning skills and that statistical
misconceptions are widespread and persistent among researchers and lay people alike
(Badenes-Ribera et al., 2017; Bar-Hillel & Neter, 1993; Garfield, 2002; Garfield &
Ahlgren, 1988; Tversky & Kahneman, 1974). The reader is perhaps familiar with misuse
and long-standing critique of p values and statistical significance (e.g., Cohen, 1994;
Haller & Krauss, 2002; Rosenthal & Gaito, 1963; Wasserstein & Lazar, 2016), but there
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is also evidence to suggest reasoning about confidence intervals is similarly fraught. For
example, Belia et al. (2005) indicate that reasoning about confidence intervals is error-
prone, particularly when the task involves using confidence intervals to make a judg-
ment about the difference between two means. Coulson et al. (2010) found that people
tended to invoke the Null Hypothesis Significance Testing (NSHT) framework when
interpreting confidence intervals, and that those who did were more likely to incorrectly
evaluate the evidence than those who did not invoke the NHST framework. In general,
people’s difficulty reasoning about randomness and uncertainty is well-documented,
which poses inherent challenges to the communication of statistical evidence (e.g.,
Castro Sotos et al. 2007; Falk & Konold, 1997; Garfield & Ahlgren, 1988; Goldstein &
Rothschild, 2014; Joslyn & LeClerc, 2013; Tversky & Kahneman, 1974, 1982).
Furthermore, research on data use and data-based decision-making in education sug-
gests that overall data literacy among educators remains low, as curriculum in colleges
of education provide limited training on data use (Mandinach & Gummer, 2016;
Mandinach & Schildkamp, 2021).

Not only do we assert that the education research community should look to the stat-
istical cognition literature and pay heed to the statistical reasoning of education deci-
sion-makers, it is also advantageous to turn to the data visualization and human
computer interaction literatures. These offer a robust evidence-base demonstrating how
people interpret data visualizations and cognitive pitfalls in reasoning visually about
data (Cleveland & McGill, 1984; Correll & Gleicher, 2014; Dimara et al., 2020;;
Franconeri et al., 2021; Heer & Bostock, 2010; Hullman et al., 2019; Qiao & Hullman,
2018; Xiong et al., 2020). For example, choice of y-axis scale, use of three-dimensional
visualizations, and visually encoding size by scaling it to area as opposed to length can
all lead to distortions and perceptual errors when mapping visual ratios back to num-
bers (Franconeri et al., 2021; Huff, 1954; Tufte, 1983). Researchers have also demon-
strated optical illusions in line graphs with multiple lines that make it difficult to
visually estimate the differences between lines, especially lines with steep slopes
(Cleveland & McGill, 1984; Franconeri et al., 2021).

There is a growing body of literature on visual depictions of uncertainty and demon-
strations that common visual displays such as error bars are prone to misconceptions
(Belia et al., 2005; Correll & Gleicher, 2014; Franconeri et al., 2021; Hullman et al.,
2015, 2019). In Figure 2, we provide a series of examples of error bars and related mis-
understandings. Here we focus on bar charts, where the mean or other point estimate is
represented by the height of the bar, and the error is represented by whiskers. In prac-
tice, error bars are often not well-labeled and are visually depicted in the same way
regardless of whether the error bars represent standard errors or 80%, 90%, 95%, or
99% confidence intervals, or even other statistical measures of spread such as standard
deviations and interquartile range. For example, in Figure 2, the first plot (1) shows
error bars that represent þ/- one standard error, and the second (2) shows the same
data where the error bars represent 95% confidence intervals. As Correll and Gleicher
(2014) point out, each relies on a different visual heuristic for “inference by eye.” It
should also be noted that standard deviations and interquartile ranges are measures of
spread in raw data and should not be conflated with measures of uncertainty used for
inference. Even if the error bars were clearly labeled or visually distinguished, they
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would still suffer from the fundamental cognitive difficulties people have with these stat-
istical ideas and their relation to one another. For example, Belia et al. (2005) find that
even researchers have a difficult time discerning that standard error bars and confidence
intervals depict two very different levels of precision.

Error bars added to bar charts also suffers from “within-the-bar bias,” which is a phe-
nomenon in which people think values within the area of the bar are more likely to
occur than those that fall beyond the height of the bar. For example, in the third plot in
Figure 2 (3), people tend to judge the red dot in Group A as a likely outcome more so
than they judge the red dot in Group B as a likely outcome, because the former
falls within the bar, whereas the latter falls beyond it. In reality, both fall 1.5 standard
errors away from their respective means. Newman and Scholl (2012) found that this
phenomenon affects people’s statistical interpretation of the data as well as their
decision-making.

We highlight these examples from the cognitive science and data visualization litera-
tures not as an exhaustive list of the descriptive work on statistical and visual cognition
(far from it) but as a general caution that there are inherent cognitive difficulties that
complicate the “message sent” to “message received” pipeline, and effective communica-
tion of education research must attend to these challenges. For the most part, the educa-
tion research community is not in close conversation with the statistical cognition or
data visualization literatures. This may be partly because these literatures do not focus
explicitly on education decision making; indeed, much of the research in both cognitive
science and data visualization focus on cognition among researchers or undergraduates.
Thus, we know little about how decision-makers in general, and education practitioners

Figure 2. Error bars and within-the-bar bias.
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in particular, understand the statistical evidence presented to them. Additionally, what
literature there is has focused on misconceptions regarding null-hypothesis significance
testing, p values, and confidence-intervals, and less so on the concepts essential here,
such as effect sizes, meta-analysis, causality, and validity.

We are aware of several recent studies that offer a starting point for the type of
descriptive research needed in education. Bowers and colleagues investigate how practi-
tioners and education decision-makers make sense of their own institutional data, pro-
viding important descriptive insight into how practitioners reason about data more
broadly (e.g., Bowers, 2021; Bowers & Krumm, 2021). For example, they suggest that
educators do not often engage with data dashboards despite their availability, and there
is often a disconnect between what educators want and what data scientists create: as a
whole, educators “wanted to discuss what data were most important for their current
problems of practice, and how they could access useful summaries, metrics, compari-
sons, and visualizations that help support actions and next steps for instructional and
organizational improvement” (Bowers, 2021). Part of the role of descriptive work is to
not only illuminate gaps in how people understand the evidence presented but also gaps
in the evidence provided versus evidence desired.

Fitzgerald and Tipton (2022) conduct a statistical cognition experiment to evaluate
how education practitioners (versus researchers) make sense of meta-analytic findings
via data visualizations. They find that practitioners had difficulty interpreting traditional
displays of meta-analytic data such as forest plots, which make use of confidence inter-
val bars. In general, practitioners did not exhibit consistent intuition regarding meta-
analytic weight or the fact that a meta-analytic summary offers a more precise estimate
of the average treatment effect than individual studies. Exploratory analysis also indi-
cated practitioners might engage in “vote-counting” behavior whereby they judge evi-
dence by counting the number of positive and negative effects; vote-counting is
known—from a normative perspective—to be a poor way to synthesize evidence
(Hedges & Olkin, 1980). Fitzgerald and Tipton (2022) also find evidence that using bar
plots (e.g., Figure 1) to display effect sizes can lead to poor statistical reasoning in the
meta-analytic context; the largest effect sizes are depicted by the longest bars and there-
fore receive the most visual attention, regardless of whether they were precisely esti-
mated, leading users to give large effect sizes undue emphasis in their reasoning.

Nakajima (2021) and Vivalt et al. (2022) both provide results of experiments focused
on examining policymakers’ preferences when decision-making. In different audiences
(one domestic, the other international), these studies both show that decision-makers
prefer large studies in contexts similar to their own, while having little to no preference
for experimental over observational studies. In particular, Vivalt et al. (2022) shows that
decision-makers show a preference for study characteristics associated with external val-
idity (e.g., location, recommendation by local expert) rather than internal validity (e.g.,
study design, narrow confidence interval), whereas the reverse is true for researchers.
Nakajima (2021) also finds that policymakers do update their beliefs in response to
research evidence, but that the effect is large and persistent only when the explanation
provided for how the evidence was generated is brief and accessible.

Lortie-Forgues et al. (2021) provide an empirical study of how teachers understand
different effect size metrics such as months of progress (used by EEF) and percentile
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gain (used by WWC). They find that the metric on which evidence is presented greatly
influences teachers’ level of engagement with the evidence as well as their perception of
the effectiveness of the intervention. For example, teachers perceived an intervention to
be most effective when the effect was presented as months of progress, and lowest when
presented in terms of change in test score. Lortie-Forgues et al. point out that the dearth
of research regarding how teachers perceive effect size metrics is particularly surprising
when contrasted with the plethora of analogous research in the health sciences that eval-
uates how clinicians and patients perceive various ways of communicating treatments’
outcomes. Placing their work in the language and framework of the present paper, we
believe they have identified an important knowledge mobilization problem, and we echo
their calls that much more (descriptive) work is needed to understand how practitioners
reason about and interpret effect sizes and to (prescriptively) establish best practices for
communicating them.

Prescriptive

The previous two sections indicate multiple places for disconnects between researcher
norms and decision-maker practices. Between these two sits the prescriptive facet, which
asks, “What numerical, graphical, or other information should be presented so that target
readers will understand most accurately what was found and what conclusions are justi-
fied? (Beyth-Marom et al., 2008). In education research, the “target readers” may be a
variety of education decision-makers such as school district staff, policy-makers (local,
state, federal), principles, teachers, or other school administrators. In short, the prescrip-
tive facet can be thought of as interventions—that is, changes to our communication
practices—to narrow the gap between the normative and the descriptive—between the
message sent and the message received.

Perhaps the most helpful literature here is that in data visualization and Human
Computer Interaction (HCI). For an excellent review of data visualization best practices,
we point the reader to a recent review paper by Franconeri et al. (2021), The Science of
Visual Communication: What Works. They outline many common visual illusions and
misperceptions to avoid as well as offer recommendations such as prioritizing positional
(i.e., x- and y-axis) encodings; utilizing effective color pallets to both design for color-
vision impairments and facilitate more effective group comparisons; and guiding users to
desired comparisons via annotations, visual grouping cues, and directly depicting deltas.

Beyond looking to the visualization and HCI literature for best communication prac-
tices, their studies also serve as a useful model for how to study such problems and
establish evidence-based prescriptive advice. Typically, these researchers begin by draw-
ing on descriptive work regarding what is known about visual cognition, statistical rea-
soning, and decision-making. Next, they consider any known cognitive biases or
misconceptions (discrepancies in comparison to some norm), and design new visualiza-
tions to overcome these misconceptions (prescriptive). Importantly, the design of new
visualizations is not the end of the prescriptive work; instead, such new visualizations
are then evaluated empirically via small randomized experiments. Evidence from
these experiments in turns adds to descriptively what is known as well as serves as the
basis for prescriptive establishment of best practices (e.g., Correll & Gleicher, 2014;
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Padilla et al., 2020). For example, Correll and Gleicher (2014) use the known biases
regarding error bars to inform the design of new visual encodings of uncertainty, which
they then evaluate empirically; the empirical evidence leads them to prescribe encodings
that are symmetric and continuous such as gradient plots and violin plots to protect
against both within-the-bar-bias as well as dichotomous interpretation. Many studies of
this type can be found in the journal IEEE Transactions on Visualization and Computer
Graphics and in proceedings of the related VIS Conferences.

Fitzgerald and Tipton (2022) is an example of this type of study in education
research. The authors designed a new visualization for communicating meta-analytic
data to education decision-makers to overcome known cognitive biases with confidence
interval bars and bar plots. They then evaluated this plot with both experts and non-
experts and found that it was effective at improving meta-analytic reasoning.

The National Academies report on the future of IES highlights data visualization
research as one important aspect of knowledge mobilization research needed in educa-
tion, stating that “research comparing different types of visualizations, both static and
dynamic, are themselves worthy of scientific study.” Not only does the education deci-
sion-making context include particularities not yet studied in the data visualization and
HCI, but existing literature suggests that visualizations and data exploration tools that
work in one field may not necessarily be appropriate in another field (Padilla et al.,
2018; National Academies of Sciences et al., 2022). We strongly echo the call that there
is a “pressing need for studies regarding data visualization” in education (National
Academies of Sciences et al., 2022).

Integration of the Normative, Descriptive, and Prescriptive

While we have introduced each of these facets separately, ideally there is an interplay
between the normative, descriptive, and prescriptive, with each having the potential to
mutually inform the others. In fact, we argue that any effective knowledge mobilization
enterprise—for example, to improve communication of statistical evidence—in educa-
tion is best served by a robust integration of the three facets, where none gets siloed,
and in which each are considered equally important. This integration with healthy feed-
back loops may include a single researcher thinking holistically and attending to all
three facets within their own program of research or letting others’ work in one facet
inform their work in another. In this section, we discuss the mutual paths of influence
between each of the facets in education research.

Descriptive $ Normative

We have already discussed one aspect of the interplay between descriptive and norma-
tive, whereby misconceptions are identified by comparing how decision-makers do rea-
son about the evidence (descriptive) to the normative standard of how they should
reason about the evidence. An example is when the descriptive work in Fitzgerald and
Tipton (2022) described above found that when presented with meta-analytic data in a
forest plot, education practitioners often identify the effect size with the widest confi-
dence interval as the one they think should receive the most weight in the meta-analytic
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summary (the opposite of what researchers intended). By empirically evaluating a visual-
ization used to display evidence, they were able to identify that there is a gap between
how education practitioners do and how they should reason about the evidence.
Similarly, the descriptive work in Vivalt et al. (2022) illuminated that due to their high-
value of external validity, policy-makers were willing to adopt a program that had a
6.3% points lower effect (outcome: enrollment rates) if that program was recommended
by a local expert, and a 4.5% point lower effect if it had been evaluated in their own
country; when using normative knowledge about typical effects, researchers point out
that these tradeoffs are in some cases larger than the effect of the program.

Descriptive work can also enlighten education researchers to the needs, considera-
tions, and constraints faced by education decision-makers which can illuminate the
need for new methodological developments. For example, Nakajima (2021) found via a
discrete choice experiment that education policy-makers show preference for studies in
contexts like theirs. This is in line with the National Academies recommendations,
which highlight that

Decision-makers are rarely interested in the average impact of an intervention; instead, they
want to understand the projected effect in their local context, often for a specific student
population. This suggests that the primary focus on “the effect” of an intervention – at any
stage of research – is likely inappropriate. (National Academies of Sciences et al., 2022)

Together these suggest that decision-makers seek localized predictions of treatment
effects—information on if, how, and to what extent an intervention could work in their
context. Meeting this need would require further methodological (normative) work in
areas such as experimental design, machine learning, and Bayesian Additive Regression
Trees.

Descriptive $ Prescriptive

Descriptive work that illuminates how education decision-makers reason about evidence
can and should inform prescriptive work that recommends better forms of communica-
tion. For example, the descriptive work of Lortie-Forgues et al. (2021) regarding teach-
ers’ perceptions of effect size metrics led them to prescriptive recommendations; they
caution that both percentile gain and months of progress should be avoided as they
may lead teachers to have higher expectations for improvements on students’ raw scores
than those metrics actually imply. Notably, a first implication of descriptive work is
often to illuminate what not to do, as well as highlight the need for further prescriptive
work to develop alternatives that do better.

Importantly, there is a necessary feedback loop between the descriptive and the pre-
scriptive. New prescriptive ideas (e.g., a new metric, or a new visualization) that are
informed by descriptive illuminations must then in turn be evaluated. It is not uncom-
mon for researchers to informally identify perceived gaps between the descriptive and
the normative and offer prescriptive recommendations, but it is less common to empir-
ically evaluate those prescriptions to determine if they are effective in closing that gap.
For example, effect sizes in education are often reported statistically as standardized
mean differences on the metric of Cohen’s d, with many arguing that this effect size
metric is more natural than others (e.g., Cooper et al., 2019). However, researchers have
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surmised that it is unlikely that the average lay person has any intuition about how a
Cohen’s d of 0.2 should be practically interpreted in terms of student outcomes. Here
researchers have informally identified a gap between the descriptive and the normative.
To remedy this problem, other metrics have been proposed: the WWC converts effect
sizes to an Improvement Index (which functions as percentile gain), and the Education
Endowment Foundation (EEF) converts to “months of learning.” However, it wasn’t
until Lortie-Forgues et al. (2021) empirically evaluated how teachers perceive these dif-
ferent metrics that it was determined that they might not be all that useful after all.

This feedback loop is at the heart of what we hope this framework can offer the
knowledge mobilization enterprise. Education researchers should look to the descriptive
evidence that exists to identify needs and inform our development of prescriptive strat-
egies, and those proposed strategies should in turn be evaluated, adding to the descrip-
tive evidence-base of how people reason about evidence. Importantly, we are not
suggesting every strategy or recommendation must be evaluated by a randomized
experiment, but we are asserting that we as education researchers should be in the busi-
ness of collecting data and evaluating the effectiveness of our own practices. But in gen-
eral, making our own practices the object of study and evaluation is an important and
necessary component of improving the use and usefulness of education research.

Again, cognitive science and HCI offer many useful examples for how to utilize this
feedback loop well. Researchers in those fields have developed a robust evidence base
about cognitive load, working memory limits, and how the brain’s visual system proc-
esses information; ongoing studies then use that descriptive knowledge to intentionally
design visualizations such that extracting information will involve tasks that are easier
for the visual system to process and will lead to less cognitive errors. For example, an
understanding that the visual system is slow at processing comparisons (e.g., “this bar is
taller than that bar”) has led to the prescriptive advice to “directly depict your deltas,”
and that advice has been empirically evaluated and found to be a more effective way of
visualizing differences (Franconeri et al., 2021; Nothelfer & Franconeri, 2020).
Importantly, this robust feedback loop is not established within a single study or even
by a single researcher, but can be achieved through researchers thinking holistically
about the normative-descriptive-prescriptive throughout their program of research.

Normative $ Prescriptive

What is normative influences the prescriptive in that prescriptive work is concerned
with developing communication strategies that help facilitate normative evaluations of
the evidence. For example, in any attempt to communicate statistical evidence, educa-
tion researchers should consider the statistical processes that generated that evidence
and what would constitute a statistically valid interpretation of that evidence.
Communication strategies should then intentionally be chosen (or developed) to facili-
tate valid interpretations by education decision-makers. An example of this process can
be found in the development of a new visualization for meta-analytic data by Fitzgerald
and Tipton (2022). They found that by intentionally implementing visual encodings and
annotations the resulting plot facilitated a more normative evaluation of the evidence by
education decision-makers, compared to other visualizations used in practice.
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Importantly, the goal should not be to ensure education decision-makers have a
robust understanding of each relevant statistical norm. Nevertheless, these norms do
have implications for appropriate interpretation of the statistical evidence education
decision-makers consume. For example, because clustering is common in education
research, and it is the number of clusters not the number of students, that drives preci-
sion of effect size estimates, statistical norms from meta-analysis and hierarchical linear
modeling tell us that simply giving the most weight to the study with the largest number
of students may be an inappropriate way to synthesize and reason about the evidence.
Paying explicit attention to these norms when designing visualizations or dashboards
alerts us to the fact that displaying only the number of students in a study, as in the
WWC example in Figure 1, can be a misleading proxy for precision and potentially lead
to poor evaluation of the evidence. Care should be taken to communicate statistical evi-
dence in a way that facilitates evaluations of the evidence that align with statistical
norms. It is the role of the prescriptive facet—informed by the normative—to develop
such communication strategies.

Importantly, the prescriptive facet in some instances can and should challenge the
norms of researchers. For example, when there is a misalignment between the priorities
of decision-makers and researchers, prescriptive work should privilege norms that are
attentive to decision-maker priorities and constraints as well as spur additional norma-
tive work when existing methods do not meet decision-makers’ needs. For example,
because it is clear decision-makers value external validity, prescriptive work must deter-
mine how best to embed external validity into visualizations and dashboards. This pro-
cess will require researchers to consider the perspective of decision-makers more deeply,
and doing so may illuminate methodological gaps in facilitating localized decision-
making.

Discussion

This paper has presented a knowledge mobilization framework—of normative, descrip-
tive, and prescriptive research—and applied it to the problem of communicating statis-
tical information to facilitate evidence-based decision-making. Our framework and the
logic of the present paper draws heavily from the Beyth-Marom et al. (2008) adaptation
of Bell et al.’s taxonomy for decision-making. As we end this paper, we wish to elevate
three findings.

First, the norms, values, and expertise that researchers apply to their own decision-
making may not apply to those making decisions in schools. The framework proposed in
this paper highlights these preconceptions held by researchers and makes explicit how
these norms and priorities are embedded into the evidence researchers generate and com-
municate (or don’t). As a result, the “message sent” may not be the “message received”.
Some of this mismatch has to do with the “curse of expertise”—researchers simply cannot
unknow what they know. But some of this mismatch also has to do with an understand-
ing of the decision-making process that is more hypothetical and stylized than rooted in
empirical practice. One of the strengths of the framework proposed here is that it does
not treat this mismatch as a unidirectional problem, in which decision-makers misunder-
stand researchers. Instead, the framework provides a system of normative and descriptive
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knowledge that places researchers and decision-makers on equal footing and illuminates
discrepancies between the two. Importantly, failure to examine embedded norms can lead
to other, less benign, consequences beyond a simple mismatch in “message sent” 6¼
“message received”. When norms are set solely by researchers who may be construed as
“elites,” the resulting priorities and research agendas are likely to disenfranchize some
groups and privilege others. To combat this, we see promise in participatory research
methods that engage community stakeholders in co-creating research norms (e.g., Peko-
Spicer, 2023; Salimi et al., 2012; Swartz & Nyamnjoh, 2018).

Second, education decision-makers are not all the same, nor are the decisions,
resources, and constraints they face. This is important since it suggests that simply
including one or two “practitioners” on research panels or as dissemination experts is
not enough to close the normative—descriptive gap. Large urban school districts have
different resources than the more common, smaller districts. In the former, it may be
district level curriculum experts—some with PhDs—making decisions, whereas in the
latter, this is less likely. Future prescriptive work should consider how different commu-
nication practices may differentially land for people with different educational back-
grounds, for example. Schools serving diverse bodies of students—with multiple
nationalities, languages, and backgrounds—face different opportunities and constraints
than those serving primarily White or minoritized students. Evidence syntheses and
clearinghouses that focus only on internal validity simply do not address these well-
founded concerns regarding if interventions can, and will, work in local conditions.
Here our framework provides strategies for better describing these different education
decision-makers, as well as prescribing and testing strategies for mobilizing knowledge
across them.

Third, to mobilize knowledge, we need to develop an integrated science. Until now,
the translation and dissemination strategies developed and implemented have often been
disconnected from the scientific disciplines—data visualization, cognitive psychology,
human-computer interaction—that are most relevant to effective communication.
Treating these problems as a science allows principled, careful study—specific to the
education context—and the development of general theories and strategies. By doing so,
we can ensure that the science of learning that our field has so robustly developed over
the past two decades can make it to the schools and students that need it.

Finally, as we close this paper, we want to remind readers that while we intentionally
kept a relatively narrow scope by focusing on the communication of statistical evidence
from education research studies, the lessons involved apply more broadly. The recent
calls for knowledge mobilization research, reflected in the National Academies report
and elsewhere, assert that strategies for mobilizing knowledge should be studied directly
and that the education research community should be in the business of collecting data
and evaluating our own practices. As we have shown here, any effective knowledge
mobilization enterprise must consider the needs of a broad range of educational
decision-makers and communities, question the norms of and stylized facts about
decision-makers held by researchers, and subject approaches to knowledge mobilization
with the same scrutiny as we do interventions themselves. The normative, descriptive,
prescriptive framework offers a way forward for establishing this integrated science.
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