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New technologies in our post-pandemic world have 
prompted substantial changes in every facet of higher 
education. The emergence of Big Data is one of several 
key facilitating conditions that accelerated the adoption 

Data are the high-volume, high-velocity, and/or high-

and innovative forms of information processing 
that enable enhanced insight and decision-making, 
and process automation. Considerations for when, 
how, and why we use Big Data and forms of AI data-
informed analytics are critical in institutional research 

Recently, Chat Generative Pre-trained Transformer 

attention for their novelty and ability to provide 
answers to questions in a conversational style. 

chatbots simultaneously interesting and worrisome. 
ChatGPT bots and image-building tools such as 

applications that have generated media hysteria. 

higher education, however, including the Georgia 

there have been two technology revolutions in his 

user interface as the forerunner of every modern 
operating system; and now there is a second 
revolution: “The development of AI is as fundamental 
as the creation of the microprocessor, the personal 
computer, the Internet, and the mobile phone. It will 
change the way people work, learn, travel, get health 

In this special volume of the biannual Association 
Professional File, 



higher education; we also include a focus on 

professionals. Although this topic continues to 
evolve, we think it is important to forge ahead with 
some discussion, while acknowledging that some 
aspects of these new tools will change—and will 
change rapidly. Nevertheless, as critical colleagues 
on our campus and in policy agencies, we need to 
be engaged with others on this topic right away. 

AI in higher education. Being involved in these 

knowledgeable, broadly skilled, and able to situate 

more and see how the AI tools evolve, but we believe 

as soon as possible, considering the issues and 
implications, while being mindful of the likelihood 
that there will be changes to the tools, techniques, 
data governance, and other institutional policies. 

According to Digital Science’s Dimensions Database 

education related to AI in general as well as 

a steep trajectory in the past few years. As shown 

predictive analytics have been growing steadily since 

increased only within the past year. 



If the speed that ChatGPT grabbed people’s 
attention is stunning, the subsequent rush to 
leverage its growth is equally dazzling. Companies 
and organizations rushed to create plugins to 

that integrates other applications into the ChatGPT 
AI chatbot. Plugins allow a third-party software or 
content generator to tap into ChatGPT’s capabilities 
for search optimization and conversational 

plugins have been published and connected to 

allows users to use ChatGPT’s interface to answer 
questions on scholarly articles and research 
papers. The plugin SummarizeAnything helps users 
summarize books, articles, and website content. 

AI and other advanced analytics in higher education 

advanced analytic techniques available in higher 
education into four categories: 

1| , including marketing 
and student recruitment, estimating class 
size, optimizing course catalog descriptions, 
allocating resources, network security, and facial 
recognition 

2| , including academic 
monitoring, course scheduling, suggesting 

aid, identifying students at risk, and supporting 
mental health 

3| , including personalized learning, 
creating library guides, using generative 

4| , including synthesizing 
literature, drafting grant proposals, and creating 

individual disciplines as well as cross-disciplinary 

During the early years when AI was introduced 
to higher education, both in the United States 
and in other countries, we saw some promising 

to enhance student success through tools such as 
online chat assistants, homework tutoring chatbots, 
or course learning systems that sought to gather 
student learning data from multiple sources. Some 
of the early tools were not user friendly, lacked 
comprehensive data, and/or did not have faculty 

these early tools sharpened our thinking, and 

higher education community forward on how digital 
technologies can contribute positively to the higher 
education mission. 

gathering and using voluminous data points every 

data-enabled digital systems, in combination with 

on student success and graduation. The GSU 
system was quite successful, and GSU now hosts 

to identify potential challenges related to student 

success for all students. 



A number of institutions are incorporating AI 
into teaching and learning as well as into campus 

Rensselaer Polytechnic Institute have incorporated 
an AI-powered assistant into a language-immersive 
classroom that helps students learn to speak 

course planning and advising system developed by 
a tech company, Stellic, to plan courses, consider 
cocurricular activities, and keep students on the 
path to graduation. Also according to Gardner, 
leaders at the University of Iowa are using AI to 

to monitor for facilities problems. These and other 

to have robust technical skills and relevant ways of 
thinking about data. 

An important concern about the use of Big Data or 
comprehensive predictive analytic models is the high 
potential for the unintended inclusion of bias, either 
through training data that do not fully represent the 

the results to a broader population. The unique 
changes that occurred during or as a result of the 
Covid-19 pandemic, as well as continued emphases 

data for predicting the future. 

Along with applications in teaching and learning and 
overall student success, AI is growing its applications 

AI applications in business and industry such as 
health care, banking, and retail customer service. 
AI is gaining strength in university endeavors such 
as  and 
the . Both of 

these initiatives are focused on interdisciplinary 

aspects of society. We believe that collaborative, 

improvements in our higher education systems and 
overall quality of life. 

An ongoing concern about data analytics will be 
ensuring ample representation of the population 
under study and/or that the analyses are 

unique changes that occurred during or as a result 
of the Covid-19 pandemic, as well as continued 

data to reliably predict the future. Vigilance with 
continued improvements in data security and 
unbiased models will continue as we progress in the 
use of AI in higher education, and IR practitioners 
must be an integral part of these discussions. 

implications from AI-assisted education technology 
implementation in all aspects of education, the 

acknowledging that AI poses both risks and 
opportunities in teaching, learning, research, and 
assessment. The report recommends several 
key considerations as key stakeholder continue 

academic endeavors: 

• 
humanistic view of teaching front and center. 

• 

determine educational goals and measure the 



• : 
Connect AI algorithms with principles of 
collaborative and social learning and respect the 
student not just for their cognition but also for 
the whole human skillset. 

• : Incorporate 

trusting environment for the use of AI. 

• : Show the 
respect and value we hold for educators by 
informing and involving them in every step of 
the process of designing, developing, testing, 
improving, adopting, and managing AI-enabled 
edtech. 

• 
: The issues are not only data privacy 

and security, but also new issues such as bias, 
transparency, and accountability. 

Clearly, the growth of AI tools in the world around 
us will also impact current strategies and actions 
in higher education. Allowing only a short time to 

to consider its impact on student and institutional 
success. This special volume of the Professional File 

facets of AI and/or advanced analytics in higher 

AI, natural language processing, and predictive 

application of AI in higher education. Time and space 
do not allow us to cover all of the equally important 

for future discussions. 

as well as the cautions that must be considered 
in the use of predictive analytics to identify at-risk 
students. With her eyes wide open to the potential 
challenges of algorithmic bias and the need for a 

in student support that have occurred through 
carefully considered predictive modeling. Bird makes 

tools become available, the main challenge will not 

are able to identify at-risk students better and 

the challenges will surround the question of how 
humans will use the output that machines provide. 

key observation that humans, not machines, should 
determine educational goals and measure the 

and Victor Borden urge readers to consider 
how predictive analytics at large scale as well as 
applications of AI can be used to center the student 
voice in developing higher education access and 
policy development related to learning analytics 

these authors remind readers to be mindful of 
the potential biases that can be inadvertently built 
into analytic models, and they urge researchers 
to ground data in a social justice framework. 
This cannot be a one-and-done approach, but 
instead must include a general framework that is 
used for all analytics tasks as well as the policies 
governing the collection, management, and 

Tsao, and Borden’s article aligns well with some of 

bestselling book, Weapons of Math Destruction, such 
as suggesting that, lacking a humanistic perspective, 



machine algorithms would rely on historical data 
and learning models that cause harm to those less 
favored by historical data and machine logics. 

We know that academic advising is critical to 
student success, however, resource-constrained 
higher education institutions might not have the 

enable large-scale collection of data and automated 
data systems to assist; authors of the third article 
describe an enterprise-level academic system 
called AutoScholar. Professor Rawatlal developed 
the system and colleague Rubby Dhunpath led 
the implementation of a multifaceted advising 
system that provides information to students as 
well as to their instructors, department leaders, 
and other administrative managers who seek 

total institution. Authors Rawatlal and Dhunpath 
describe the AutoScholar system and acknowledge 
the importance of being able to provide advising 
information to students, regardless of institutional 

data-informed application that augments automated 
information with human judgement. 

Urmeneta starts with a review of recent discussions 
on the potential impact of AI in higher education, 
the increasing proliferation of AI tools, and the need 

transitions that helped carve out the path toward 
AI and advanced data analytics in higher education 
as well as on the need for ethics and accountability, 

to evolve, Urmeneta reminds us that the future is 
here, and it is important that we understand the 

technologies, how we will use them, and how we will 
ensure that the data are used responsibly and with 
transparency. As those who are deeply embedded 
in the collection, storage, analysis, and reporting of 

the data, and how they are being used within a 

IR professionals can ensure ethical deployment, 

bias. We like Urmeneta’s comment, “Being a passive 
spectator is neither optional nor tenable.” With AI 

professionals to seize the day! 

business and industry practices for a few decades, 
applications of AI are quite new in the higher 

volume to Professional File readers closer to the 
beginning of the journey into AI and advanced 

months ahead will see a growth in publications on 

that the articles herein can help Professional File 
readers to contemplate their role and ways to stay 
actively involved. 

In its policy guidance document, the U.S. 

available to the public and leading to changes in 

in AI are not only happening in research labs but 
also are making news in mainstream media and 

rapid speed of AI-related developments, the U.S. 



we believe that this volume of Professional File 
beginning conversations from the authors. 

We hope you enjoy the articles in this volume. We 
believe that AI and advanced analytics will continue 
to grow in our world of higher education, and, as 
they grow, we hope you will contribute to the positive 

The University of Georgia 

University of Alabama System 

Association for Institutional Research 
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a potential for these advancements to inadvertently marginalize or harm the very individuals these technologies 
aim to support. This article underscores the risks associated with sidelining student voices in decision-making 
processes related to their data usage. By grounding data use within a social justice framework, we advocate 
for a more equitable and holistic approach. Drawing on previous research as well as insights we have gathered 

centric practices in the realm of learning analytics and AI-embedded supports. 
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to improve student success through the use of 
empirical research and reporting. This tradition goes 
back to the early 20th century when information 
technologies and statistical methods were relatively 
cumbersome, through the information technology 

personal computers, spreadsheets, and statistical 
packages allowed for more-rapid deployment 
of research results. The 20-plus years since the 
beginning of the new millennium have seen 

available from national data systems that can be 
used for benchmarking and tracking students 
from their early school years, through college, and 

universities have had great success leveraging such 
data systems, as countless sessions at the annual 

have demonstrated. 

Recent advances in predictive analytics have opened 
new possibilities in providing direct support to 
students—to the instructors who teach them, to 
the advisors who support them, and to many other 
new types of professionals that have roles in helping 
students navigate the increasingly complicated 
choices available to them within a particular 
institution and across the higher education 

quantum leap in capabilities that students, faculty, 

with the promise of these technologies: instructors 
cannot easily tell whether the work submitted by 
students represents solely their own thinking or if it 
was aided by AI. It has been demonstrated, too, that 
AI can contribute to widening equity gaps due to 
bias inherent in algorithms as well as to equity gaps 
in access to and use of this powerful technology 

While some tremendous successes have already 
been realized, there are incalculable opportunities 
still to be discovered. Critical to the discovery of 
those opportunities is ensuring the involvement 
of the voice of our most important population: 
students. An oft-cited achievement in the use of 

predictive analytics service. Since partnering with 

of 2023 those rates have been consistent across 
racial and ethnic lines for 7 years. The institution 

than doubled the number awarded to low-income 
and minority students. Powering their alerts are 

factors that correlate with challenges completing 

equal importance, 42 advisors were hired alongside 

profoundly and positively impacted its students’ 
paths to success, as have many other institutions, 
aided by the use of advanced information and 
analytic capacities. 

But, as noted, GSU’s successes involved more 
than just leveraging new analytic technologies. 
The institution was already seeing consistent 
improvements in its graduation rates before the 
implementation of its advising alert system in 2012 
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not related to a single solution, but rather to the 
institution’s overall approach to problem solving. 

those barriers through a cycle of implementing 

that other institutions should seek to replicate.” 

GSU’s process included opportunities for centering 

considerations and risks when student voices are 
not included in deciding how their data will be 

perspectives and recommendations on how to 
support students’ successes. 

Although applications of AI often operate on a more 
diverse range of data types and use techniques that 

considered in this article apply equally, if not more 
strongly, given that that the user of AI’s output is 
even farther removed from the analysis process 
than is the user of predictive analytics. 

Understanding that there are risks when students, 
especially students from marginalized populations, 
are not involved in uses of their data is critical to 

have already been learned regarding a lack of 
participation in data use generally that institutional 

as they move forward in deploying AI as part of their 
information use strategies. 

and practitioners working toward data justice that 

structured, interpreted, and applied on the 
assumption of a particular default, those who fall 

Consider AI researcher, artist, and advocate Joy 

While interacting with the software, Buolamwini 
found that the software was unable to identify her 

skinned colleagues’ faces. The software was similarly 
able to identify the features of a plain white mask 

Buolamwini and computer scientist Timnit Gebru 
had previously found that multiple data sets used 
to train facial recognition software had included 
majority lighter-skinned subjects, causing the 
software to frequently misclassify darker-skinned 
faces, with the greatest number of errors occurring 
when the software attempted to analyze the faces 

with generative AI, such as Chat Generative Pre-

require training users on diverse data, careful 

in use policies informed by impacted populations 
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that others outside those populations may not be 
aware of. As institutions invest in data-powered 
identity-based outreach, AI video assessment and 

software, and so on, their similar investments in 
mitigation strategies will only grow in importance. 

the practical risks when services do not incorporate 

frequently implemented in higher education in an 

These systems use data about students that are 

students are at greater risk of incurring negative 
academic consequences, and send an alert to 

having a student meet with an advisor, assigning a 
mentor, or referring a student to a relevant social 

Numerous risks arise when a diversity of 
student voices have not been considered in the 
development, deployment, and operation of early 

data sets means that a risk label can be made 
more broadly visible, which creates opportunities 

to the one that the risk was measured against in 

student identities and circumstances frequently 
change: while data about students often tend to 

their data, circumstances perceived as negative and 

follow students throughout their academic careers. 

concern across multiple studies about being labeled 
“at risk”; these authors note that being categorized 
in certain ways could bias their instructors such that 

academic opportunities. In this way, the label “risky” 
becomes a quality inherent to a student, detached 
from its use as a descriptor applied to those who 

assessed to make inferences regarding character 
in terms of credibility, reliability, industriousness, 
responsibility, morality, and relationship choices” 
as “digital character” that is used to paternalistically 
“help” individuals, often without their knowledge 

This focus on applying interventions based on a 
student’s digital character situates them as data 
objects or passive recipients of services rather 

to their autonomy by these systems themselves, 
it is critical that they are provided mechanisms for 

alert systems are problematic—there is evidence 

used here to illustrate the potential issues that may 
arise if development of such systems is not aligned 
with student-informed policies for use. 
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To productively address risks like those described, 

infused solutions with their diversity, equity, and 
inclusion priorities. This is not a novel approach 
to data use: the social impacts of mass data use 
have received increasing attention for more than 

media attention around its nonconsensual research 
on and manipulation of users’ moods; the use 

how surveillance capitalism—the widespread 

use in college rankings and teacher evaluations, 

diversity and inclusivity in the technology industry, 

broadened Noble’s work, discussing additional 
applications of data that cause harm to vulnerable 
populations, including in AI systems. 

Applications of data and the calculations we apply 

from a variety of perspectives and within numerous 

the concept of data justice—a framework for 

of data justice, there are some themes, including 
the recommendation to meaningfully collaborate 
with the individuals whose data will be captured 
and used during the conception, development, and 
implementation of data-based systems and the 

individuals are often our students. 

In the remainder of this article, we consider the 
implications of using a social justice framework 
for advancing the use of generative AI and other 
Big Data applications within higher education 
institutions. This framework derives from a focus on 
minoritized populations, such as Indigenous peoples 
and other racial/ethnic minorities, who are often 
underrepresented within postsecondary institutions. 
We believe, however, that the ideas pertain more 
generally to students who, although often the largest 
group of constituents of a college or university, are 
not consulted about the use of their personal data 
within such applications. 

Numerous communities have shared their 
perspectives on and recommendations for data 

these communities are not monolithic, the concerns 

Native nation’s data as “any facts, knowledge, or 
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information about the nation and about its citizens, 
lands, resources, programs, and communities. 

to educational attainment rates, maps of sacred 
lands, songs, and social media activities are all 

promote Indigenous data sovereignty using the 

that were developed by the Research Data 
Alliance’s International Indigenous Data Sovereignty 

subcomponents are summarized in Table 1. 

Recognizing rights and interests 
Data for governance 
Governance of data 

data use is unviable unless linked to relationships 
built on respect, reciprocity, trust, and mutual 

subsections implies some form of collaboration 

students’ data and the students themselves: to 
create mutual understanding, to increase data 
literacy between both parties, and to enable 

When considering the use of early alert systems, 

Indigenous Data Governance specify that ethical 
data not portray Indigenous peoples in terms of 
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evaluated from the perspective of the Indigenous 

This guidance provides a model for data use policy 
development that may be applied to other student 
populations regardless of identity; rather than 
administrators determining what may harm or 

assets to highlight with students. 

marginalized population, the principles can be applied 
more generally to incorporating student voice into 

these principles also remind us that we need to pay 
special attention to the voices of marginalized student 
populations, such as racially minoritized students and 
other subgroups that are not well represented by the 
dominant student culture. 

capture-and-reporting techniques. Those authors 
provide multiple recommendations based on their 

reported identities are valid unless the individual 

communities is critical for understanding and 
accurately capturing their identities. 

and surveilled by both punitive and purportedly 
supportive systems, which promotes feelings of 

analytics found that students in minority racial/ethnic 
groups and those of lower socioeconomic status 
were more concerned than the overall student 
population about the privacy of their personal 
data, thus supporting this perspective in the 

heightened surveillance, may help to shift support 

a less threatening manner. To this point, GSU’s 
predictive advising service provides another 

as well as with advisors, promoting transparent 
conversations; and advisors are thoroughly trained 
on how to use the service as well as how to have 

There are a variety of potential methods for involving 
student perspectives when developing access and 

methods could include research into students’ 
descriptions of their own needs, concerns, and ideas 

as the creation of user users’ stories and principles 
against which data-based tools may be built. Jones 

methods for gathering student feedback in their 
studies by collecting student perspectives in three 

with undergraduate students across eight U.S. 
institutions, then they send a quantitative survey to 
random samples of students across the same eight 

centered on discussions of data use scenarios 
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report, Data Capitalism + Algorithmic Racism

collective data practice that can be adjusted for the 

proposed “system including a digital platform for 
debating and deciding priorities for use of public 

An even more-robust strategy is provided in A Toolkit 
for Centering Racial Equity Throughout Data Integration 
from Actionable Intelligence for Social Policy, which 
includes guidance for involving community voices 
at every stage of design, use, and implementation 

Toolkit was developed to support 
those using data for civic purposes, many of its 
recommendations apply to higher education 
data uses and align with calls from the learning 

of data use, from design development through 

the Toolkit suggests involving diverse community 
members in discussions about algorithms and their 
purposes early in the design stage, inviting people 
with multiple perspectives to provide potential 
interpretations of data that will be used. 

A method that incorporated both surveys and 
focus groups was devised as part of a university-
wide student success initiative within the authors’ 

from across the institution’s seven campuses, and 
most of the same students attended each panel, 
which helped to establish an environment of open 

on the use of learning analytics and Big Data, the 

related to the use of learning analytics at several 

of learning management system users. Students 
then completed a survey including questions about 
their awareness of the types of data collected, about 
their privacy and agency regarding learning data, 
about issues related to instructors and advisors 
who have access to and use the data, as well as 

use of these data. Student responses were split 
somewhat evenly on the awareness of the types 
of data that were being collected, but the majority 

that they were adequately informed about how their 
data were being used. Interestingly, while more than 

to making these data available to their instructors, 
40% agreed with the reverse statement that 
such awareness may also negatively impact their 
motivation and engagement in a course. 

The panel discussion focused on four questions for 
which the students used Google’s Jamboard app to 
record and organize their ideas into themes. The 
four questions asked were the following: 

1. What were your reactions to learning about 
the kind of learning data that your instructors 
can access? 

2. What were your reactions to advisors’ use of 

3. 
used to identify that you are struggling in a course? 

4. What would you like your instructor to 
communicate to you about learning data use in 
your courses? 

After completing the analysis, the students were 
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split into two groups to formulate a plan or list 
of recommendations regarding safeguards/ 
procedures that should be in place to ensure that 
inequities or biases are not introduced in the use 

of learning data in a course. Table 2 shows an 
organization of the thematic responses to this task 
from the student panelists. 

• Instructor shows favoritism for students struggling less. 

• Not all struggling students receive the appropriate outreach. 

• There are biases regarding students’ socioeconomic status backgrounds. 

• 

students with invisible needs. 

• Student consent should be collected before the data are collected and 
shared with instructors, advisors, or any other parties. 

• The types of data collected or shared should be communicated clearly to 
both students and instructors. 

• 
or will be used. 

• Students should have access to their own learning data. 

• All students should have equal access to resources and support. 

• Instructors, advisors, and anyone who may be in close contact with any 
student data should receive bias and diversity training. 

• Instructors and advisors should be trained in how to be sensitive to when 
and especially how to reach out to struggling students with more care 
and attention to their words. 

• Instructors should be trained in how to initiate contact with students. 
• 

data are used by instructors or advisors for reaching out to students, or 
by students themselves. 

• There should be more communications or surveying of students to better 
understand their perspectives and opinions. 

• Teachers and administrators or advisors should be allowed to review 
their decisions based on their bias trainings. 
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Through the survey responses and the panel 
discussions, student data use is clearly a topic 
that is sensitive and requires more attention to its 
ethics and to the treatment of individuals. When 
using AI and Big Data in higher education, we must 
be more diligent in protecting the humans behind 
the numbers. Students may feel uncomfortable 
when they become aware of the data that are being 
collected about them; that sense of discomfort can 
escalate when the data are shared outside of the 

the panel discussion revealed a concern about 
how students are treated when the data are used: 
Will they be treated fairly? Is outreach done with 
sensitivity and care? And how can marginalization 
and biases be avoided in terms of access to 
resources and support? 

This student panel methodology serves to center 
student voice in IR and to inform policies. To 
accurately represent students’ voices, however, it 

panel was recruited from various campuses of the 
same institution, more than half of the student 

of students across the university, it skews the 

gender, race/ethnicity, socioeconomic status, 
and other demographics should also be taken 
into consideration when recruiting to prevent 
representation disparity in data that could lead 
to unjust applications, such as Buolamwini’s facial 

Actionable Intelligence for Social Policy’s Toolkit

questioning how data use can help communities 

as opposed to using data only to identify how to 

ethical practice, we recommend that institutional 
researchers intentionally and continually frame their 
work as student-centric as opposed to intervention-
centric, and that they direct their actions in response 
to collaborations with students primarily toward 
the systems the students interact with instead of 

Actionable Intelligence for Social Policy’s Toolkit 

may be adapted for this purpose. Practical steps for 
operationalizing racial equity in data use are included, 

to data use in support of student success provides 

crucial to involve student voices: in addition to data, 
why something was 

a barrier as well as advice for how institutions can 
break down barriers. 
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It is critical that student voices are actively centered 
when developing data access and use policies. 
When we authentically include student voices in the 
development of data policy, we can uncover novel 

of our most important constituents. We can learn 
what they value and what their challenges are 
from their own perspectives instead of mediated, 

development of data policy and system development 
increases trust, and fosters development of systems 
and initiatives that support success as students 

approaches that could be adapted, and we invite 
institutional researchers to consider how they may 

as well. 
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