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Abstract: Research in psychology and education tend to use large-N group designs that necessitate reporting 

of mean measures analyzed mostly with null hypothesis statistical testing (NHST), but sometimes with 

Bayesian, or the estimation approaches in inferential statistics. These approaches all render the average person 

or student as the the putative "subject" of interest in psychology and education, in addition to the myriad of 

serious problems, such as widespread replication failures, they have manifested. In reality, however, more often 

than not, it is the individual person or student who learns, not some nonexistent average person or student.A 

case is made that a largely ignored alternative to group designs is the Small-N or single-case designs that have a 

long and productive history in psychology, education, and medicine. They involve studying in-depth only a few 

subjects at a time under different conditions explored in some detail while observing systematic changes in 

behavior as those conditions change. In so doing, these designs not only focus on the individual, they reveal 

functional relationships between his or her behavior and the prevailing environmental conditions. In education, 

such environments range from the school, the classroom, or teacher (variables) to teaching methods, materials, 

and/or technology. Undoubtedly, adopting such designs more broadly in psychological and educational research 

would require a significant shift in how we approach asking questions, collecting data, analyzing and 

interpreting data, and making research and practice decisions. Not doing so, however, is like repeating the same 

mistake over and over and expecting a different result. 
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Introduction 

 

(Bakker, 2003). Lay conceptions of what is average, therefore, may or may not be consistent with the technical 
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conjures up some comparative assessment (see Anuupadhyay, 2023), usually of academics. It often refers to 

learners as mediocre. If some are mediocre, of course, others are exceptional in whatever manner of intellectual 

largely based on statistical considerations rather than experimental or experiential necessity. So, such 

are essentially studies of the individual.  The answer is rooted in the historical marriage of measurement and 

inferential statistics broadly speaking and particularly between that of measurement error and statistical control 

(i.e., as opposed to experimental control; see Cowles, 2001; Perone, 1991, 1999; Sidman, 1960). 

 

History of Statistics in Psychology and Education 

 

Academic achievement and performance are preeminently tied to measurement in both disciplines. The history 

of measuring human attributes in particular and nature more generally was characterized by challenges in 

discerning true measures and measurement errors due to the limitations imposed by our attempts to quantify and 

attach numbers to many attributes (Cowles, 2001; Stigler, 1992). According to Stigler, in regard to the entry of 

 

 

being quantities grouped about a Mean; they differ, in that the Mean of observation is real, of statistics is 

were developing experimental attempts to quantify weight sensations in psychophysics.  In replicating the 

 

 

A most unfortunate aspect of the history of the linkage between statistical inference and experimental design is 

(Hubbard, 2004) in their use of null hypothesis statistical testing (NHST), when in fact it is a jumbled mishmash 

of technically incompatible statistical positions held by R. A. Fisher and Neyman-Pearson respectively 

(Schneider, 2015; see Imam, 2021, 2022). Imam (2022) described how psychology enjoys perhaps a unique 

status of having two research traditions, one using the ubiquitous snapshot group-designs approach to 

experimental investigations and the other relying on in-depth analyses of small numbers of subjects exposed to 

multiple conditions of experimental manipulation. The latter has been the saving grace for behavioral 
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deluge of averages in the literature (Imam, 2021). 

 

As far back as the later decades of the 19th century, the average had been scrutinized.  Writing 

contemporaneously with Edgeworth, Fechner, and Pierce mentioned earlier, the esteemed physiologist Claude 

Bernard (1927/1957) discussed the mistakes that can stem from physical, chemical, and biological averages. He 

argued that averages inevitably produce errors and therefore should be eschewed to avoid the muddling and 

 

 

criticism of the effect of the use of statistical approach in psychological research is the failure to differentiate 

adequately between general propositions that apply to most, if not all, members of a particular group and 

experimental design (see pp. 176-181). 

 

Subject Matter and Subjects in Psychology and Education 

 

Considering the definitions of psychology and education is a good place to begin a methodological critique of 

and the putative subjects in both disciplines are intricately linked. It is now standard to define psychology as the 

scientific study of behavior and mental processes, presumably, of the individual subject, human or animal (e.g., 

Bernstein et al., 2007). The focus on the individual is what differentiates psychology from sociology or 

anthropology. The definition of education is less precise and more varied (see Arslan , 2018), but a common 

theme is often that of learning and acquisition of knowledge (see Dragoescu, 2018). Again, by the individual 

subject, in this case though, only the human subject. 

 

Despite the central interest in the individual person or student as the putative subject in psychology and 

education, the predominant experimental methodology in both disciplines is focused on averages.  That is 

largely because of the heavy reliance on large-N group designs that are strictly tied to inferential statistics, 

which mostly take the form of null hypothesis statistical testing or NHST in both disciplines (e.g., Bohannon, 

2014; Fidler et al., 2004; Gliner et al., 2002). The other two additional inferential approaches that are 

considerably less common in use are the estimation (e.g., Cumming & Calvin-Jageman, 2017) and the Bayesian 

reliance on the computation of the mean in order to make sense of data. 
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Statistics and Research Designs in Psychology and Education 

 

The arithmetic mean (2008) is the most commonly used of the measures of central tendency, for good reason. 

When Babylonian astronomers of the third century BC first exploited it for planetary location, they could not 

have anticipated the impact or ubiquity of the arithmetic mean (2008) in the yet undefined social and 

psychological sciences of these days. And since then, in all the centuries before the entry of inferential statistics 

into modern research, the mean served prominently in the evaluation of data (see Smith et al., 2000; ) and had 

not been smeared. Today, it is required for inference. The t-test and the F-test in the frequentist tradition, for 

example, are two common inferential statistics used in psychology and education to test hypotheses (see, e.g., 

Nestor & Schutt, 2015; Cohen et al., 2011).  They estimate population parameters from sample statistics, usually 

the mean (e.g., Corty, 2016; Jackson, 2016; Runyon et al., 1996).  For example, t = the difference in group 

means / total sample variance (or effect variance and error variance, respectively). As noted in the previous 

section, the use of inferential statistics is intricately linked to contemporary experimental design (see Jackson, 

2016; Imam, 2021). 

 

To illuminate on the pervasiveness of group designs and the attendant reliance on inferential statistics, let us 

consider the topical coverage of designs and statistics in research methods textbooks. A cursory survey of some 

such textbooks in psychology and education (see Table 1) reveals that, in both disciplines, research methods 

textbooks devoted: 1) substantially more space to group designs than to single-subject designs on the 

experimental design end, and 2) substantially more space to NHST than to Estimation and none at all to 

Bayesian approaches to inferential statistics on the quantitative methods end. A comparative assessment of the 

coverage in each discipline shows that qualitative methods in education received the most coverage of all 

followed by group designs in psychology, being the highest coverage in the discipline. Of the quantitative 

methods, there was negligible coverage of the estimation approach, but better than the zero coverage for the 

Bayesian approach in both disciplines. The table also shows that whereas there was more coverage of group 

designs and small-N designs in psychology compared to education, there was more coverage of qualitative 

methods, case studies , and NHST in education than in psychology in the textbooks. 

 

Although NHST received the most coverage of the quantitative methods, all the three inferential statistical 

approaches require the mean for their respective roles in interpreting experimental data in psychology and 

widespread NHST controversies (2002, p. 89). This kind of findings probably account for why most researchers 

are oblivious to the ravages of the impact of NHST in psychological and educational research. Among other 

NHST and other innovations recommended in their place (2013, pp. 573-574; see also Fidler et al., 2004). Not 

grasping the criticisms of NHST (see Lynch & Martin, 2017), researchers may be ignorant of the importance of 

greatly inform what is taught or learned. Leaving out the controversies in textbooks, leaves readers ignorant and 
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uninformed about the costs and benefits of using the tools taught. In blissful ignorance, how do researchers 

conduct their work? 

 

It is useful to consider the process of experimental research in psychology and education to better appreciate the 

need to be wary of the implications and side effects of the ubiquity of the mean measure in both disciplines. 

Typically, research begins with a formulation of a hypothesis (hopefully informed by theoretical considerations; 

see Szucs & Ioannidis, 2017; for contrary evidence), for which we select an appropriate experimental design 

(using experimental and control groups; Jackson, 2016), after which we recruit subjects (usually college 

students; Jaffe, 2005). Sometimes, a pilot study is conducted (ill-advisedly as a prelude to the real thing, see 

Sidman, 1960, pp. 217-233) at times badly (Francis, 2012), data collection then begins, and data analyzed (using 

NHST almost exclusively; see, e.g., Nickerson, 2000).  The findings are then disseminated via conference 

presentation and/or publication. Finally, we hope, such findings contribute to theory building and more 

hypotheses (see, e.g., Oberauer & Lewadowsky, 2019). 

 

It is equally important, however, to consider what is missing from how that process should work, in terms of 

basic methodological requirements. There is a problem of not satisfying the requirements of some fundamental 

statistical assumptions from the outset or of basic best practices. For example, specifying alpha and/or p value a 

priori as required from the outset (usually rarely done; see, e.g., Finch et al., 2001), specifying the relevant 

population of interest (required for the purpose of estimating parameters of the population; see Runyon et al.  

 

Table 1. Number of pages (% of total/book and of psychology and education respectively) devoted to design and 

statistics topics in psychology and education research methods textbooks. 

Quantitative 
 

Book (edition) 

 

NHST 

 

Estimation 

 

Bayesian 

 

Qualitative 
Group 

Designs 
Case 

Study 
Singl

e-
Subj
ect 

Psychology 

Christensen et 
al., 2011 (11e) 

35 
(66%) 

3 
(6%) 

0 15 
(28%) 

40 
(63%) 

3 
(5%) 

21 
(33
%) 

Cozby & Bates, 
2012 (12e) 

23 
(77%) 

1 
(3%) 

0 6 
(20%) 

59 
(89%) 

2 
(3%) 

5 
(8%

)

Nestor & 
Schutt, 2015 

(2e) 

12 
(29%) 

1 
(2%) 

0 28 
(68%) 

64 
(71%) 

0 26 
(29
%) 

Rosnow & 
Rosenthal, 2008 

(6e) 
Tot
al 

83 
(86%) 
153 
32% 

2 
(2%) 

7 
1% 

0 
 
 

0 

11 
(12%) 

60 
13% 

33 
(89%) 
196 
41% 

0 
 
 

5 
1% 

4 
(11
%) 
56 

12% 
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    Education    

Ary et al., 2010 (8e) 64 
(40%) 

4 
(3%) 

0 91 
(57%) 

59 
(53%) 

46 
(41%) 

7 
(6%

)

Cohen et al., 
2011 (7e) 

56 
(43%) 

3 
(2%) 

0 70 
(54%) 

25 
(60%) 

14 
(33%) 

3 
(7%

)

Fraenkel & 
Wallen, 2009 

(7e) 

54 
(28%) 

7 
(4%) 

0 132 
(68%) 

33 
(53%) 

2 
(3%) 

27 
(44
%) 

Lodico et al., 
2010 (2e) 

Tot
al 

16 
(6%) 

190 
23% 

0 
 
 

14 
2% 

0 
 
 

0 

80 
(83%) 
373 
45% 

27 
(73%) 
144 
17% 

0 
 
 

62 
7% 

10 
(27
%) 
47 
6% 

 

1996), or ensuring that population or data meet the normality requirement (rarely checked /usually unknown); 

see Bakker, 2014). Power analysis is often ignored (see, e.g., Finch et al., 2001) or inadequate (Button et al., 

2013; Lodge et al., 2021; Stanczak et al., 2022; Weare, 2019). Random sampling is hardly ever done (relying 

instead on convenient samples of college students; see Jaffe, 2005; Grohol, 2010; Henrich et al., 2010). 

 

Random assignment is sometimes flimsy (see Brown et al., 2023; Sella et al., 2021). So, just to reiterate, 

because of the pervasive use of group designs that require mean measures for experimental work in both 

 

 

The use of the three statistical approaches, particularly NHST, has resulted in serious adverse consequences for 

psychology (see DeCoster et al ., 2015) and education. Such outcomes include rampant p-hacking (see Imam, 

2018; Lindsay, 2015), replication failures (see Cesario, 2014; Makel & Plucker, 2014), lack of 

representativeness and generalizability (see Imam 2021; Jaffe, 2005), lack of a cumulative science (see Branch, 

2014), a literature awash with massive psychological and educational averages (see Imam, 2022), to name a 

few. In the face of these dire consequences of the overwhelming reliance on large-N group designs, what else is 

left to do? The answer is in a largely ignored alternative to group designs that has a long and productive history 

in psychology, education, and medicine (see Bernard, 1927/1957; Moran & Malott, 2004; Sidman, 1960; 

Tankersley et al., 2008), namely, small-N single subject designs. 

 

Basic Features of Small-N Designs in Psychology and Education 

 

Small-N single-subject designs have served as the default method of investigating basic (Perone, 1991; Sidman, 

1960) and applied (McLaughlin, 1983) processes in behavioral psychology since its inception in the early 
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decades of the last century (Iversen, 2013). Over the course of its development, behavioral psychology has 

become differentiated in its approach to the study of behavior, with the experimental analysis of behavior (EAB) 

focused on basic investigations of behavior and applied behavior analysis (ABA) focusing eminently on socially 

important behaviors. Both have thrived in their development as substantive areas in psychology to establish an 

independent research tradition that has avoided the trappings of inferential statistics experienced by the rest of 

psychology (Imam, 2021).  To be clear, in the phrase small-

describes the unit of analysis -the behavior of the individual- 

the small-N alludes to the sample size in contradistinction to the large-N requirement of group designs. 

 

ABA has been the nexus for the introduction of small-N designs into the educational setting as a socially 

important setting (see McLaughlin, 1983; Sulzer-Azaroff & Mayer, 1994abc). Small-N single-subject designs 

focus solely on the individual, situation, or setting; mostly the individual, studying only a few of them at a time, 

each extensively exposed to various conditions of the relevant variables, each exposure lasting until 

measurement stability (see Perone, 1991).  The interweaving of experimental and control conditions for each 

subject ensures that the individual experiences both, serving as his or her own control (McLaughlin, 1983). The 

real treat is that they reveal functional relationships between behavior and environmental conditions 

(McLaughlin, 1983; Perone, 1991; Sidman, 1960). In education, such environments can range from the school, 

the classroom, or teacher (variables) to teaching methods, materials, and/or technology (see Sulzer-Azaroff & 

Mayer, 1994abc). The following section provides three examples in the use of small-N single-subject designs in 

education to illustrate how small-N research works to preserve the ontological status of the individual in the 

research environment. 

 

Illustrative Examples of Small-N Research in Education 

 

The following examples show that small-N methodology is not all that foreign to educational research, as 

further attested to by the fact that some amount of space was devoted to their coverage in research methods 

textbooks in education (see Table 1). They represent only a sample of work that have been reported on 

educational topics in ABA. 

 

In the first example, Witt and Elliott (1982) implemented a response cost lottery to manage student behavior in 

the classroom with minimal teacher resources. Three students previously exhibiting problem behaviors 

participated in an ABAB design. The results showed that for each child, appropriate on-task behaviors increased 

during each intervention (68% and 73%) relative to the respective baselines (of 10% and 43%). 

 

Notably, the second baseline (showed more appropriate behavior (43%) than the first baseline (10%). The 

authors reported concomitant % changes in completed assignments: 27% for Baseline 1, 87% for Intervention 1, 

38% for Baseline 2, and 90% for Intervention 2, supporting the effectiveness of the intervention in extending to 

other academically important behaviors. 
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In the second example, Munro and Stephenson (2009) reported on the use of active responding in a vocabulary 

classroom with 10-11 year olds of different nationalities. They compared hand raising (HR) to the use of 

response cards (RC) in different conditions in an ABAB (A = HR, B = RC) design. Across the conditions, they 

teacher, questioning was consistently at about the same rate throughout (about 1 response per minute or 

resp./min., under the first three conditions and 1.5 in the last) on the one hand, but feedback, on the other hand, 

increased when students used the response cards (to about 1.22 and 1.55 resp./min. under RC1 and RC2 

respectively) relative to hand-raising (from .92 and .82 resp./min. under HR1 and HR2 respectively) baselines.  

 

about 85-100% and 90-100% under RC1 and RC2 respectively) compared to using hand raising (from about 10- 

30% and 12-28% respectively). Notably, the increase for Alice was not as high (to about 40-50% under both 

RC1 and RC2) as for the other students (perhaps because she was always at 0% during both of her baselines). If 

these kids had formed a response card experimental group in a group design, the group mean would have been 

has a positive effect on their test performances across the board, except for Alice (Nicky was absent for the final 

  

test), again demonstrating extensions to other relevant academic behaviors. Their tests scores thus improved in 

the two corresponding HR-

 

 

Finally, in the third example, Bohan and Smyth (2022) studied academically engaging and disruptive behaviors 

of two targeted students and the whole class of 9-10 year olds in an all-boys school in Ireland, using the Caught 

Being Good Game (CBGG) intervention. The design was an ABAB reversal design. For the whole class: 1) 

percentage of intervals with Academically Engaging Behavior (AEB) increased with CBGG relative to the 

baselines, and 2) Disruptive Behavior (DB) decreased with CBGG relative to the baselines. Notably. Only one 

data point overlapped during the first CBGG condition (with the initial baseline). The whole class as a unit of 

analysis thus exhibited orderly and consistent patterns of change as a function of the CBGG intervention.  

 

At the individual level, for Adam, one of the two targeted students, 1) there was more variability in both 

baseline and under CBGG for both AEB and DB, compared to whole class behaviors, but 2) nevertheless, the 

results generally were consistent with the general functional effects of the contingencies, with generally higher 

percentage of AEB and lower DB under CBGG. For Ben, the second targeted student, 1) there was less 

variability in both baseline and under CBGG for both AEB and DB, and more consistent with the whole class, 

compared to Adam, and 2) DB was substantially higher compared to the whole class in baselines. The results of 

Bohan and Smyth demonstrate the value of individualizing data collection and analysis even when there is 

interest in the group as a whole. 
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Contrarian Approaches 

 

To revisit the adverse outcomes emanating from the over reliance on group designs mentioned earlier, a 

comparison of each of the aforementioned outcomes under small-N design regimes shows that they are 

nonexistent in the small-N designs. Indeed, they represent contrarian approaches for psychological and 

educational research.  

 

Table 2 provides the contrasting features of the two approaches in terms of their respective adverse impacts on 

the state of psychological and educational research practice. Whereas p-hacking is afforded by focus on 

statistical control in large-N designs, it is irrelevant and nonexistent in small-N designs that are focused on 

experimental control.  The rampant failures of replication that has characterized NHST-based large-N designs 

are foreign to small-N designs because replications are built in by default both within and across conditions, as 

well as across subjects, settings, or situations. Because of the almost exclusive use of convenient samples, large 

N designs have been rendered lacking in representativeness and generalizability unlike in small-N designs in 

which the variety of replications ensure generality of reported effects.  The problem of an evasive cumulative 

science under the large-N group design regimes becomes mute when small-N designs are implemented 

correctly. Finally, with a literature awash with averages as byproducts of the intersection of inferential statistics 

and experimentation in large-N group designs, which then implicates the putative subject of interest in 

psychology -N designs, the use of averages does 

not define the individual person or student. 

 

Table 2. Contrarian approaches to experimental research in psychology and education Large-N Group  

Designs Small-N Single Subject Designs 

p-Hacking (from focus on statistical control) Utterly irrelevant (experimental control) 

(rampant) Failures to replicate Replications are built-in by default within and 

across conditions 

 Lack of representativeness and generalizability Replication ensures generality (focus on 

functional (due to almost exclusive use of convenient samples)  relationships, not sampling 

 Lack of a cumulative science Mute issue 

Literature awash with averages Use of averages does not define the individual 

per person or student 
 

 

As McLaughlin pointed out, small-

action research such as control groups, randomization procedures, complex statistical analyses which are 
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for education researchers and practitioners to embrace small-N methodology more intentionally and reap the 

attendant benefits. 

 

Implications of of Small-N Designs Acceptance 

 

What are the implications of a wide acceptance of small-N single subject designs?  First, it would focus 

in reporting research data is in part due to the extant nature of education, which educational systems tend to 

deliver in the classroom setting. That mode of delivery has meant that individual learners tend not to have one- 

on-one attention to their particular learning processes governed by their particular learning environment. 

Assessment of learning, therefore, have tended to be collective and comparative, and thus conveniently 

 

 

(Buterbaugh & Fuller, 1975; Fox, 2004). There is a long history in education with PSI, most commonly in hard 

sciences (e.g., Fuller, 1975), but now even more with instructional design advances afforded with computers 

(Fox, 20004) and artificial intelligence (AI).  The typical PSI requires a proctoring tutor in addition to lectures 

designed to motivate the learner, among other things (Buterbaugh & Fuller, 1975; Fox, 2004).  With AI, as  

Khan describes it, tutoring is not just for the student as it is in standard PSI, but help is provided for the teacher 

as well (2023, 0:49-

achieved with 1:30 ratio mastery learning to two standard deviations better performance with 1:1 ratio personal 

graphic, etc., Khan, 2023, 1:07-1:52) by using the Khan AI, Khanmigo.  A whole different approach to 

education than the conventional one we are all familiar with, with a superior outcome, all centered on the 

individual learner. 

 

Second, widespread adoption of small-N designs would require a significant shift in how we approach research 

in psychology and education. To begin with, asking questions would no longer require attending to pre- 

experimental statistical considerations such as a priori alpha and power (Finch et al., 2001) and parametric 

concerns about normality and homogeneity of variance (Bakker, 2014). The nature of data collection would 

change, from the snapshot approach aimed at computing group averages for comparison, to collecting data 

extensively on individual behavior for in-depth comparisons across conditions of manipulated variables (Perone, 

1991). Analyzing and interpreting data would no longer be the exclusive purview of inferential statistics, which 

would retire to the remote circumstances where true group designs are warranted by the research questions, 

moving us closer to the behavioral reality of the individual instead. Finally, making research and practice 

decisions would be based on revealed functional relations, rather than statistical imperatives. 
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Conclusion 

 

In conclusion, there is nothing that is inherently wrong with the average measure per see. Indeed, it has a long 

history that predates the invention of inferential statistics, some of which have come to symbolize its diminution 

as a quantitative tool. The real culprit is how we have been using it to make sense of data that we have 

encountered in our attempts to quantify nature and humanity. In good stead, we are not condemned to live with 

-N group designs, whose usually inadequate 

implementation has been responsible for the myriad of methodological problems including replication failures. 

There are demonstrably effective, viable alternatives in small-N single-subject designs that remove the cloak of 

mediocrity that inadvertently adorns many putative subjects in psychology and education. These designs ought 

to be more widely adopted for the myriad of methodological advantages they bring to the table. Not doing so is 

like repeating the same mistake over and over and expecting a different result. 

 

Recommendations 

 

  

 To do this most effectively, we need to be cognizant of the roots of its usage and how it is tied to 

statistics. 

  

In deed, the idea is not based on experimental or experiential necessity. 

 There are alternatives to NHST and large-N group designs for scientific research; consider small-N 

single subject designs for their myriad of methodological advantages for research and practice. The time and 

effort is well worth it. 
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