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Abstract: The exponential growth of scientific publications increases the effort required to identify
relevant articles. Moreover, the scale of studies is a frequent barrier to research as the majority of
studies are low or medium-scaled and do not generalize well while lacking statistical power. As
such, we introduce an automated method that supports the identification of large-scale studies in
terms of population. First, we introduce a training corpus of 1229 manually annotated paragraphs
extracted from 20 articles with different structures and considered populations. Our method considers
prompting a FLAN-T5 language model with targeted questions and paragraphs from the previous
corpus so that the model returns the number of participants from the study. We adopt a dialogic
extensible approach in which the model is asked a sequence of questions that are gradual in terms of
focus. Second, we use a validation corpus with 200 articles labeled for having N larger than 1000 to
assess the performance of our language model. Our model, without any preliminary filtering with
heuristics, achieves an F1 score of 0.52, surpassing previous analyses performed that obtained an F1
score of 0.51. Moreover, we achieved an F1 score of 0.69 when combined with previous extraction
heuristics, thus arguing for the robustness and extensibility of our approach. Finally, we apply our
model to a newly introduced dataset of ERIC publications to observe trends across the years in the
Education domain. A spike was observed in 2019, followed by a decrease in 2020 and, afterward, a
positive trend; nevertheless, the overall percentage is lower than 3%, suggesting a major problem in
terms of scale and the need for a change in perspective.

Keywords: large language models; question answering; scientific article processing

1. Introduction

The exponential growth of scientific publications [1] increases the effort for researchers
to identify relevant articles. Even if multiple alternatives exist, such as Google Scholar
(https://scholar.google.com/; accessed on 6 June 2023) or Semantic Scholar (https://www.
semanticscholar.org/; accessed on 6 June 2023) with articles from a broad range of fields,
the process remains cumbersome. Thus, additional automated tools are well-suited to
refine the queries—for example, Elicit (https://elicit.org/; accessed on 6 June 2023) is
designed as an AI research assistant focused on automating workflows, including the
literature review process.

From the researchers’ perspective, determining the appropriate number of participants
for a new study involves identifying the minimal effect size that holds significance within
their research and then finding the minimum number of participants needed to attain
the specific effect size [2,3]. Additionally, a commonly employed heuristic involves an
in-depth examination of the existing literature for similar research studies and extracting
the participant count from those studies, which subsequently serves as a benchmark for
the participant number in the researcher’s own study [4].
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From a complementary perspective, the scale of studies is a frequent barrier to research
as it hampers the generalizability of findings. Employing a smaller subset of a population
for study and subsequently extrapolating the findings to the broader population is a com-
monly used method among researchers. However, it is imperative that the characteristics of
the smaller sample closely align with those of the larger population to which the researcher
aims to generalize. The applicability of the findings to settings or individuals beyond the
examined sample, referred to as “generalizability”, can be influenced by factors such as the
size of the sample and the approach used for sampling.

Although definitive guidelines regarding the required number of participants in a
study are not universally established, large-scale studies are frequently associated with
thousands of participants [5]; as such, we consider N = 1000 as our threshold. These studies
yield a greater statistical significance, although the sampling technique may dramatically
impact the results and induce bias [6].

When referring to the Education domain, scale plays a critical role as low-scaled
studies are frequently encountered, and a special focus should be placed on large-scale
studies. As such, we focus on developing automated methods that support identifying
large-scale studies to address the previous challenges.

Our research objective is to find and evaluate articles in terms of scale by asking ques-
tions in natural language about the targeted papers presented as full-text papers, not only
abstracts. More specifically, we prompt an FLAN-T5 XXL language model [7] with targeted
questions and paragraphs from a testing corpus such that the model eventually returns
the number of participants from the study. We build on the work of Corlatescu et al. [8]
and introduce a generalizable approach in which we use large language models to answer
specific questions about research papers.

Our main contributions are as follows:

• We introduce three new datasets. The first dataset consists of manually annotated
paragraphs extracted from 20 articles with different considered populations. The sec-
ond dataset is a 200-article validation corpus labeled binary whether the study has
a large scale (i.e., contains more than 1000 participants). The third dataset con-
sists of 460,164 unlabeled articles crawled from eric.ed.gov (accessed on 6 June
2023) database and then parsed into JSON files. We publicly release our datasets at
https://largenineducation.org/datasets-and-publications (accessed on 6 June 2023).

• We define a dialogic approach for extracting the number of participants from any
given study by prompting a pre-trained open-source Large Language Model (LLM);
as such, we establish a sequence of questions that are gradual in terms of focus. We
publicly release our codebase at https://github.com/readerbench/article-analyzer
(accessed on 6 June 2023).

• We combine the LLM approach with previous extraction heuristics to obtain state-of-
the-art results in identifying the scale of the study.

• We apply our method to the ERIC dataset, emphasizing the problem of scale in Education.

We opted to select an open-source LLM to ensure reproducibility while making every-
thing available to the general public for future usage.

2. Related Work

In this section, we begin by presenting existing solutions for extracting relevant
information from scientific articles. Following that, we provide a summary of the state-of-
the-art LLMs and their applications in the field of NLP.

2.1. Extracting Relevant Information from Scientific Articles

While focusing on the task of extracting large-scale studies, the authors of ref. [8]
managed to achieve an F1 score of 0.633 on a manually annotated corpus of 1000 articles by
using multiple heuristics based on advanced text searches, regular expressions, and Natural
Language Processing (NLP) techniques such as speech tagging and syntactic dependency
parsing. They also applied the same strategy to a corpus of around 33,531 full-text articles
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extracted by crawling several journals and conference websites such as Frontiers, CHB, CE,
L@S, AIED, and EC-TEL. The authors discovered 3347 studies with more than 1000 par-
ticipants for their dataset. Their method had limitations in handling false positives, such
as references to the number of participants from other studies or coefficients that were
also named N, and one solution they proposed for future research was to use a Machine
Learning model to find the number of subjects from any study.

Experiments of prompting language models were made in several previous works [9–13]
for extracting relevant data—for example, by prompting a neural network with a simple
question such as “What is the location?” [14]. However, prompt-based methods assigned to
LLMs have been shown to be limited in Named Entity Recognition (NER) tasks. Problems with
zero-shot experiments and the lack of robust prompts to obtain the necessary information have
been observed [15–21]. One solution was to develop strategies for automatically converting
the problems to Question Answering (QA) models, which improved the zero-shot capability
for NER [14].

An important strategy also considered in our work asks the model to generate the
question to which it has to respond. This method, known as Ask Me Anything (AMA) [22],
produces multiple prompts from which a human can select which one best suits the task to
solve. The motivation of this method is to reduce the effort dedicated to discovering the
prompt that returns the best results. The model is asked to generate questions that it has to
answer only after the best formats of questions have been studied. The study argued that
open-ended questions are the best alternative.

Other studies also suggest that LLMs work effectively at few-shot information extrac-
tion from clinical data [23,24]. A problem in extracting information from clinical notes is
the lack of manually annotated datasets by specialists. Despite this, LLMs have proven
reliable at extracting information through zero-shot or few-shot, even if they have not been
trained on medical datasets, and, in some situations, prompting GPT-3 produced better
results than prompting PubMedBERT [25], a model trained only on clinical data [23].

Similarly, LLMs such as GPT-3 [26] and PaLM [27] were proven to be excellent few-
shot learners without needing expensive human annotations. In some situations, extracting
multiple concepts from a given text is required, and more modern large language models,
such as T0 and InstructGPT, have been fine-tuned with different training objectives that
encourage the model to perform well in these scenarios [28,29]. However, we introduce a
method that can be gradually extended to extract relevant meta-data from various studies
and can be easily deployed with limited resources.

The Elicit research assistant (https://elicit.org/; accessed on 6 June 2023) is another
application where pre-trained language models are used for information retrieval. Elicit is
an online platform based on GPT-3 where users enter a question about their research interest,
and the neural network answers the query using information from about 175 million articles.
The service returns the top relevant papers and also generates additional content, such as
abstract summaries, based on the data gathered from those articles.

2.2. Language Models

In NLP, transfer learning is achieved by pre-training a model on large amounts of
unlabeled data and then fine-tuning it on smaller labeled datasets. A unified text-to-text
model is a pre-trained neural network where both input and output are text strings. One
such example is the Text-To-Text Transfer Transformer (T5), which employs several transfer
learning strategies proven to produce the best results [30]. Some of these strategies have
already been used by popular models such as BERT [31] and XLNet [32].

The FLAN-T5 language model is a fine-tuned version of the T5 language model [7]. Its
main advantage is that it can be used in zero-shot or few-shot scenarios, as it was fine-tuned
on a large number of tasks, while T5 was only pre-trained, and it needs further fine-tuning.
FLAN-T5 even outperforms a considerably larger language model—PaLM 62B [33] on
the BigBench Hard benchmark. This advantage is especially useful for our purpose when
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an article describes a study in which n male subjects and m female subjects participated,
and the model must return the sum n + m.

Wei et al. [34] also argued that fine-tuning models on a wide variety of NLP datasets
and tasks enhances the few-shot effectiveness of LLMs. The researchers trained a language
model of 137B parameters on over 60 different tasks in the field of NLP. The results obtained
by this model (FLAN) were later compared with GPT-3, a pre-trained neural network with
175B parameters. The final conclusion was that this process improved FLAN’s performance
compared to the GPT-3, both in zero-shot and few-shot tasks [34].

Large Language Models use few-shot learning instead of fine-tuning the neural net-
work. In contrast to the fine-tuning strategy, the model receives a smaller set of data which
helps the neural network learn the current task, and there is also no weight change. This
was motivated by the observation that people do not need a lot of supervised informa-
tion to learn new language tasks if they have already mastered the basics of language.
Although GPT-3 demonstrates that, in some tasks, the zero-shot and few-shot learning
almost match the performance of fine-tuned systems, fine-tuning still gives better results
than few-shot learning in the majority of situations [26].

Given their continually increasing learning capabilities [35], current LLMs are the
future generation of pre-trained models, eliminating the need to train new neural networks
from scratch each time new tasks arise. Researchers have shown that neural models learn
new tasks through fine-tuning, and at the same time, they can retain their previously
acquired knowledge through pre-training. This phenomenon is called Continual Learning,
and these models have also proved that they can combine newly acquired knowledge with
old knowledge to a certain extent [35].

Besides GPT-3 and GPT-4 [36], another important model worth mentioning is BLOOM [37].
This model was developed through the collaboration of hundreds of researchers trained on
the ROOTS corpus that contains data from hundreds of sources. Most of the data is in natu-
ral language, but it also contains code from several programming languages. The model
has a Transformer decoder architecture similar to GPT3, having 176 billion parameters;
however, smaller versions also exist. Bloom’s main advantage is that it is open-source and
can be used as long as there is enough computing power and memory.

3. Method

We envisioned two consecutive filtering steps involved in the process of finding large-
scale studies. Each of these steps corresponds to a prompt that is given to a neural network
to answer whether or not a paragraph contains the necessary information. Our criterion
for large scale is that it involves more than 1000 participants (i.e., N ≥ 1000); nevertheless,
our model provides the actual number of participants, and this threshold can be adjusted
accordingly for modeling the evolution of large-scale studies. We adopt a dialogic approach
in which the model is asked a sequence of questions that are gradual in terms of focus.

This section provides details on the three targeted datasets and experiments with
prompting LLMs, as well as additional experiments wherein we provide insights into
alternatives that we considered, but which achieved lower performance.

3.1. Datasets

Our first corpus is used to find the most suitable prompts. This corpus comprises
20 articles selected from a group of 50 randomly extracted articles from the EdPub corpus
introduced by [8]. The 20 articles were selected based on their differences. Ten articles
were not studies but contained results from previous studies. Others had a lot of numerical
information. The other ten articles were studies, but some did not contain the number of
participants in the study or a specific number of schools from which the participants were
selected. Other articles included the number N of individuals involved in the study only in
one paragraph from the entire article. We included the title, abstract, number of subjects
who participated in the study, and the list of paragraphs from each article of our corpus.
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For each paragraph, we included its primary section, text, and the number of participants
involved in the study.

Second, a newly annotated corpus of 200 articles was used to validate the results.
The articles were selected randomly from a larger corpus extracted from crawling multiple
Internet sources [8]. The information available for each article consisted of the publication
venue, the year when the paper was published, the title, whether it was a study that
employed more than 1000 participants, and the total number of individuals involved in
the studies. From the corpus of 200, only 15 papers were large-scale studies. Even though
this corpus contains considerably more articles than the previous corpus of 20 annotated
papers, the articles were labeled globally and not at the paragraph level.

Third, we also compiled a large corpus by crawling the eric.ed.gov (accessed on 6 June
2023) database using the BeautifulSoup library https://pypi.org/project/beautifulsoup4/
(accessed on 6 June 2023) from which we extracted all articles ranging from 1965 to 2022.
For each article, we downloaded the following metadata: the title of the article, the authors,
the date when the article was published, the abstract, the institution where the authors
were working, the ISBN and/or ISSN, the language in which the article was written,
the publisher, and its URL. Our analysis goes beyond the abstracts as we downloaded all
available PDFs.

The content of the articles, structured into sections and paragraphs, was extracted
using heuristics based on the distribution of used fonts and sizes. As such, our custom
parser discriminated between headings and normal text while ignoring captions, footnotes,
or references. The extraction method worked best when applied to papers with at least
4 pages; as such, we ignored anything below that. In addition, we ignored articles with
more than 20 pages since they were most often books. Thus, we successfully extracted the
full content for 170,524 articles.

3.2. Experiments with Prompting LLMs

All our experiments consider the FLAN-T5 XXL language model [7], a fine-tuned ver-
sion of the T5 language model that introduced a unified text-to-text strategy. Before prompt-
ing the model in a dialogic approach, we filtered the paragraphs based on the primary
section to which they belonged. By doing this, we eliminated the paragraphs belonging
to the Introduction section because these most likely contain numerical data from other
articles frequently presented in the state-of-the-art section. We made this assumption based
on both our hands-on experience of manually annotating the training and testing datasets
and also on the findings of a separate study where Barry et al. [38] reviewed 940 articles
along with their respective state-of-the-art. We also eliminated the paragraphs from the
Conclusions and References sections because it is unlikely to find there the number of
participants from the current study; this decision is also based on our hands-on experience,
whereas information about the research from the article is absent in the References section.
We also concatenated multiple paragraphs into one sequence of paragraphs until it reached
2000 characters. We made this decision because multiple paragraphs are rather short,
and our model performs better when more context is included in the prompt.

The Flan-T5 model was loaded and run using the HuggingFace Transformers library.
A collection of prompts was created based on the specifically sought information (whether
discerning if a given paragraph describes a new study or finding the count of participants
within the study). Each prompt was then systematically paired with paragraphs drawn
from the training dataset. For every such prompt–paragraph pair, the model was prompted
with a structured sequence: the designated prompt, followed by the descriptor “Text:”,
the paragraph content, and ultimately, the identifier “Answer:” (to signify the model’s
anticipated response). The prompts were created either manually or generated with the
AMA (Ask Me Anything) [22] method.

In the first prompt, we decided to ask the model whether a certain paragraph describes
a new study or not. To do this, the model must do a binary classification of paragraphs.
As such, instead of generating an answer such as “Yes”, “No”, “True”, or other similar
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alternatives, we looked at the logits returned by the model for the outputs “Yes” and “No”,
and then we computed the probability of the two answers. The decision considers the
cross-entropy loss for the “Yes” and “No” labels. Following this, our approach involved
interpreting the label associated with the lower loss as indicative of the model’s higher
confidence in that particular answer.

We decided to accept only the answers for which the neural network was confident
because there are numerous cases when the model considers that multiple paragraphs are
describing a new study, whereas they only describe studies that have been published in
other articles. We did this by computing the ratio between the probability of answering
“Yes” and the probability of answering “No”. Situations when the losses of both labels
exhibited similar values indicated that the model lacked sufficient confidence in selecting
the correct answer.

Finally, we established a threshold for this ratio using the 20-article corpus. We then
computed the F1 scores of the results for all the ratios between 0 and 10 using prompts
based on seven different questions, and the best 3 results, together with the threshold for
which the outcome was possible, can be seen in Table 1.

Table 1. Results from 7 different prompts for which the model answers if a sequence of paragraphs
describes a new study or not (bold marks the best F1 score).

Prompt TP TN FP FN P R F1 RT

Is this paragraph describing a new study? 4 223 13 11 0.23 0.26 0.25 0.9
Is this paragraph introducing a study with participants? 9 227 9 6 0.50 0.60 0.54 5.9
Is this paragraph introducing a study? 7 222 14 8 0.33 0.46 0.38 2.6
Is this sentence introducing research that includes participants? 10 210 26 5 0.27 0.66 0.39 9.5
Does this paragraph introduce a study with participants? 10 203 33 5 0.23 0.66 0.34 7.8
Is this text introducing research that includes participants? 10 203 33 5 0.23 0.66 0.34 9.9
Does this text introduce a new study that includes several participants? 10 230 6 5 0.62 0.66 0.64 2.7
The text must include the number of participants.

TP = true positive; TN = true negative; FP = false positive; FN = false negative; P (Precision) = TP / (TP + FP);
R (Recall) = TP / (TP + FN); F1 = 2*P*R / (P + R); RT = ratio threshold;).

For the second prompt, we instructed the model to return the number of participants
from the current study. In order to force the model only to generate numbers, we used a
custom logits processor, which overrides the probability of any token that is not a number
or a special token with 0. We also decided to accept only the answers for which the neural
network is confident by getting the probability of the generated answer and accepting it
only if it was above a chosen threshold. We then prompted the model with 25 different
questions for every sequence of paragraphs from our testing corpus. Seven prompts were
manually chosen, and 18 were generated by our model using the AMA method [22]; the
corresponding results are presented in Table 2.

The text “Write the question that gives the following answer given the context: An-
swer:—the number of participants from the study—Context:—the sequence of paragraphs to
which the model has to answer—” was prompted to the neural network for each sequence
of paragraphs from our testing corpus. The model produced 1047 different questions,
but most were customized for the sequence of provided paragraphs and could not be used
generally. As a result, we only chose 18 questions that we considered generic.

Since the ratio threshold for the first prompt and the probability threshold for the
second prompt are tightly coupled with each other, we chose the two thresholds by
looking at the F1 score after applying the two prompts in a sequence. This means that the
second prompt is applied only if the ratio from the first prompt exceeds the threshold.
For the first prompt, we used “Does this text introduce a new study that includes several
participants? The text must include the number of participants.” because it was the most
effective at answering if a sequence of paragraphs describes a new study or not (as seen
in Table 1). For the second prompt, we used the last four prompts that produced the best
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results (as seen in Table 2) individually in extracting the number of participants from
the study.

Table 2. Results from 25 different prompts for which the model is instructed to extract from each
paragraph the number of participants to the study. The first 7 prompts were manually chosen,
whereas the last 18 were generated through AMA (bold marks the best 4 F1 scores).

Prompt TP TN FP FN P R F1 PT

How many subjects took part in the following study? 9 187 51 4 0.15 0.69 0.24 0.006
How many subjects were involved in the next study (answer in digits)? 10 129 110 2 0.08 0.83 0.15 0.004
How many subjects were involved in total in the next study (provide a number)? 9 148 92 2 0.08 0.81 0.16 0.005
How many subjects were involved in the next study? 7 150 88 6 0.07 0.53 0.12 0.005
The following study had how many subjects? 9 130 109 3 0.07 0.75 0.13 0.005
How many subjects participated in the following study? 10 175 64 2 0.13 0.83 0.23 0.006
Extract the number of entries in the study: 11 180 58 2 0.15 0.84 0.26 0.006

How many subjects were in the study? 10 186 53 2 0.15 0.83 0.26 0.006
How many people were in the study? 7 178 60 6 0.10 0.53 0.17 0.007
How many subjects were in the experiment? 9 194 45 3 0.16 0.75 0.27 0.006
How many people were in the experiment? 8 200 38 5 0.17 0.61 0.27 0.007
How many subjects participated in the experiment? 8 182 58 3 0.12 0.72 0.20 0.006
How many people participated in the experiment? 8 178 62 3 0.11 0.72 0.19 0.006
How many subjects participated in the study? 10 162 77 2 0.11 0.83 0.20 0.006
How many people participated in the study? 8 163 76 4 0.09 0.66 0.16 0.007
How many subjects are in the study? 9 206 32 4 0.21 0.69 0.33 0.006
How many people are in the study? 6 204 35 6 0.14 0.50 0.22 0.008
How many subjects were involved in the study? 9 177 63 2 0.12 0.81 0.21 0.006
How many people were involved in the study? 9 173 66 3 0.12 0.75 0.20 0.006
How many subjects were selected? 4 202 35 10 0.10 0.28 0.15 0.005
How many people were selected? 7 145 94 5 0.06 0.58 0.12 0.004
How many subjects were involved in the investigation? 4 204 34 9 0.10 0.30 0.15 0.007
How many people were involved in the investigation? 8 204 35 4 0.18 0.66 0.29 0.006
How many subjects participated in the study? 10 162 77 2 0.11 0.83 0.20 0.006
How many people participated in the study? 8 163 76 4 0.09 0.66 0.16 0.007

TP = true positive; TN = true negative; FP = false positive; FN = false negative; P (Precision) = TP / (TP + FP);
R (Recall) = TP / (TP + FN); F1 = 2*P*R / (P + R); PT = Probability threshold.

Table 3 depicts the results of these experiments together with the ratio threshold and
probability threshold for which these results were possible. Figure 1 displays the F1 scores
results for the complete sequence of ratio thresholds between 0 and 10 and the entire
sequence of probability thresholds between 0 and 0.012.

Table 3. Results using the second prompts selected from Table 2 together with the first prompt
selected from Table 1 (bold denotes the best F1 score for the specified ratio threshold and
probability threshold).

Prompt TP TN FP FN P R F1 RT PT

How many subjects are in the study? 9 231 5 6 0.64 0.60 0.62 1.2 0.005
How many people were involved in the investigation? 10 230 6 5 0.63 0.67 0.645 1.3 0.0045
How many subjects were in the experiment? 8 234 2 7 0.80 0.53 0.64 2.7 0.004
How many people were in the experiment? 8 233 3 7 0.73 0.53 0.615 2.7 0.0035

TP = true positive; TN = true negative; FP = false positive; FN = false negative; P (Precision) = TP / (TP + FP);
R (Recall) = TP / (TP + FN); F1 = 2*P*R / (P + R); RT = Ratio threshold; PT = Probability threshold.

Figure 1 also illustrates a significant decline in the F1 score as the probability threshold
surpasses 0.006, regardless of any ratio threshold value. This large decrease indicates that
the model’s confidence in its responses concerning the number of participants from the
study is limited in many instances. A similar trend is also observed when considering



Electronics 2023, 12, 3996 8 of 16

the ratio threshold, where ratios exceeding 4 are infrequent, and the threshold excludes a
substantial number of results, thus contributing to the reduction of the F1 score.

(a) (b)

(c) (d)

Figure 1. F1 scores of the results of the combinations between the initial prompt and the best
4 prompts presented in Table 1. The ratio threshold spans from 0 to 10, while the probability threshold
ranges from 0 to 0.012. (a) How many subjects were in the experiment? (b) How many people were
in the experiment? (c) How many subjects are in the study? (d) How many people were involved in
the investigation?

3.3. Combining Prompted LLMs with Extraction Heuristic

In order to further enhance our approach, we introduce a combined method that first
filters potential documents of interest using the heuristics defined by Corlatescu et al. [8],
followed by the usage of the prompted LLM. First, we applied the heuristic-based method
and continued applying the method based on neural networks to any article for which
the heuristics predicted the existence of a number of participants greater than 1000. We
first divided the article into paragraphs and then prompted the FLAN-T5 model for each
paragraph with the predefined prompts using the computed thresholds.

As such, we combine the strengths of both approaches: the initial filtering is more
rigorous and focused on extracting potential numbers of interest, whereas the LLM better
extracts relevant information given its contextualized representations and inferencing
capabilities. The final processing flow is presented in Figure 2.
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Figure 2. Application flow chart.

3.4. Additional Experiments Yielding Inferior Results

In the following, we present several experiments which did not yield satisfactory
results. Nevertheless, we see fit to introduce these details to support our method’s argu-
mentation further.

Besides FLAN-T5 XXL, the same method was implemented using BLOOM 7B1 [37];
however, as a result of BLOOM’s many hallucinations, the results were inferior. Since the
version of BLOOM used in our experiment had 7 billion parameters, and FLAN-T5 XXL
has 11 billion parameters, we assume that the entire version of BLOOM would achieve
better results; however, the 176B version requires 8 NVidia A100 GPUs for inference, which
defies our goal of having a manageable model.

Another attempt was to use three prompts instead of two prompts. The third prompt
instructed the model to return the number of subjects in digits using the answer from the
second prompt as input. We experimented with 3 different prompts, and the results were
promising in some situations. We noticed that, in numerous situations, when the model
was prompted with the second question and returned a false positive value, it returned
the answer as a text, not in digits. Afterward, we forced the model to return for the second
prompt only digits; as such, the third prompt became irrelevant.

We also experimented with different parsing algorithms. The PDF dataset extracted
from ERIC was parsed into text and then into paragraphs using the algorithm developed
in the previous research of Corlatescu et al. [8]. Moreover, we also experimented with the
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Grobid library https://grobid.readthedocs.io/en/latest/ (accessed on 6 June 2023). Grobid
(GeneRation Of Bibliographic Data) is a library based on ML algorithms to parse PDF
documents into data structured in XML/TEI. This output contains the text from the PDF
file structured in paragraphs and some metadata. The library can be used on any type of
PDF file, but it is specialized in scientific articles. The Grobid library was successfully used
on the validation corpus of 200 articles because the dataset contained only scientific articles
published in reputable journals. In the case of all articles from ERIC, the PDF files had,
in many situations, an irregular or custom format that could not be parsed with Grobid.
As such, we decided to continue the experiments using the custom parser developed
by Corlatescu et al. [8].

4. Results

We used the 200-article corpus to evaluate our method. The best two prompts from
the 20-article corpus and their corresponding thresholds (see Table 3) were applied to the
new dataset. This corpus does not contain annotated paragraphs; thus, we applied our
method to each individual paragraph and returned the maximum discovered value.

The first filtering eliminated the paragraphs that belonged to the primary sections:
“introduction”, “conclusions”, and “references”. In order to eliminate situations where the
section’s name starts with an uppercase letter or the entire name contains only uppercase
letters, we lowered the case of the letters and eliminated punctuation. The second filtering
removed paragraphs not describing a study, in accordance with the results obtained from
prompting the model with the question: “Does this text introduce a new study that includes
several participants? The text must include the number of participants.” with a confidence
ratio of 1.3. In the second phase, we prompted the model with the second question: “How
many people were involved in the investigation?” with a confidence probability of 0.045.
Table 4 displays the final results of our method together with a side-by-side analysis using
the heuristics by Corlatescu et al. [8].

Table 4. Confusion matrix of our method (left; F1 = 0.52) and heuristics (right; F1 = 0.51) using the
validation corpus of 200 articles.

Predicted: 0 Predicted: 1 Predicted: 0 Predicted: 1

Actual: 0 166 22 Actual: 0 174 14
Actual: 1 0 12 Actual: 1 3 9

The results obtained when combining these two methods on the corpus of 200 articles
are presented in Table 5. The high increase in the F1 score argues that the techniques
complement one another.

Table 5. Confusion matrix of heuristics rules combined with our method using the validation corpus
of 200 articles (F1 = 0.69).

Predicted: 0 Predicted: 1

Actual: 0 183 5
Actual: 1 3 9

5. Discussion

Following the results obtained by applying the LLM method to the corpus of 200 articles,
we observed that the model recognized all situations when an article had over 1000 par-
ticipants (12 articles in total); as such, the recall score was 1.0, while the heuristic method
obtained a recall score of 0.75.

In contrast, the false positive results obtained by the LLM are more numerous than
those obtained by the heuristic-based method, this being mainly because the neural model
hallucinates about numbers not present in the text. Because of this, the precision was 0.35,
while the heuristics-based method had a precision of 0.39.

https://grobid.readthedocs.io/en/latest/
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The combined method inherits a lower recall score due to the initial heuristics (R = 0.75) but
achieves a considerably higher precision (P = 0.64), given the LLM’s better contextualization.

5.1. Evolution of Large-Scale Studies in ERIC

Next, we modeled the evolution of large-scale studies from the ERIC dataset. The same
strategy and corresponding prompts evaluated on the annotated dataset were applied to
the large ERIC dataset. Out of the 170,524 articles with extracted text, we focused on recent
articles with a timeframe of 10 years, namely, between 2013 and 2022.

The combined method highlights an even gloomier view than the initial findings
of Corlatescu et al. [8], namely, that only roughly 3% of articles have a large scale (see
Figure 3 and Table 6). We observed an increase in large-scale studies in 2019; this was
followed by a decrease in 2020 and afterward a positive trend across subsequent years.
Although we do not know with certainty, we consider that this phenomenon is due to the
beginning of the COVID-19 pandemic, when numerous large-scale studies were conducted
to examine the effects of pandemics on education.

Figure 3. Percentage and number of large-scale studies in the ERIC dataset.

Table 6. Total number of large-scale studies discovered in the ERIC dataset using the heuristic-based
method followed by our current zero-shot strategy.

Year Total Number of Articles

Total Number of
Large-Scale Articles
(Discovered by the
Heuristics Method)

Total Number of
Large-Scale Studies
(Discovered by Both
Methods Combined)

Percentage of
Large-Scale Studies

2022 8143 674 271 3.32%
2021 9857 851 287 2.91%
2020 15,491 1134 403 2.6%
2019 14,061 995 492 3.49%
2018 13,225 622 207 1.56%
2017 12,355 853 320 2.59%
2016 13,267 938 344 2.59%
2015 11,216 798 288 2.56%
2014 9545 655 193 2.02%
2013 9109 554 223 2.44%

Total count 116,269 8074 3028 2.60%
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Our findings are particularly significant to the field of educational research because
they have an impact on the validity, generalizability, and reliability of research findings.
Larger sample sizes improve reliability by reducing the impact of random fluctuations.
As a result, the findings are more likely to be statistically significant than accidental results.
Because educational research aims to provide insights with broad relevance across many
contexts, people, and settings, generalizability is also important. Large-scale studies, which
include thousands of individuals from various backgrounds, produce results that are more
generalizable to a larger population.

Furthermore, variability is important given the complex nature of educational environ-
ments, where a variety of factors influence learning outcomes. Larger studies are also better
at capturing this complexity, which leads to stronger conclusions about the correlations be-
tween variables. The subtle effects of certain interventions or circumstances on educational
learning outcomes are another crucial issue to take into account. These impacts, which can
go undetected in smaller-scale studies, are easily picked up by large-scale studies.

5.2. Disparities between the Current Method and the Previous Heuristics-Based Approach

The misclassifications produced by our method are examples of its limitations, which
require further expansion of the training dataset with negative samples. Three specific
situations are targeted. First, generalizing from individuals and documents to any type
of entity (e.g., one study considered match observations). Second, variables from statistic
analyses were combined into a single number (e.g., “F(1,206)” was not interpreted as
between-groups degrees of freedom followed by within-groups degrees of freedom, but as
a single number). Third, combinations of two populations were not summed up adequately
(e.g., “teachers in Germany (n = 868; male = 23.1, SD = 3.3; female: 75.2%) and Costa Rica
(n = 284, male = 25.8, SD = 6.6; female: 55.3%”).

The numerous false positives produced by our method are a clear example of its
limitations. In most situations, the second prompt hallucinates data not included in the
sequence of paragraphs provided as context. There are also some situations when the
second prompt is unable to recognize whether the data belong to a referenced state-of-the-
art study or the current paper; nevertheless, the first prompt excludes these instances since
they do not describe a new study. Table 7 details situations when the first or the second
prompt would provide false results but have returned correct ones when combined.

It should be noted that the false positives and false negatives returned by our method
are primarily due to the hallucinations of the neural model. This problem can be reduced
by using more advanced neural models with more parameters in the future. We will now
enumerate the types of problems that occurred in the previous method based on heuristics:

• Number N is a reference to another study that is part of SOTA.
• The number N does not represent the number of participants in the current study but

only another number of entities from the text.
• Errors arising from the time of parsing the PDF into text. These errors are mostly

eliminated using the method presented in this article because the model can determine
if a number is concatenated to the text (without space) and can extract it separately.

• The number of participants represents the summation of several numbers in the text
(e.g., if 100 students and 50 teachers participated in the study, then the number of
participants is 150). These errors are eliminated in some cases using the current
method, but not completely.

Our approach has an additional advantage over the heuristics method since we can
get the exact number of participants from the study for any provided text. In contrast,
the heuristics method simply returned if an article has a large N or not. If we modify the
open-source code for the heuristics to return the precise number of research participants
from the study, the algorithm occasionally generates a text instead of a number. The text
returned by the algorithm corresponds to the section of the article where the large N was
discovered (in some cases, several numbers with at least four digits can be noticed in that
section). Future modifications will be required to extract only a number rather than a text.



Electronics 2023, 12, 3996 13 of 16

Table 7. Situations when the first or second prompt provided false results, but their combined version
worked well.

Case

Example (The Spans Contain Only the
Important Parts of the Entire Sequence

of Paragraphs of 2000 Tokens Given
at Input)

Result

The second prompt extracts the number
of participants from the SOTA, but the
first prompt specifies that the text does

not describe a new study.

“To illustrate, Borrero et al. (2010)
conducted descriptive assessments with
25 children with feeding problems and

their caregivers.”

The second prompt makes the model
state that the article describes a study in
which 25 participants took part, but the
first prompt states that this text does not

describe a new study.

The second prompt hallucinates data that
do not exist in the context (with a rather
high probability of being true), but the

first prompt blocks it as not being part of
a new study.

“The purpose of this exploratory study
was to examine online teachers’

selfreported frequency and confidence in
performing online learning tasks. Two

questions guided this exploratory study:
1. Is there a difference between returning
teachers’ and new teachers’ self-reported
frequency of performed online teaching

tasks (supporting student learning,
supporting content learning, making

learning adaptations, assessing learning,
and managing learning processes)? 2. Is

there a difference between returning
teachers’ and new teachers’ self-reported
confidence in performing online teaching

tasks (supporting student learning,
supporting content learning, making

learning adaptations, assessing learning,
and managing learning processes)?”

In a text with no specified number,
the second prompt causes the neural

network to return the number 161, with a
probability of 0.08 (the threshold used is
0.0045, and the number 161 does not even

represent the number of words in
the text).

The first prompt assumes that the context
describes a new study, but the second
prompt, even if it extracts some data

(such as the number of schools where a
previous study was conducted), it is not

confident enough that its answer
is correct.

“math and science teachers from two
middle schools first experienced inquiry”

The second prompt returns the number 2
with a probability of 0.002 (lower than

0.0045), but the first prompt specifies that
the paragraph describes a study in which
the number of participants is included in

the text (the first prompt is: “Does this
text introduce a new study that includes

several participants? The text must
include the number of participants.”).

The first prompt assumes that the context
describes a new study, but the second
prompt, even if it extracts some data

(such as the number of schools where a
previous study was conducted), it is not

confident enough that its answer
is correct.

“A one-tailed, independent samples t-test
(N = 102, df = 100) was conducted to
identify statistically significant areas”

The first prompt makes the model return
that the text describes a new study in
which the number of participants is

specified. The ratio of confidence is 3.06
(higher than 1.3), but the second prompt
even if it returns the number 102, it still

does so with a probability of 0.001 (lower
than 0.0045).

6. Conclusions and Future Work

This paper introduces an extensible method in which an FLAN-T5 language model
is asked a sequence of gradual questions in terms of focus to mimic a dialogue with
the model. After performing experiments with different prompts and identifying the
optimal configuration, our model surpassed previous heuristics in terms of F1 scores on a
newly introduced validation corpus. We also argued that combining our method with the
previously researched heuristics ensures a more robust model.

The main advantage of our method over the Elicit tool is that it is based on an open-
source pre-trained neural network and open-source technologies. Another important aspect
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that gives our method a significant edge over Elicit and similar tools is that it generates
answers based on the complete article content and not only on its abstract; this plays a
crucial role since population information is frequently not present in the abstract. Given
our validation corpus, only 124 articles mentioned the scale of the study in the abstract.
Also, we provide a rigorous evaluation of our model compared to exporting the predictions
from GPT-3. Nevertheless, our validation pinpointed some limitations of our prompts that
need to be tackled in future analyses.

Three new datasets are also introduced in this paper. The first dataset consists of
manually annotated paragraphs collected from 20 different articles. The second dataset,
which was used as a validation corpus, consists of 200 articles labeled binary, indicating
whether the study is a large-scale study (i.e., includes more than 1000 participants). Finally,
the third dataset consists of 460,164 unlabeled articles that were parsed into JSON files
after being crawled from the database of eric.ed.gov (accessed on 6 June 2023). Our ERIC
dataset is available at https://largenineducation.org/datasets-and-publications (accessed
on 6 June 2023). Since our method is based on a zero-shot strategy, future research will
focus on experimenting with few-shot learning and fine-tuning an open-source model.
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