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Improvement: A Case
Example
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Abstract

This article offers a case example of how experimental evalution
methods can be coupled with principles of design-based implementation
research (DBIR), improvement science (IS), and rapid-cycle evaluation
(RCE) methods to provide relatively quick, low-cost, credible assess-
ments of strategies designed to improve programs, policies, or practices.
This article demonstrates the feasibility and benefits of blending DBIR,
IS, and RCE practices with embedded randomized controlled trials
(RCTs) to improve the pace and efficiency of program improvement.
This article describes a two-cycle experimental test of staff-designed
strategies for improving a workforce development program. Youth
enrolled in Year Up’s Professional Training Corps (PTC) programs were
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randomly assigned to “improvement strategies” designed to boost
academic success and persistence through the 6-month learning and
development (L&D) phase of the program, when participants spend most
of their program-related time in courses offered by partner colleges.
The study sample includes 317 youth from three PTC program sites.
The primary outcome measures are completion of the program’s L&D
phase and continued college enroliment beyond the L&D phase. Theim-
provement strategies designed and tested during the study increased
program retention through L&D by nearly 10 percentage points and
increased college persistence following L&D by |13 percentage points.
Blending DBIR, IS, and RCE principles with a multi-cycle RCT generated
highly credible estimates of the efficacy of the tested improvement
strategies within a relatively short period of time (18 months) at modest
cost and with reportedly low burden for program staff.

Keywords

social experiment, randomized controlled trial, design-based imple-
mentation research, improvement science, career preparation, youth
development

Introduction and Framing

The new normal for public policy in the United States and, increasingly, in
other parts of the world is reliance on evidence to support decisions about
which programs, policies, and practices (hereafter referred to as programs)
to support in order to improve target outcomes and/or lower costs of achiev-
ing program goals. Under ideal conditions, supporting evidence on the
expected effectiveness of programs under consideration will come from
randomized controlled trials (RCTs) or other evaluation designs that pro-
duce credible impact estimates. However, program developers and opera-
tors rarely have access to or experience acquiring such evidence to support
their decision-making. Credible evidence of program effectiveness (when it
exists) is often derived from moderate- to large-scale experimental evalua-
tions, often initiated by teams of external evaluators years before the study’s
findings are released.

This article draws on a recent case example of embedding experimental
evaluations of staff-developed program improvement strategies into routines
of practice. It illustrates how traditional experimental approaches to program
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evaluation can be blended with principles of design-based implementation
research (DBIR), improvement science (IS), and rapid-cycle evaluation
(RCE) strategies to accelerate the pace and precision of developing and
refining interventions to improve program outcomes (see Table 1).

Traditional Program Evaluation

By the turn of this century, there was a robust, multidisciplinary evaluation
community in the United States experienced in conducting large-scale,
experimental-design program evaluations. Evaluators had a 35-year history
of social experimentation to guide their evaluation designs, beginning with
the National Health Insurance Experiment, a suite of Negative Income Tax
Experiments, and the Housing Allowance Demand Experiments conducted
in the 1960s and early 1970s (Gueron & Rolston, 2013; Kennedy, 1980;
Munnell, 1987; Newhouse, 1993). Today, rhetoric throughout all branches
of the federal government, in many state and local government agencies,
and among philanthropic organizations is calling for rigorous evidence to
support policy and program funding decisions (Haskins & Margolis, 2014;
Maynard et al., 2016).

The emphasis on evidence has propelled the widespread use of RCTs and
various quasi-experimental methods to evaluate new programs and assess
changes to existing ones. Until recently, most social experiments and other
major program evaluations have focused on programs and program varia-
tions designed by evaluators, program developers, or a federal or state
governing agency. The evaluations have generally focused on assessing
“mature” programs, and their primary goal has been to judge whether
continued program funding or funding for a program enhancement is jus-
tified. Toward this end, these evaluations often involve multiple study sites,
large samples and long-term follow-up. Often, they are costly and result in
study findings that released years after the evaluation began and, not infre-
quently, after interest in them has waned.

Program- and Practice-Centered Evaluation Methods

For some time, it has been common in business and medicine to conduct
experimental tests of existing practices versus variations of existing prac-
tices to determine their potential to improve outcomes and/or reduce costs
(Manzi, 2012). Commonly, these experimental tests entail large-scale, low-
cost, and rapid-cycle testing of tweaks to routine practices. For example,
they may test alternative approaches to product placement in retail stores,
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nudges to reduce transmission of infections in hospitals, or variations in
content or modes of disseminating marketing and product safety
information.

Until recently, program implementers in the fields of education and
social welfare have taken on primary responsibility for program improve-
ment efforts, relying mostly on professional judgments to guide decisions
about practice adoption, revision, or abandonment. Typically, efforts to
evaluate program-initiated improvement strategies have relied on methods
such as DBIR and IS—both of which are adaptations of the Deming’s
Continuous Quality Improvement (CQI) approach (Zuchowski et al.,
2019). Both rely primarily on qualitative approaches to assess participant
needs, explore the logic behind proposed improvement strategies, and mea-
sure participant responses to universal implementation of the changes.
DBIR and IS evaluations generally do not use experimental designs for
estimating participants’ response to improvement strategies.

Rapid-Cycle Experimental Evaluation of Improvement Strategies

In the past few years, there have been some interesting examples of
practitioner-led, evaluator-supported efforts to accelerate the pace and lower
the cost of program improvement by embedding experimental tests of pro-
mising strategies into routines of practice. This approach relies on empirical
evidence rather than professional judgment for assessing the efficacy of
tested strategies. Like traditional program evaluations, these rapid-cycle
experimental evaluations generally rely on systematic observations of stra-
tegies being implemented and tested to supplement the experimental test.
Several of these practitioner-led and evaluator-supported efforts have sought
to alter immediately observable outcomes such as program application,
homework completion, and attendance (Christie et al., 2017; Cody & Asher,
2014; Daily et al., 2018; Dechausay & Anzelone, 2016; Ross et al., 2018).

This article provides a case example that blends DBIR and IS methodol-
ogies with a series of embedded experiments designed to test program
developed improvement strategies intended to boost academic success and
program retention of disadvantaged youth enrolled in Year Up’s yearlong
Professional Training Corps programs. The study focuses on the first
6 months of the program, termed the learning and development (L&D)
phase, when youth are enrolled full time in college courses—some basic
skills courses and others technical courses aligned with career training
tracks, such as information technology (IT) or cyber security.
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The improvement strategies tested in the evaluation were developed col-
laboratively by the evaluation team and PTC program staff in about three
months. They were then implemented with a random subset of participants in
the next cohort of participants enrolled in the program (first cycle of testing).
Based on experiences in the first testing cycle, the strategies were quickly
tweaked following cycle 1 before they were used with the next cohort of
participants enrolled (second cycle of testing). The full evaluation results
from the study were shared with program staff within a few months of the
time the second cohort of participants was scheduled to complete L&D.

Below, we provide background for the case example and discuss the
motivation and approach to developing the strategies to be tested. Next, we
describe the study design, the sample, and the data. We conclude by present-
ing the study findings and discussing their implications and limitations.

Background for the Case Example

This case example is an improvement study that was part of a larger evalua-
tion of Year Up’s PTC program. The PTC is a yearlong career development
program for disadvantaged 18- to 24-year-old high school graduates. Dur-
ing the first 6-months of the program, termed the L&D phase, participants
engage full time in basic and technical skills courses offered through col-
lege partners. They also participate in a professional skills (pro-skills)
course and other career support activities provided by Year Up staff. Youth
who successfully complete L&D advance to internship, where they work
4 days a week in employer-sponsored internships and spend 1-day a week
with Year Up staff building pro-skills and preparing for a full-time schedule
of career-focused employment, which is sometimes paired with continued
college coursework. Throughout the program, youth are assigned to learn-
ing communities (LCs) of about 20 youth where they receive mentoring
from Year Up staff and opportunities to engage in myriad skill development
and support activities with peers in their same career training track.

The PTC is an adaptation of Year Up’s original program model, which
targets the same population of youth but serves them in stand-alone pro-
grams where Year Up staff provide all the basic and technical skills training
in addition to the pro-skills training, internships, and LC supports. PTC
programs partner with area technical colleges in the hopes of achieving
participant impacts comparable to the core program (Fein & Hamadyk,
2018; Roder & Elliott, 2014), but at substantially lower costs—primarily
by relying on the colleges to provide the basic and technical skills training.
Because the PTC programs are located on the college campus rather than in
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stand-alone offices, participants also can tap into various support services
offered by the college.

Like Year Up’s core program, the PTC has high expectations for youth
but also offers high levels of support. The theory of change underpinning
both program models is grounded in a robust body of research, which
indicates the importance of acquiring both professional and occupational
skills as well as the necessity of supports and feedback to help youth find
and succeed in career-oriented jobs (Belfield & Bailey, 2011; Jacobson
et al., 2005; Jacobson & Mokher, 2009; Jepsen et al., 2009; Kane & Rouse,
1995; Marcotte, 2010). Year Up’s high-expectation and high-support model
builds off evidence that strong monitoring and support allows for the devel-
opment of basic and soft skills necessary for succeeding in college course-
work and internships (Bailey et al., 2015; Bloom & Miller, 2018; Casazza &
Silverman, 2013; Hagedorn & Kuznetsova, 2016; Trekson, 2016; Weiss
et al., 2015; Weissman et al., 2012).

The program aims to improve the labor market success of participants in
three ways. Youth acquire professional skills through a pro-skills course as
well as through daily modeling of and feedback on professional workplace
behaviors—enforced through Year Up’s code of conduct (the “participant
contract”). Participants develop occupation specific competencies through
college courses and internships experiences (Jaggars, 2011; Perin, 2011),
and youth receive youth “high support—high feedback” through active
coaching and support services provided by program staff and through
engagement in learning communities. Participants receive weekly feedback
and support in the context of a designated learning community of peers and
Year Up staff (Sommo et al., 2012; Visher & Stern, 2015).

Since the inception of PTC in 2011, Year Up leadership has been keen to
conduct an independent evaluation of the PTC that, ultimately, examines its
overall impacts. However, its priority early on was to identify and address
implementation challenges that arose with the new model, and this was the
motivation behind the improvement study highlighted in this article.

Motivation and Approach to the Improvement Study

In 2014, Year Up received funding from the Social Innovation Fund (SIF)/
GreenLight Fund to develop and evaluate one of the PTC programs located
in the mid-Atlantic region (Site 1) using a RCT. An early finding of this
evaluation was a concerningly low rate of retention during L&D—the first
6-months of the 12-month program. Participants who failed to complete
L&D were not eligible to advance to internships for the second 6 months,
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which was viewed as a critical to prepare participants for jobs with advance-
ment potential. As a result, Year Up and the evaluation team prioritized
conducting an improvement study designed to examine patterns and sources
of attrition as well as to test promising strategies for boosting academic
success and retention during L&D.

Recognizing that concerns about academic performance and persistence
during L&D were issues for most of the PTC programs, Year Up National
and the evaluation team included two additional PTC programs as part of
the improvement study to develop and test the efficacy of academically
focused improvement strategies. Importantly, the improvement strategies
were to be developed largely by local program staff through a process with
similarities to those used in DBIR and IS.

One of the added programs is in the Northeast (Site 2) and the third is in the
Southeast (Site 3).! The decision to include three programs in the study
provided a larger, more diverse staff to plan the improvement strategies for
testing, as well as a larger sample and more diverse contexts for testing them.

The Year Up National staff established a working group across the three
sites to coordinate planning the improvement strategies and to work with the
evaluation team to plan approaches to implementation that would maximize
the credibility and usefulness of the study findings. Early conversations with
program staff revealed that much of participant attrition occurred near the end
of L&D and often was directly tied to participants failing their college
courses. A contributing factor was that, unlike in its stand-along programs,
in the PTC programs, Year Up staff lacked control and oversight of the
college courses. This meant that PTC staff frequently learned of participants’
difficulties in their courses after it was too late to help them recover.

Consistent with Year Up’s emphasis on creating a program model that was
financially sustainable and its commitment to rapid improvement, the
improvement strategies tested needed to (1) be minimally burdensome to
implement, (2) require little additional cost to implement, (3) require limited
time to implement and test (one or two cycles of operation), and (4) hold high
promise for improving academic performance and persistence. For practical
reasons, they also needed to be ones that lent themselves to rigorous evalua-
tion of their effectiveness.

The evaluation team worked with Year Up National staff and staff at the
three study sites to develop and test the improvement strategies. Program
staff felt strongly that the strategies should emphasize early identification of
the participants who were facing academic challenges and quick responses
to the specific challenges faced. Within these broad parameters, the evalua-
tion staff facilitated “brainstorming” sessions with program staff to guide
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their development of promising strategies tailored to local circumstances.
Specifically, local program staff were empowered to revisit site-specific
strategies they had considered and/or tried previously as well as to explore
new strategies or promising refinements to existing approaches. The eva-
luation team largely listened but occasionally shared novel evidence-based
strategies aligned with site-specific needs. They also aided the programs by
documenting decisions in ways that were useful for evaluation and pro-
grammatic purposes.

Throughout this process, the evaluation team drew on principles and
practices of DBIR and IS for identifying and designing approaches for
implementing the improvement strategies to be tested (Bryk et al., 2011;
Bryk et al., 2015; Means & Penuel, 2005; Proger et al., 2017). The team also
used rigorous experimental principles and practices to inform methods for
testing the effectiveness of those strategies (Orr, 1999). At the same time,
the team was mindful of the imperative for rapid testing of strategies and
acting on the results of early experiences to further refine the strategies
(Cody & Asher, 2014). Importantly, the evaluation team esured its objec-
tivity in conducting the impact evaluation by having a fire-wall between the
analyst who had access to the administrative data used in the impact anal-
ysis and the team who worked with the PTC program staff on the deign,
implementation and monitoring of the improvement strategies.

The work proceeded in three stages: (1) roughly three months for plan-
ning the improvement strategies to be tested; (2) a year to implement and
test the strategies over two cycles of L&D, with opportunities for modi-
fication between cycles based on early implementation experiences; and
(3) roughly 6 months for rigorously assessing the effectiveness of the stra-
tegies for improving L&D retention (Table 2). The implementation and
testing of the improvement strategies in stage two followed methods used
in “Plan-Do-Study-Act” (PDSA) cycles with each cycle of participant
cohorts (Bryk et al., 2015; Tichnor-Wagner et al., 2017). Program staff made
strategic adjustments to the improvement strategies between Step 4 of Cycle
1 and Step 1 of Cycle 2 (Figure 1). After completing two cycles of testing, the
evaluation team analyzed the outcomes data as well as monitoring data
gathered throughout the two cycles of testing and reported the findings back
to both the participating PTC programs to Year Up National staff.

Stage |: Developing the Improvement Strategies

Staff at the three study sites worked closely with Year Up National and the
evaluation team over several months to identify and prepare to implement the
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Cycle 1
1. Establish priorities with Year Up National staff
4. |dentify q 1. Prioritize & & plan improvement strategies with program

Strategies to Plan staff in study sites
g 2. Implement improvement strategies with

/:(E ep d& |m§r°¥ement participants randomly assigned to the
andon ralegies Improvement Strategies Group

3. Monitor participants in the Improvement &
Usual Strategies Groups & measure
differences outcomes

4. Reflect on Operational Experiences and

; Identify promising adjustments to Practice
3.EMo|n|t(:r & 2. Implement
valuate Improvement Cycle 2

|mpr0Vemem Strategies Repeat Steps 1 - 4 beginning with
Strategies implementing refinements to the Improvement

strategies based on experiences during Cycle 1

Figure 1. The improvement cycles.

improvement strategies for monitoring and supporting participants during
L&D. The process entailed three steps. The first step involved the evaluation
team engaging local site staff in reflective brainstorming exercises to identify
participants’ challenges with academics and uncovering gaps or weaknesses
in programming that potentially could address those challenges.

The contributions of local site staff were essential to this process, as staff
possess “on-the-ground” knowledge and expertise related to academic chal-
lenges commonly faced by participants, know the usual strategies for mon-
itoring academic performance and identifying challenges, and are aware of
the difficulties they faced monitoring and responding to support needs. Dur-
ing “brainstorming” sessions, site staff were asked to describe participant
challenges with a focus on academics and prompted to share established and
common practices used to address them. They also were prompted to talk
about their “wish list” of other strategies that might be helpful.

Staff noted a variety of “usual” strategies and supports offered by their
PTC program and the local college partner (e.g., weekly stipends, advising/
coaching by college and PTC staff, and general support services provided
by the PTC program, referral organizations, and the partner college). For
example, the brainstorming exercises revealed that under Year Up’s usual
practices, there was no clear protocol between the PTC programs and their
college partners for monitoring and supporting participants’ academic
engagement and performance. They noted that, as a result, Year Up staff
and college partners’ responses to participants’ needs varied in timeliness,
substance, and quality. Inconsistencies in these areas were exacerbated by
college instructors’ varied levels of familiarity with Year Up’s “Participant
Contract” (i.e., their code of conduct and point system for managing the
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consequences of violations) and the strategies used to monitor and support
participants. Efforts to develop effective monitoring and support strategies
with college partners were reportedly challenging because college staff
were generally unaware of the partnership between the college and Year
Up and because of difficulties associated with establishing and enforcing
protocols between the two organizations.

Brainstorming sessions with program staff surfaced four related weak-
nesses in the programs’ usual approach to monitoring and supporting partici-
pants academically. First, there were gaps and lags in communication between
the point-person at the partner college and the instructors that prevented PTC
staff from receiving real-time information on participants’ academic progress
and/or their struggles with coursework. Second, there was a lack of focused
attention by PTC staff on academics during coaching time and no account-
ability of coaches for discussing academic issues with their coachees. Third,
there were neither systems nor routines for managing academic information on
participants throughout their time in the program, which inhibited collabora-
tive approaches to address and/or track academic challenges. Fourth, there
were weaknesses in the systems and supports available to help participants
address academic challenges and hold them accountable for using available
supports (either within the PTC program or at the partner college).

The second step of the process for developing the improvement strate-
gies for testing involved establishing criteria to respond to the above-
mentioned weaknesses in programming and build on untapped resources
at the PTC programs and partner colleges. Selected strategies needed to be
concrete, modest-to-no-cost improvements to current practices. The goal
was for the chosen strategies to be ones that could improve academic
success through one of three means: (1) improve access by PTC coaches
to participant performance data (e.g., through reaching out to instructors to
obtain grade and attendance information), (2) surface and make better use
of information on academic performance during coaching, and (3) improve
access to and use currently untapped resources and supports to assist parti-
cipants experiencing academic challenges.

Upon establishing the areas of weakness in programming and the criteria
for selecting improvement strategies, Year Up National staff, the evaluation
team, and staff at each of the three study sites chose the specific strategies to
be tested in their programs. Within the broad parameters outlined above, the
improvement strategies adopted could and did vary across programs in large
part due to differences in perceived needs and opportunities for improve-
ment (Table 3). However, four of the improvement strategies to be tested in
Cycle 1 were common to all three programs.
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Staff in each site developed a prescriptive protocol for monitoring parti-
cipant attendance at all L&D-related activities (including college classes),
completion of course assignments (e.g., homework), and interim performance
indicators (e.g., quiz and test grades, feedback from instructors). The guiding
principle behind this improvement strategy was to develop centralized pro-
cesses for routinely collecting information from instructors on participants’
academic engagement and performance using procedures tailored to the local
environment. To aid in this monitoring, coaches (and in the case of one site, a
designated staff member) were charged with establishing mechanisms they
judged promising for routinely accessing participants’ grades.

Second, site staff were committed to collecting information on students’
academic histories before they entered the program and sharing this infor-
mation with the relevant parties (e.g., participants’ coaches). In addition, the
Year Up Program lead or manager was to share information collected
through the prescriptive monitoring protocol with coaches and other staff
working with participants receiving the improvement strategies. Informa-
tion was to be shared through a combination of verbal exchanges and shared
worksheets. One-one-one follow-up sessions between the program lead or
manager and coaches were to be carried out as needed.

Third, all sites were to encourage coaches working with participants
receiving the improvement strategies to step up their focus on academics
during their coaching sessions. During the first testing cycle, coaches were
advised to begin by creating their own strategies for increasing emphasis on
academics and, over time, to share the experiences (successful and not) with
other coaches working with participants receiving the improvement strate-
gies. As usual, the coaches working with participants assigned to receive the
improvement strategies were told to check in and advise their coachees on
their portfolio project—a capstone project of the PTC—and encourage their
coachees to incorporate an academic focus in their portfolios.

Fourth, in all three sites, coaches working with participants receiving the
improvement strategies were to routinely encourage the participants to take
advantage of academic resources and supports available through their col-
lege partner (e.g., tutoring). To enhance their academic monitoring and
support efforts, each program was given modest discretionary funds. In
Cycle 1, one program decided to leverage these funds to create a textbook
library for participants receiving the improvement strategies. Another
planned to tap the discretionary funds to purchase mobile Wi-Fi hot spots
as a means of improving participants’ home internet access. The third site
used its discretionary funds to hire an academic coordinator to aggressively
monitor academic performance of participants in their college courses.
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Most notably, this half-time staff member was expected to collect informa-
tion on all participants, but to share with staff only information for those
participants randomly assigned to the improvement strategies group.

Study Design: Implementing and Testing Strategies
(Stages 2 and 3)

The embedded experiment was designed to addresses two primary research
questions: (1) What is the impact of the improvement strategies on the like-
lihood that program participants will successfully complete the program’s 6-
month L&D phase? And (2) what is the impact of the improvement strategies
on the likelihood participants will be enrolled in college the month following
completion of L&D? To answer these questions, youth who enrolled in the
program during the two cycles of testing were randomly assigned—using
individual randomization within site and career training track—to coaching
groups that continued with the usual strategies for academic monitoring and
supports or to coaching groups that adopted the improvement strategies. In
most instances, coaches were paired and then randomized to work with only
participants using either the usual or the improvement strategies for academic
monitoring and support. However, in one site during Cycle 1, all coaches
served a mix of students in the usual strategies and the improvement Strate-
gies Groups, but with varying levels of information being passed on to them
about the academic performance and challenges students were facing to
inform their coaching. For Cycle 1, the coaches in this site also were trained
to follow the relevant strategies for responding to identified challenges (i.e.,
the usual or improvement strategies).

Sample Size and Allocation

We aimed to enroll a sample of 300 youth, half of whom would be randomly
assigned to the group that would receive the usual program strategies for
academic monitoring and supports and the other half of whom would be
assigned to the group that would receive the improvement strategies
designed to boost L&D completion and continued enrollment in college.
Randomization to the Usual or Improvement Strategies Groups would
ensure comparable groups of youth in each treatment condition. By enrol-
ling 300 participants in the study sample and assigning equal numbers to
each strategy group, we estimated that we would have 80% power to detect
meaningful size impacts (i.e., 12.6 and 7.2 percentage points for binary
outcomes with control group [i.e., Usual Strategy Group] means of .7 and
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.9, respectively). If the sample was evenly distributed across sites (i.e., 100
participants in each site), we estimated that we would have 80% power to
detect impacts of 19.2 and 11.0 percentage points for binary outcomes with
control group means of .7 and .9, respectively.

Data and Measures

Data for the study came from multiple sources. Information on the back-
grounds of participants in the study sample and their program performance
were obtained from Year Up’s administrative data system, and data on
college enrollment came from the National Student Clearinghouse.” These
data sources were complemented by participant surveys, coach surveys
(Cycle 2 only), individual interviews with site staff, group interviews with
participants, observations of coaching sessions and LC meetings, and
biweekly monitoring calls with site staff.

The primary outcome measures, L&D completion and college enroll-
ment in the month following L&D, are from Year Up’s administrative data
and data from the National Student Clearinghouse, respectively. The out-
come data from both sources are available for the full study sample and are
considered quite reliable.

We used data from a modified version of the Pre-Internship Survey Year Up
routinely administers to participants as they complete L&D and prepare for
internships to explore secondary impact questions and mechanisms of change.
The modified Pre-Internship Survey included questions about academic pre-
paredness, academic challenges during L&D, and academic supports received
during L&D. Seventy-eight (78) percent of all sample members completed the
survey. However, the response rate was higher for the Improvement Strategies
Group than for the Usual Strategies Group (82% and 74%, respectively).

The evaluation team conducted bi-weekly monitoring calls with Pro-
gram Managers and Site Directors at each program to learn about the
experiences of participants and coaches in the two groups. These calls also
allowed for maintaining open communication between local site staff and
the evaluation team and for documenting notable events that could affect
program experiences and/or outcomes for participants.

Near the end of the study, coaches in Cycle 2 were asked to complete a
survey about their approaches to and experiences coaching program parti-
cipants. This survey was completed by at least one coach from 27 of 32
coaching groups. The study team also periodically visited sites to observe
coaching sessions and LC meetings, as well as to conduct group interviews
with participants and individual interviews with staff.
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Characteristics of the Study Sample

A total of 317 participants were enrolled in the study sample over two
enrollment cycles. Thirty-five (35) percent enrolled in Site 1, 25% enrolled
in Site 2, and 40% enrolled in Site 3 (Table 4). Participants were recruited
following Year Up’s usual procedures, with the exception that all applicants
were informed about the study and were required to agree to participate
should they enroll in Year Up. Within each site, those who consented to
participate in the study were randomized (using a blocked individual ran-
domization design) to receive either the usual or improvement strategies for
academic monitoring and supports. Blocking was by training track. In the
few cases where there were siblings, they were randomized to the same
condition or to different conditions at the request of the site director.

In all three sites, participants in the study sample broadly mirrored the
characteristics of youth targeted by Year Up. Roughly half of the partici-
pants in the sample were female, about 70% self-identified as Black or
African American, about 15% self-identified as Hispanic or Latino, and
about 13% self-identified as White or another race/ethnic group (Table
5). At enrollment, about 45% of participants in the sample were under age
20, 40% were aged 20-22, and about 15% were aged 23 or older.

Participants in the sample exhibited a range of readiness for the program,
as measured by number of “risk factors,” such as unstable housing, primary
responsibility for a child, and exposure to violence and/or trauma. About
25% exhibited no risk/readiness factors, whereas about 20% had six or
more. About 40% of the participants in the sample had no prior college
experience, while more than 30% had a year or more of college.

Because of the random assignment of participants to the Improvement
and Usual Strategies Groups, there were only small-to-modest differences
in participant characteristics between groups and none of the differences
was sufficiently large to be statistically significant at the .10 level on a two-
tailed test. In contrast, there were statistically significant differences in the
characteristics of participants who enrolled in the first and second intake
cycles of the study (Maynard et al., 2018). A higher proportion of the
participants enrolled in the second cycle were under age 20 (57% vs.
31%) and significantly fewer had prior college experience (34% vs.
41%). These differences are likely due to the timing of recruitment for
the two groups. The former group was enrolled at the end of the calendar
year, whereas the latter group was recruited over the summer, close to the
time when many eligible individuals had just completed high school.
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Table 5. Characteristics of the Study Sample at Enroliment, Total and by Program.

Program
Participant Characteristic Total Sitel Site2  Site 3 p Value
Gender = Female (%) 49.5 41.8 55.7 523 1210
Race—ethnicity (%) <.000 | *#*
Black or African American 71.6 85.5 48.1 742
Hispanic or Latino 14.8 10.0 36.7 55
White or another race 13.5 4.5 15.2 20.3
Age (%) 0429+
Under 20 44.1 345 46.8 50.8
20-22 404 45.5 443 33.6
23 or older 155 20.0 8.9 15.6
Number of risk/readiness <.000 | ##*
concerns (%)
0-I 26.5 28.0 13.9 33.1
2-3 35.7 329 50.6 2838
4-5 16.6 15.9 26.6 11.0
6+ 21.2 232 89 27.1
Prior college (any; %)
0 Years 414 55.5 26.6 383 .00 | 3##*
<| Year 26.8 17.3 36.7 289
I+ Years 31.9 27.3 36.7 328
Prior college (Full-time; %) .00 | 8k
0 Years 414 55.5 26.6 383
<| Year 372 28.2 44.3 40.6
I+ Years 21.5 16.4 29.1 21.1
Sample size 317 110 79 128

Source: Year Up program data.

Note. The study sample consists of youth who were first enrolled in Year Up with the January

2018 or July 2018 cohort at the three programs participating in the study. Data on the number

of risk factors is missing for 12% of the study sample.

*Statistically significant at the .10 level. **Statistically significant at the .05 level. ***Statistically
significant at the .00| level—on two-tailed tests.

Methods of Estimation

All estimates were generated using STATA Version 15.0. Because individ-
uals in the study sample were randomly assigned to the Improvement or
Usual Strategies Groups, simple difference in means tests produce unbiased
estimates of the impacts of the improvement strategies for academic moni-
toring and supports. However, for most analyses, we used multivariate regres-
sion models that controlled for demographic and background characteristics,
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site indicators, and controls for blocking factors used in the randomization
(e.g., site, training track, and sibling status) to improve the precision of
estimates and to control for random differences between the two treatment
groups (Bloom & Sommo, 2005; Orr, 1999; Raudenbush & Bryk, 2002).

There was no missing outcome data for the primary research questions.
However, there was a 21% nonresponse on the supplemental survey (Mod-
ified Pre-Internship Survey) and, more concerning, a sizable difference in
the response rate for participants in the Usual and Improvement Strategies
Groups (see Maynard et al., 2018). To mitigate response bias in the descrip-
tive analysis of those data, nonresponse weights were created and used in
the analysis (see Maynard et al., 2018, for a description of the process for
generating the weights).

Implementation of Tested Strategies

Throughout the study period, the evaluation team carried out low-stakes,
low-burden routine monitoring of the usual and improvement strategies
implemented. This allowed for documentation of the treatment contrast,
ensured the integrity of the evaluation, and supported program decisions
on midcourse corrections (between the first and second testing cycles). This
information, along with feedback from a focus group conducted with coa-
ches who worked with participants in the Improvement Strategies Group
and structured conversations with site leadership, led to decisions about
modifications in the improvement strategies to be implemented for Cycle
2 (see Table 3). It also seeded an effort by the Year Up National team to
work with local program staff to pull together and organize an “Academic
Coaching Binder” (henceforth referred to as “the Binder”). The Binder
included a variety of materials, some newly developed by coaches using
the improvement strategies, while others were preexisting but repurposed to
focus on academics.

Enhancements or Changes to Tested Strategies During Cycle |

Some of the tested strategies were altered or enhanced during implemen-
tation in Cycle 1. For example, the original plan for the improvement
strategies involved implementing centralized processes to routinely collect
information from instructors using procedures tailored to the local environ-
ment. Strategies included gaining direct access to the partner colleges’
learning management system (LMS) and/or having a staff person



492 Evaluation Review 46(5)

responsible for liaising with college faculty and the registrar to capture
information on a regular basis (e.g., the academic coordinator in one site).

Midway through Cycle 1, the three programs converged on a common
strategy that involved participants in the Improvement Strategies Group
routinely pulling up their course information (e.g., upcoming assignments,
syllabi, and grades) on the college LMS during weekly individual coaching
sessions. In addition, biweekly monitoring calls with program staff revealed
that all sites desired a tool for coaches working with participants in the
Improvement Strategies Group to be able to track academic issues that arose
during their coaching sessions. As a result, midway through Cycle 1, Year
Up National staff and the evaluation team collaborated to create a one-page
academic coaching guide for coaches working with youth in the Improve-
ment Strategy Group.

Adjustments to Strategies Tested in Cycle 2

Although some enhancements and changes were made to the tested strate-
gies during Cycle 1, others were made in response to what was learned
through focus groups conducted at the end of Cycle 1 with program leads
from all three sites and coaches working with participants in the Improve-
ment Strategies Group at one site. The focus group conducted with coaches
allowed for candid discussion about the relative merits of using the
one-page academic coaching guide, as well as for talking through issues
that arose while using the guide.

Coaches viewed the guide as a powerful tool for identifying participants
who were struggling with their courses, helping them uncover root causes of
the challenges, allowing them to flag student concerns for other staff mem-
bers (especially support services staff), and providing a way to document
planned and completed actions to address challenges. That said, some coa-
ches reported that aspects of the guide felt formulaic and that it would
benefit from more space for recording information and guidance on sup-
porting students facing academic challenges (e.g., referrals and follow-up
actions).

This focus group, along with informal feedback from coaches at the
other two sites, sparked a collaboration among the evaluation team, Year
Up National team, and local program staff to create the Binder. Examples of
resources in the Binder are tips for engaging with instructors, tips for
troubleshooting academic challenges, and academically focused warm-up
questions for coaching sessions.’ Prior to the start of Cycle 2, all coaches in
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the Improvement Strategies Group attended a formal training on how they
could use the Binder.

One tool in the Binder that was widely used in Cycle 2 was the Weekly
Academic Coaching Notes Sheet (commonly referred to as the Notes
Sheet). This is an updated version of the one-page coaching guide used in
Cycle 1. The Notes Sheet includes guidance and action steps that coaches
can recommend to participants when trying to address academic issues that
surface. It provides expanded space for tracking academic information as
well as a space to document students’ academic goals for the week. The
Notes Sheets serve as a running record of behaviors coaches track, chal-
lenges they identify, supports and guidance they offer, and outcomes they
observe or seek to achieve.

The expectation that coaches will update their Notes Sheets regularly
intentionally nudges them to ask coachees to pull up their grades and
assignments in the college LMS each week and to engage them in conver-
sations about their academic work and status. Based on feedback following
Cycle 2, the structure of the Notes Sheets reportedly helped coaches mon-
itor participants’ performance and hold them accountable for following up
on actions necessary for staying or getting back on track with their courses
(e.g., by accessing tutoring, seeking help from the instructor, buying or
borrowing the text book, completing delinquent assignments).

In Cycle 2, coaches working with participants in the Improvement Stra-
tegies Group began sharing their completed Notes Sheets with their pro-
gram manager and peer coaches during weekly LC meetings. This
information sharing prompted more frequent communication among staff
about participants’ academic performance and support needs as well as
available resources that had been helpful to other students.

Coaches working with participants in the Improvement Strategies Group
reported being more likely than their counterparts working with participants
in the Usual Strategies Group to refer their coachees to academic supports at
the local college partner. However, participant feedback on the value of the
resources available through the partner colleges was mixed.

Several of the improvement strategies used in Cycle 1 were either aban-
doned or de-emphasized going into Cycle 2 due to implementation chal-
lenges or findings that the strategies were not especially useful. For
instance, all three sites lowered their expectation that they could rely on
communications with instructors to obtain consistent feedback and insight
into participants’ academic performance. Coaches found it easier and more
productive to have participants’ share access to their LMS site during
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coaching sessions than trying to secure the information from college
instructors through email correspondence or direct contact.

Only one site hosted an instructor orientation luncheon in Cycle 1 to
establish rapport with instructors and open lines of communication. They
also hosted a similar luncheon in Cycle 2. The other two sites were unable to
make this event happen in Cycle 1. Lastly, there had been a desire to make
the final portfolio assignment completed by all Year Up students more
academically focused for participants in the Improvement Strategies
Group—enforced by their coaches. However, staff at all three sites deemed
this a low priority.

Estimated Impacts of the Improvement Strategies
Primary Outcomes

Over two cycles of testing, the improvement strategies for academic mon-
itoring and supports resulted in substantially higher L&D completion rates
and rates of continued college enrollment into the month after L&D. Parti-
cipants in the Improvement Strategies Group were 9.6 percentage points
more likely than their counterparts in the Usual Strategies Group to com-
plete L&D (79% vs. 69%, p value = .05; Table 6, upper panel). Consistent
with the changes in the improvement strategies for Cycle 2, the estimated
impact for Cycle 2 participants is considerably larger than that for Cycle 1
(14.3 vs. 4.3 percentage points, respectively) and it is highly statistically
significant for Cycle 2, but not Cycle 1 (p values = .036 and .540 for Cycles
2 and 1, respectively).

Notably, the estimated differences are positive, though not statistically
significant, for each of the three sites. Estimates range from a 6.7 percentage
point gain in the L&D completion rate for participants in the Improvement
Strategies Group as compared with their counterparts in the Usual Strate-
gies Group in Site 2 over the two cycles of testing. Participants in the
Improvement Strategies Groups in Sites 1 and 2 were over 11 percentage
points more likely than their counterparts in the Usual Strategies Group to
complete L&D. Moreover, the estimated impacts of the improvement stra-
tegies for Cycle 2 were larger than those for Cycle 1 in each of the three
sites (see Maynard et al., 2018). In fact, the site with the largest estimated
impact of the improvement strategies in Cycle 2 showed no evidence of
impact of the improvement strategies in Cycle 1.

Participants in the Improvement Strategies Group also were more likely
than their Usual Strategies Group counterparts to continue with college
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coursework after completing L&D. Data from the National Student Clear-
inghouse indicate that, across the three sites, 67% of those in the Improve-
ment Strategies Group compared with 54% of their counterparts in the
Usual Strategies Group (p value = .003) were enrolled in college during
the first month following the end of their L&D cycle (Table 6, lower panel).
As with impacts on L&D completion rates, the estimated impacts on college
enrollment were especially large (20 percentage points, p value = .002) for
participants in the Improvement Strategies Group who enrolled in Cycle 2.
The estimated impact for Cycle 1 is both small (5.9 percentage points) and
not statistically significant (p value = .334).

Secondary Outcomes

Consistent with higher rates of persistence through L&D, participants in the
Improvement Strategies Group were enrolled in college an average of
0.5 months longer during the observation period than were their counter-
parts in the Usual Strategies Group (5.6 vs. 5.1 months; p value = .004;
Table 7, top panel). The size of the estimated impacts on months of college
enrollment is roughly similar across all three sites (ranging from .43 to .53
months), with statistically significant estimates for Sites 1 and 2 (p values =
.072 and .028, respectively).

Year Up’s participant contract, which sets expectations for behavior and
specifies a code of conduct, is an important strategy used to reinforce Year
Up’s high expectations. It was not clear how the improvement strategies
adopted for this study would affect the incidence of contract infractions—
that is, behaviors in violation of the contract—which, in turn, affect parti-
cipants’ weekly stipend. One could hypothesize that improvement strategies,
which promote more and closer oversight of participants’ activities, would
result in greater conformance with program expectations and, thus, lower
recorded behavioral infractions. On the other hand, it is possible that higher
levels of monitoring would increase opportunities for staff to observe code
violations that, in turn, reduce weekly stipends and could lower program
retention.

The improvement strategies tested did not significantly alter the number
of recorded infractions for participants during L&D (Table 7, middle panel).
Those in the Improvement Strategies Group had an average of 7.0 infractions,
and those in the Usual Strategies Group had an average of 6.6 infractions. The
only notable subgroup difference was for Site 3, where those in the
Improvement Strategies Group had an average of 1.5 more recorded



Evaluation Review 46(5)

498

(panunuod)

[¥s'6T ‘00871 969’ £T6— Ly L8] yT8LI 810T ‘| Asenuef
3|pAd>/1u04y0D
[89°¥s ‘0871 0Lo’ +PL'8T 6°991 v9°s61 [IEYNe)
@81 o pus ays 3e ulurews.u syuiod 35€J3UOD JO JBqUINN
[€0°€ Z00] 180° #SG | 059 S08 € oS
[cezo8'1-] pEg 920 978 58 T2us
[6970 ‘£8'1-] oS’ 650— LES 8L¥ | 3
weJsSoug
[co1 “2€1-] 918 £10— 189 ¥9'9 810z ‘T AInf
[s9T ‘s€0-] y0T SI'l LT9 (4 A 810¢ ‘| Asenuef
95T 3phdpa1040D
Liv1 ‘tyro-1] vy Ly'0 95'9 £0°L Ile42A0
(@’81) 2uswdojeasp pue Sujuaes| Sulinp SUONDEIUI IDBIIUOD JO JaqUINN|
[260 ¥1°0] 870° €50 c6h %S € 9IS
[z8'0 4070l o +E¥'0 59 S6'9 (A1
L <rro-] LL1 050 YTh VLY | 3
weda3o.d
[S11 ‘6€0] 100 kL0 SE'S 19 810T ‘T AIn[
1970 “170-] 6 020 08¥ 00'S 810T ‘| Asenuef
680° 3]pA>a1040D
[zz:0 “17°0] ¥00° *x:6P"0 ol's 6S°'S Ile4dA0

weJ3o.4d sduoD) Bujuied] [BUOISSSJO.4 Y2 Ul JUSW|[OJUT SUIMO|[O} SYIUO-/ B3 SUlINp JUSW|[OJUS 333[|0 JO SYIUO

[punog 4addn ‘punog Jamor] LONEA d  odusueylq  seISsieag [ensn  soISeae.ag uswaAoadw) 9|dwieg

[eA4912U] ®2UBPYUOD) %G6 sues| Ul dudJayIg sueal dnouo

'sawo2INQ [eJolAeyag uo siioddng pue SuliolIuUOLy dIWSPEDY J0} saISaIeNS JUsWAcIdw) ay3 jo s1oedw| pajewns]y °Z djqe



499

Maynard et al.

'S1S3) P3|IE1-OMI UO—(3A3| |(Q'= Y3 I€ IUBIYIUSIS A[[ENSIBIS, '[OAS] GO' D2 IE JUBYIUBIS A|[EedNSNEIS,, "[9AS]| 0| Y2 3& Juedyiudis A|[ednsnels,,
"$91BWISS 10edWI [BNPIAIPUI 9Y) 4O} SSOYI SAOQE PaIs]| Je 310 AqQ pue 3[243/11040d JusW||0ud Aq sI1oedW Ul SDOUSIBYIP JO SIS 10) SanfeA d,

*(suondeqyul

ou YuM (°87 JO $PaM | T J49A0 deam Jad siuiod | o1 dn snid ‘sautod feniul 0G|) 09€ S! @°%87 JO PUS Yl 3e dARY pInod siuedipided sujod 10eIUOD
wnwixew ay] 3sanbaJ uodn Joyane 1sJy SY3 WO.) S|qE|IBAE dJE SDIBWIISS UOISSDISaJ ||n4 ‘sueaw paisnipeun aue dnouo) ssi8anesig [ensn) ayl Joj
sues|,] uswW(joJud weiSoud jo awn ay3 Je sonslIaIdeIeyd Juedidiled J0) SIBIIBAOD PapN|dUl JBY3 S|9POW UOISSa.I8a.4 uo paseq aJe sdnous Juswieay
92 U99MIDQ 9OUDIBYIP UBSW 33 JO SIBWIISS BY | "Uoneziwopued 01 Jolid syuedidn.ed jo Sup|d0|q aY3 40 JUNOIIE OF PAIYSIOM DJ9M BIBP 3SBY | "910N
'suonsanb yoaeasau Asewrud ayy o) pajejau sSuipuly Joj pasn si 9dA1 ade)-pjoq ay |

‘wasAs eiep weJdoud dn Jea )\ 9y wody aJe IR :924N0S

L1€ €91 141 azis 9|dweg

[90°2¥ ‘TTSP—] vL6 60 65'80C 15°60T € 9

[so'101 ‘€88l 160° 6V 434! 6£'861 [T

[£eT8 ‘66'1] 580 81ty LELE] SS6LI1 | @S
weadoud

[s7'86 ‘1581 €00’ #:8E°€9 8e'ev | 9LTIT 810T ‘T AInf

a8 Jo pua aya 3e Sujurewad syuiod 10e43UOD JO JaqUINN

[punog 4addn ‘punog Jamor] . ONEA d  ooususylg  soISereas [ensn  soISe3e.as JusweAoadu) o|dweg

|[BAJSIU| SDUSPYUOD %G6

Sues|,| ul aduaJayig

suea|, dnouo)

(penunuod) </ a|qe



500 Evaluation Review 46(5)

contractinfractions than did their counterparts in the Usual Strategies Group (p
value = .09).

In contrast to findings for contract infractions, participants in the Improve-
ment Strategies Group had an average of 29 more contract points (a positive
outcome) at the end of L&D than did their counterparts in the Usual Strate-
gies Group (p value = .07; Table 7, Panel 3). However, this difference is
entirely concentrated among participants enrolled in Cycle 2. The Improve-
ment Strategies Group in Cycle 2 had an average of 63 (30%) more points at
the end of L&D than did their counterparts in the Usual Strategies group (p
value = .003). Moreover, the impacts are generated from positive impacts on
contract point balances for the Improvement Strategies Groups at Sites 1 and
2. Participants in both the Improvement and Usual Strategies Groups in Site 3
had similar, relatively high contract point balances at the end of L&D (about
209 of 360 possible points—150 initial points, plus up to 10 points per week
over 21 weeks of L&D with no infractions).

Mechanisms of Change

The study included two subanalyses designed to identify factors that poten-
tially explain observed impacts. One is an examination of participants’
reported program experiences, particularly as they relate to engagement
in college courses and experiences with instructors, coaches, and peers. The
other is an examination of the contrast in actions carried out by coaches
during group and individual coaching with an eye toward identifying pat-
terns associated with the implementation of the improvement strategies and
how that may have contributed to the observed impacts on the primary
outcomes of interest.

Participants in both groups reported generally similar program experi-
ences. Based on data from the modified Pre-Internship Survey administered
to participants by Year Up near the end of L&D (or, for participants who
terminated early, administered within days of their departure), there were no
notable differences in how participants in the Improvement and Usual Stra-
tegies Groups viewed their program experiences. Participants in both groups
reported generally similar levels of school and work-related activities (see
Maynard et al., 2018, for details). Participants in the two groups reported
taking similar numbers of courses (an average of about 4.5 per semester), and
experiencing similar levels of course difficulty (moderate, on average).

Those in the Improvement Strategies Group reported spending slightly
more time on homework (an average of 11 vs. 9.7 hr a week) and complet-
ing an average of 0.3 more courses (4.2 vs. 3.9). Both groups reported
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working about 12 hours a week, on average, and had similar views on the
extent to which work adversely affected their academics (moderately, on
average). However, none of these differences was statistically significant at
conventional levels (Table 8).

When asked whether they had encountered a range of challenges in their
most difficult college course (i.e., attending class regularly, keeping up with
assignments, doing well on tests and assignments, understanding the course),
the responses for the two groups were generally quite similar. Both groups
reported having had moderate success getting timely feedback and having
received moderate levels of support when they did encounter difficulties.
This support most often came from PTC staff, other participants in the course,
or college instructors. Neither group reported frequent use of tutors.

Despite quite distinct differences in the tactics used by coaches working
with participants in the Improvement and Usual Strategies Groups (see
further discussion below), participants in both groups reported having high
levels of communication with their coaches (an average of 3.7-3.8 on a
scale of 1-5, where 1 = never and 5 = daily). This suggests that a high level
of communication with one’s coach does not necessarily translate into
meaningful coaching for academics.

Participants in the two groups generally reported that feedback and
support on coursework—provided by college instructors, PTC program
staff, and others in their courses—was generally good to excellent and
timely. However, participants in the Improvement Strategies Group rated
the quality of the support from PTC staff significantly higher than did those
in the Usual Strategies Group (p value = .042). Participants in both groups
reported relatively low frequencies of receiving feedback and support from
tutors at the college or online (average score of 1.3—1.6 on a 3-point scale).

Overall, participants in both the Improvement and Usual Strategies
Groups reported having had good experiences in the program and reported
being very likely to recommend the program to others (average scores of 8.4
and 8.5 on a scale of 0—10 for the Improvement and Usual Strategies Groups,
respectively). With a few exceptions, participants in both groups reported
having received similar types, intensities, and qualities of supports to address
challenges and similar overall levels of satisfaction with the program.

Coaches were envisioned as the primary agents for facilitating improve-
ments in participant outcomes. Consistent with this expectation, their
responses to the coach surveys indicate that coaches working with partici-
pants in the Improvement Strategy Groups spent their time differently
during their coaching sessions than did their counterparts working with
participants in the Usual Strategies group. Moreover, these differences in
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time use were consistent with the improvement strategies being tested. For
example, higher percentages of those working with participants in the
Improvement Strategies Group, as compared with their counterparts work-
ing with participants in the Usual Strategies Group, reported using coaching
time to address academic, social, personal, and work-related issues. Only
slightly lower percentages reported using coaching time to address Year
Up-related issues (see Maynard et al., 2018, for details).

Coaches working with the Improvement Strategies Group reported hav-
ing substantially greater awareness of the academic challenges their coa-
chees were facing during L&D compared to coaches working with
participants in the Usual Strategies Group. For example, even though par-
ticipants were randomly assigned to the Improvement or Usual Strategies
Groups and, thus, statistically similar in their readiness for the program,
coaches using the improvement strategies were more likely than their coun-
terparts working with usual strategies to report that academics were a major
challenge for their coachees (15% vs. 3%). Conversely, coaches using usual
strategies were more likely to report that academics were “not at all” an
issue for their coachees (37% vs. 23%).

The most notable difference in reported behavior by coaches working
with the two groups of participants is the amount of time coaches reported
spending discussing academic activities, performance, and support needs of
participants. When asked about their most recent coaching session, coaches
working with the Improvement Strategies Group reported having discussed
academics with participants in approximately 43% of coaching sessions. In
contrast, coaches working with the Usual Strategies group reported discuss-
ing academics in only 11% of their most recent coaching sessions.

As mentioned above, this greater focus on academic issues among coaches
working with the Improvement Strategies Group did not come at the expense
of discussing other issues (e.g., personal, social, work). Specifically, coaches in
the Improvement Strategies Group reported greater frequency of discussing
personal issues than did their counterparts who were working with the Usual
Strategies Group (41% vs. 22% of coaching sessions). The same was true for
the frequency of discussing social issues (also 41% vs. 22% of coaching ses-
sions) and work-related issues (35% vs. 25% of coaching sessions).

Notably, coaches working with the Improvement Strategies Group were
3 times more likely than their counterparts working with the Usual Strategies
Group to report having referred participants to tutoring (43% vs. 14%). How-
ever, both coaches and participants reported that the available tutoring tended
to be poorly aligned with participants’ needs and not always easily accessible.
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Discussion

This case example illustrates the power of blending tools of DBIR, IS, RCE
and traditional RCT evaluation methods strategically to quickly design,
implement, refine, and rigorously test the effectiveness of new and different
program strategies. The bundle of strategies that programs designed and
initially tested in Cycle 1 showed promise for improving program retention
through and college persistence beyond L&D. The gains in Cycle 1 were
insufficient to achieve program sustainability. However, the close observa-
tion and evaluation of those experiences informed refinements in the
strategies that appear to have strengthened their effectiveness in Cycle 2.

The rapid-cycle experimental impact findings provide highly credible
estimates of those effects across site and over time, while the companion
qualitative research that was designed around DBIR and IS principles was
powerful for guiding the design of and refinements of the improvement
strategies. The one caveat is that we are not able to fully control for the
posssibility that some of the difference in the magnitude of impacts between
cycles 1 and 2 could be attributable to the differences noted above in the
characteristics of the youth enrolled in the fall and spring enrollment cycles.
However, it seems unlikely that those differences would dominate the con-
tribution of the refinements to the improvement strategies.

In the end, the improvement strategies tested over two enrollment cycles
resulted in sizable improvements in the academic persistence of participants.
By the end of only two cycles of testing, all three programs had improved
their retention rates substantially using strategies that were relatively easy to
implement and adopt at low-to-no cost. All three programs identified and
implemented strategies that allowed them to routinize access to information
about participant engagement and performance in their college courses. They
could use that information to engage with participants experiencing difficul-
ties to identify contributing factors and come up with feasible approaches to
address them. Notably, however, the strategy changes that led to the observed
improvements varied across sites in large part due to differences in local
contexts and associated opportunities and challenges.

Following the completion of the study, coaches in the study sites began
having all participants routinely pull-up their grades in the college LMS
during coaching sessions. Coaches also began routinizing processes to
encourage and facilitate conversations among program staff about partici-
pants’ academic progress. Routinely accessing the college LMS during
coaching sessions changed the coaching conversations by bringing aca-
demics to the foreground. As a result, there was greater accountability and
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follow-through by both participants and coaches for how coaching time was
used and what coaches and coachees were expected to do between sessions.

In Cycle 2 of the study, coaches in the Improvement Strategies Group
were trained on the use of the Binder, which, along with the Notes Sheet,
helped coaches working with participants in the Improvement Strategies
Group establish routines for coaching around academics and equipped them
with tools for both surfacing issues and working with participants to address
them. In the words of one coach: “The coaching binder [...] was so awe-
some . ..because [instead of asking] ‘Okay so how was your week-
end’...[we focus on] how can we [help you] academically?”

In follow-up interviews with program staff at Site 1, we learned that staff
have continued working to improve tracking student engagement and per-
formance in their college courses and to provide quicker and better
responses to help those showing signs of difficulty. They also are continu-
ing their efforts to improve information sharing among staff within the PTC
and between PTC and college staff. Reportedly, it is becoming common for
issues that arise during coaching sessions to be shared in some form during
LC meetings and with other program staff, which fosters shared efforts to
monitor and support academic needs of all participants.

Reportedly, troubleshooting academic issues students encounter now is
viewed as more of a shared responsibility of the PTC programs and their
college partners than was the case prior to this study. For example, in one
site, there now are multiple avenues through which information about aca-
demic challenges is shared. There are biweekly meetings with the college
academic advisor, the program’s associate director of programs and the
program managers to discuss participants’ academic challenges and offer
suggested sources of remedy where warranted. Further, academic advisors
now contact program managers (generally by email), as needed, to share
information about students in need of support based on information
obtained through college instructors. This sometimes leads to follow-up
conversations and/or meetings with individual participants.

Although more systems for communication and collaboration exist than
prior to the study, program staff report that there is still room for improve-
ment. Too often, academic issues are not communicated to PTC staff until it
is too late for intervention. In addition, the academic resources available at
the local colleges are limited, and participants frequently report having
difficulty accessing them or that they are unhelpful. However, it is not
always clear whether the available services are not useful or if students are
not adept at taking full advantage of them. For example, in the case of
tutoring services, it seems likely that some of the services may be helpful
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but difficult to access and others may be poorly aligned with participants’
needs. But, it also is likely that some participants lack the initiative and/or
requisite skills to engage with tutors productively. PTC staff are continu-
ously striving to create convenient spaces that encourage participants to
spend more time studying at the college, as this allows greater access to
available academic support services and provides more opportunities for
contact with and feedback from the program.

Lessons for Future Improvement Studies

In this case example, we were able to facilitate the efforts of programs to
prioritize and embark on serious, evidence supported improvement efforts.
In doing so, we reached beyond traditional experimental program evalua-
tion methods to capitalize on the strengths of DBIR and IS methods for
improving program design and implementation. In this, we acted as facil-
itators to accelerate efforts of program staff to identify priority strategies for
testing and to plan for effective implementation of those strategies in a
testable manner. We used the tactics of RCE methods for maintaining
a focus on priority, proximal outcomes, and reliable and accessible data
sources. The following are key lessons from our experience:

1. It can be helpful for evaluators to facilitate brainstorming by pro-
gram staff working to identify the priority targets for improvement.
Such brainstorming should be wide-ranging and include issues of
feasibility, promise of improving outcomes, and contingencies.

2. It is helpful to standardize improvement goals across site, but to
expect variability in what program staff deem most promising for
achieving those goals. In our case, the sites agreed that their priority
operational goals were to improve timely access to information on
participants’ academic performance and to have coaches and staff
prepared to help participants who were falling short of expectations
in their college courses. However, sites differed with respect to how
they could most effectively achieve these operational goals. Allow-
ing program staff to tailor the specifics of their improvement stra-
tegies was important in securing staff buy-in. It also likely led to the
strategies tested being more effective than had we adopted a uniform
protocol for all sites.

3. It was critical to have a nonburdensome strategy for enrolling parti-
cipants in the study sample and randomly assigning them to treat-
ment condition. We inserted the informed consent process into the
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usual program enrollment process. Then, the evaluation team
worked with the National Year Up evaluation staff to conduct the
randomization of participants immediately preceding program
orientation.

4. Other aspects of the evaluation also need to be nonburdensome for
staff. We were careful to impose minimal burden on the program
staff throughout the evaluation. Furthermore, the evaluation was
nonjudgmental; we were collectively exploring the benefits of alter-
ing the strategies sites used for monitoring and supporting partici-
pants in their college courses.

5. Findings from the study were shared with Year Up National and site
staff in a timely, easy-access, and nonjudgmental manner. After Cycle
1, the evaluation team packaged qualitative feedback from the sites in
easily digestible formats (i.e., power points, one-page briefs, and
simplified meeting notes) to allow them to make quick, informed
decisions about modifications for Cycle 2. Results of the study were
presented to staff within a few months of end of Cycle 2 of testing,
again using easy-access formats. We prepared a brief preread that was
emailed to all stakeholders in advance of webinars with each site and
with the national office. This was followed up by a more detailed, but
still easy-access postread designed for online reading.

Study Limitations

This was a relatively short-term, low-budget evaluation with a narrow
focus. It focused exclusively on the impacts of the tested improvement
strategies, not on overall impacts of the program. The study sample was
relatively small (317) and spread across two cycles of testing improvement
strategies that were intentionally modified between cycles.

The study was designed to test whole bundles of strategies, not the
individual components. For example, it was not designed to estimate the
impact of guaranteed access to textbooks, as distinct from the impact of
other improvement strategies included in the bundle tested. Relatedly, we
cannot be certain how much of the stronger impacts in for Cycle 2 is
attributable to differences in the composition of the participating youth in
the study sample or to the refinements in the improvement strategies tested.
Finally, the limited nature of the implementation monitoring means that we
do not have especially rich detail on precisely where, when, how, and how
well various aspects of the program were implemented and why.
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All of these limitations arise from deliberate choices made by the evalua-
tion team to prioritize a quick, low-burden, credible test of promising
improvement strategies designed by program staff over a more traditional
summative impact evaluation—one that would generate credible evidence on
the overall effectiveness of a program (e.g., on ultimate employment
and earnings goals) that was already known to need major improvements
to meet benchmarks for success. Such a study would answer different ques-
tions and take longer and require larger samples and more resources. Both
types of studies are valuable; however, at the time we settled on the study
design, all parties to the decision agreed that it would be prudent to prioritize
the improvement study over the summative evaluation. Notably, we are in the
process of completing a summative evaluation of the PTC, the results of
which will reflect some of the findings of this improvement study.

Appendix

Table Al. Taxonomy of Approaches to Program Evaluation.

Traditional Program and Policy Evaluation

Commonly, traditional evaluations are described as using “social research methods
to systematically investigate the effectiveness of social intervention programs.
They draw on the techniques and concepts of social science disciplines and is
intended to be useful for improving programs and informing social action aimed at
ameliorating social problems” (Rossi et al., 2018). Since the turn of the century,
there has been an increasing evidence on the use of experimental evaluations to
generate unbiased estimates of the expected impacts of practices, policies, or
programs; estimates of the degree of certainty in the impact estimates (with
randomized controlled trials having highest standing); and evidence of the
relevance to the estimates for particular population groups and settings
(Cronbach et al., 1980; Mertens & Wilson, 2018; Orr, 1999; Peck, 2017). There
also has been an increased attention to synthesizing such evidence across studies
using systematic review processes to arrive at “conclusions about the state of
affairs, value, merit, worth, significance, or quality of a program, policy or
practice” (Cooper et al., 2019).

Types of Questions Addressed: “VVhat happens as a result of subjecting individuals to a
practice, program, or policy that is different from usual?” What changes in
outcomes occur as a result of individuals being subjected to the practice,
program, or policy rather than the usual conditions? How different are the
impacts of the practice, policy of program across settings, participant groups, or
time? In what ways does the data support or refute the operative theory of
change associated with the practice, policy, or program?

(continued)
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Table Al. (continued)

lilustrative Applications: Negative Income Tax Experiments (Burtless & Hausman,
1978), Job Corps Evaluation (Mallar, 1982), Teacher Advancement Program
(Glazerman & Seifullah, 2010), Abstinence Only Education Programs (Trenholm
et al, 2007), and Year Up Program Evaluation (Fein & Hamadyk, 2018).

Design-based Implementation Research (DBIR)

DBIR seeks to simultaneously advance basic knowledge about the relative
effectiveness of practices, policies, or programs work through iterative
applications of variations in them and careful observation and assessment of the
results. It draws on principles of implementation science and improvement
science (see below). A defining feature of DBIR is reliance on researcher—practice
partnerships dedicated to simultaneously using and improving theories through
iterative cycles of design, implementation, and evaluation of modifications to
practice (Fishman & Penuel, 2018; Fishman et al., 2013; Penuel & Fishman, 2012;
Penuel et al., 201 1).

Types of Questions Addressed: What is the current state of knowledge regarding how
a particular outcome is achieved? What are possible strategies for strengthening
outcomes and/or removing barriers to achieving intended outcomes? How does
practical experience inform theories of action? How generalizable is the
experience in one setting or for one population group to another?

lllustrative Applications: Promoting teacher involvement in curriculum development
(Huizinga et al., 2014), improving academic language development of students
(Snow et al., 2009), and connecting out of school youth to learning opportunities
(Barron et al,, 2014).

Implementation Science

Implementation science entails disciplined examination of programs, policies, and
practices to advance knowledge about the ways they influence outcomes of
interest, with the goal of creating generalizable knowledge that can inform policy
and practice more generally (Eccles & Mittman, 2006). It differs from DBIR and
Improvement Science in that it does not explicitly involve the implementers of the
program, policy, or practice in the research and the intended beneficiary of the
evaluation is the implementation setting. Implementation science is described in
the literature the processes and methods involved in the systematic transfer and
uptake of evidence-based practices into routine, everyday practice. Its central
aims are to support the understanding of relevant, contextual processes and
improve the quality and effectiveness of programs, policies or practices (Bauer
et al.,, 2015; Fisher et al., 2016; Kelly & Perkins, 2012; Odom, 2009).

Types of Questions Addressed: What are the key design features of a program, policy,
or practice? How are those features implemented in practice? What are key
performance indicators or outcomes at key points in the implementation
process? What factors appear to facilitate or impede achievement of intended
outcomes (Kelly & Perkins, 2012).

(continued)
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Table Al. (continued)

lllustrative Applications: Approaches to achieving positive outcomes for children and
youth with disabilities (Odom, 2009), effective strategies for teaching nurses
quality and safety practices (Dolansky et al., 2017), Efficient Operation of the
Food Stamp Employment Training Programs (Puma et al., 1988), and barriers and
facilitators of an evidence-based employment and training program (Noel et al.,
2017).

Improvement Science (IS)

Improvement science is a disciplined approach through which evaluators and
practitioners collaborate to design, implement, and evaluate strategies intended
to improve programs, policies, or practices. It uses and informs theory and
promotes continuous program improvement through cycles of refinement and
testing of the theories of change (Bryk et al., 201 |; Bryk et al., 2015; Russell
etal, 2017).

Types of Questions Addressed: What are perceived impediments to successful
outcomes? What are the most promising strategies for improving outcome?
What is entailed in implementing those strategies! How well were the focal
improvement strategies implemented? How well did they work? Should they be
adopted, tweaked, or abandoned; why and how?

lllustrative Applications: The Community College Pathways Networked Improvement
Community (Bryk et al,, 201 I), networked improvement science effort to
support instructional change (Hill, 2019), and development and testing of a new
developmental mathematics curriculum (Norman et al., 2018).

Rapid-Cycle Evaluation (Consolidated Framework for Implementation Research)

Rapid-cycle evaluation draws on traditional program evaluation methods for
generating highly credible estimates of the effectiveness of strategies for
improving outcomes of programs, policies, or practices, as well as implementation
science, DBIR, and IS. By design, it is quick turnaround and addresses very specific
features of design and implementation of programs or policies. They consider a
very limited set of outcome measures, a well-defined test population, and
preference reliance on a randomly assigned comparison group that is not exposed
to the design or implementation feature in question and their implementation
(Cody & Asher, 2014; Keith et al., 2017; Shrank, 2013).

Types of Questions Addressed: What is the focal challenge to optimal outcomes
associated with the program, policy, or practice in question? What is change in
strategy that is being tested? What is the logic as to why it is expected to improve
outcomes?! How do outcomes change as a result of the strategy change? Do the
impacts vary across setting or population group?

lllustrative Applications: Comprehensive Primary Care Initiative (Shrank, 2013),
building stronger relationships with low-income fathers through mobile apps
(Balu et al., 2018), improving human services programs (Derr et al., 2019), and
improving early care and education (Paulsell et al., 2018).
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Notes

1. Adding the additional sites to the evaluation was possible as the result of blend-
ing work on this project with ongoing, related work on an Institute of Education
Sciences Development and Innovation (grant R305A150214).

2. National Student Clearinghouse data are the source of standard metrics used by
colleges and universities to judge their performance and the performance of indi-
vidual participants. They have been used in many past community college evalua-
tions (see, e.g., publications at http://www.mdrc.org/issue/higher-education).

3. Year Up National reported that they are in the process of developing resources
and protocols to support the rollout of key tools and practices demonstrated to be
efficacious through this improvement study.
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