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Abstract. Reading comprehension is essential for both knowledge
acquisition and memory reinforcement. Automated modeling of the com-
prehension process provides insights into the efficacy of specific texts
as learning tools. This paper introduces an improved version of the
Automated Model of Comprehension, version 3.0 (AMoC v3.0). AMoC
v3.0 is based on two theoretical models of the comprehension process,
namely the Construction-Integration and the Landscape models. In addi-
tion to the lessons learned from the previous versions, AMoC v3.0 uses
Transformer-based contextualized embeddings to build and update the
concept graph as a simulation of reading. Besides taking into account
generative language models and presenting a visual walkthrough of how
the model works, AMoC v3.0 surpasses the previous version in terms of
the Spearman correlations between our activation scores and the val-
ues reported in the original Landscape Model for the presented use
case. Moreover, features derived from AMoC significantly differentiate
between high-low cohesion texts, thus arguing for the model’s capabili-
ties to simulate different reading conditions.

Keywords: Reading Comprehension · Automated Model of
Comprehension · Language Model

1 Introduction

Reading comprehension is a foundational skill for both knowledge acquisition
[9] and memory reinforcement [1]. Successful reading comprehension depends
on both individual factors (e.g., decoding ability, goals, motivation, and prior
knowledge) and features of the text (e.g., syntactic complexity and cohesion).
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Importantly, these two factors (individual features and text features) have inter-
active effects. For example, less skilled readers benefit from highly cohesive texts,
whereas skilled readers benefit from less cohesive texts [11]. While the theoretical
effects of individual and text features on comprehension have been documented,
predicting the effects across different texts depends on effective modeling of the
comprehension process. Therefore, modeling the comprehension process across
numerous texts can provide information on the efficacy of specific texts as learn-
ing tools prior to their use in research and classrooms.

The Automated Model of Comprehension (AMoC) provides teachers and
researchers the ability to model the reading comprehension process of different
texts. AMoC leverages the general frameworks provided by the Construction-
Integration (CI) Model and Landscape Model and integrates modern language
models and natural language processing tools in order to simulate the readers’
mental representation during reading. When a text is analyzed with AMoC, a
concept graph is produced, which represents the generation of concepts (nodes)
and inferences (edges). While previous iterations of AMoC have been tested and
published, the current version uses state-of-the-art language models that are
superior to those used in previous versions.

The Automated Model of Comprehension has its roots in the Construction-
Integration model [10] and the Landscape Model [1]. The CI model describes
comprehension as a two-step process. Readers first construct a mental represen-
tation of a text’s meaning by generating inferences, and then integrate the new,
text-based information with their own existing knowledge. The Landscape Model
simulates the activation of concepts in a similar way to the CI Model; however,
it is further used to simulate the fluctuation of activated concepts across time.
Within the Landscape Model, prior knowledge can be activated through two
different mechanisms: cohort activation, which is the passive linking of concepts
related to the reader’s mental representation through the formation of associative
memory traces, and coherence-based retrieval, which represents the importance
of a word in relation to the text (such as causal, temporal, or spatial connections).
The coherence parameter is smaller when the reading process is more superficial.
Importantly, both the CI model and the Landscape model were automated, but
the parameters and connections were entirely hand-sewn - meaning the exper-
imenter listed the nodes and connections, as well as the assumed knowledge
activated by the reader, and the models simply’put’ the pieces together. Our
objective is to automate the entire reading process, including which nodes are
activated, their connections, and whatever outside knowledge is activated during
the reading process.

Two versions of the Automated Model of Comprehension have been published
(i.e., v1.0 [5] and v2.0 [3]), but recent developments in text analysis have enabled
improvement in AMoC’s internal modeling and output. The third version of
AMoC uses the Transformer [16] architecture for taking into account context
and having a better representation of words. We publicly released our model
and all corresponding code on GitHub1. In contrast, AMoC v2.0 [3] employed a

1 https://github.com/readerbench/AMoC.

https://github.com/readerbench/AMoC
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combination of word2vec [13] and Wordnet [14] to generate nodes and edges. The
main feature of the Transformer is the self-attention mechanism which enables a
better understanding of the relations between words in a sentence across a wider
span. Figure 1 introduces attention edges generated using BertViz [17] from the
“knight” token in the second sentence to its previous occurrence, as well as lexical
associations to other words. Additionally, Transformers are faster in both the
training phase and inference phase in comparison to Recurrent Neural Networks
due to their parallel nature. This architecture has been successfully employed on
a variety of NLP tasks for which it holds state-of-the-art performance.

Fig. 1. BertViz self-attentions.

Generative Pre-training Transformer (GPT) is a large Transformer-based
generative language model [15]. Instead of focusing on representing word embed-
dings such as the BERT [6] encoder, GPT’s goal is to generate text with cursive
ideas that map well with the context and are syntactically correct. As such, the
end goal can be considered the generation of text that is indistinguishable from
human-generated writing. The training process involved predicting the next word
in a sequence given the previous words. Additionally, GPT can be customized
to slightly guide its prediction - for example, the length in tokens can be set by
the user. N-grams of different lengths can be set not to repeat in order to have
a more diverse generation. Sampling can also be used when choosing the next
word in a generation to ensure a more diverse output. Multiple GPT models
have been released at the time of this writing, namely versions 1–4. GPT-3 and
4 [2] require extensive resources and are available only via API. Since we want
to make AMoC available to everyone and deployable on most computers with
average specifications, we decided to train and test AMoC v3.0 using GPT-2.

2 Method

AMoC mimics human comprehension by using the generative capabilities of
state-of-the-art language models. When analyzing a text, AMoC generates a
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concept graph. The concept map contains nodes and edges. Each node represents
a concept (i.e., a noun, verb, adjective, or adverb) and includes information about
the word lemma and whether the concept is text-based or inferred. The edges are
weighted links, the weight being derived from the attention scores of the GPT-2
model in different contexts. Here, we consider the mean attention score between
2 words across all layers from GPT-2. The AMOC v3.0 workflow is depicted in
Fig. 2 as follows.

Fig. 2. AMoC v3 processing flow.

2.1 Processing Flow

The text analysis begins with an empty concept graph. There are no previous
sentences in the working memory of the model nor any concepts in the AMoC
graph. In the first step, the content words from the sentence (i.e., nouns, verbs,
adjectives, and adverbs) are added to the graph as nodes with edges connecting
them. The weights of the edges are given by the attention scores of the Model.
In the second step, sentences are generated using the Model, while the content
words from the generated sentences are added to the graph, along with the
edges connecting the generated content words to the text-based content words.
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Note that this first sentence scenario is just a sub-scenario of a general analysis
presented below.

For each sentence after the first sentence, the model retains active concepts
from the PrevSent sentences as nodes in the concept graph. In addition, the
model retains edges and utilizes a decay factor to mimic reading over time (see
below). The PrevSent sentences, top Active concepts from the concept graph,
and the current sentence are given to the model. New nodes are generated, and
edges are added based on the attention scores of the content words from the
current sentence and the other content words.

New sentences are generated using the Model that receives as input the cur-
rent sentence, past PrevSent sentences, and top Active nodes from the AMoC
graph that are text-based. Note that in the generation process, we do not con-
sider only the concepts that are text-based (i.e. not the inferred concepts). The
generation can take multiple forms using the Imagin (parameter) to make them
more diverse or more clustered on the same idea. We can also vary the number of
sentences generated as well as the length of tokens from the generation sequence.

The top DictExp number of words that have a maximum attention score
greater than a AttThresh threshold are added to the graph. This process limits
the number of inferred concepts from the generation process as well as imposes a
condition that the words should have a strong connection (attention score) with
at least one of the words from the “source” text.

When analyzing the next sentence in the text (i.e., simulating the reading of
another sentence), the model supports a decay factor (i.e., forgetting the previous
sentences) (parameter WD) such that all the edges in the graph are decayed with
a specified percentage. In addition, the importance of the nodes can be scaled
with their Age of Exposure [4] scores (parameter UseAOE ).

The process repeats with subsequent sentences, past PrevSent sentences as
a sliding window, top Active concepts active from the graph, and corresponding
method to update the AMoC graph, generate follow-up sentences and add new
inferred concepts to the AMoC graph.

2.2 Features Derived from AMoC

The following list introduces the graph metrics that consider either the entire
AMoC graph or only the active nodes from the AMoC graph. In order to obtain
the final values, the graph after each sentence was saved, and the metrics were
computed on each of the intermediate graphs as the mean value of the targeted
nodes. Then, the mean of all of these mean values per sentence was computed
for the entire AMoC graph.

– Closeness centrality - a local measure of centrality per node that takes into
account the minimum distance from a node to all other nodes;

– Betweenness centrality - a local measure reflecting the number of shortest
paths that go through a node;

– Degree centrality - a local measure computed as the sum of the weights to
adjacent nodes;
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– Density - a global measure of the AMoC graph, which is the ratio between the
number of edges and the maximum possible number of edges in the AMoC
graph;

– Modularity - a global measure of how difficult it is to split the AMoC graph
into multiple subgraphs.

2.3 Experimental Setup

The model considers the following Parameters presented in Table 1. Each of
the parameters aligns with assumptions regarding the reader’s skill in parsing,
understanding, and remembering text, their knowledge of words, and their ten-
dency to go beyond the text using elaboration and imagery. Note that the default
values were chosen based on an expert judgment that follows an analogy to the
manner in which other comprehension models were evaluated (i.e., the CI and
Landscape models).

Table 1. AMoC v3.0 parameters.

Parameter Description Default value

Model Normal (more complex) versus Distilled (less
complex, faster) GPT

gpt2

PrevSent Number of sentences that are remembered in their
raw form (max 3)

1

Active Number of active concepts in the reader’s mind 5

DictExp Maximum dictionary expansion 7

AttThresh Attention score threshold for new concepts 0.3

Imagin Values from 1 to 4 denoting potential elaboration
and imagery by the reader (1 less imaginative, 4
more imaginative)

1

WD Percentage of decay of each edge from sentence to
sentence

0.1

UseAOE Binary value indicative of whether to scale by AOE
scores when computing the importance of the nodes

1 (True)

2.4 Comparison Between AMoC Versions

The main differences between the three AMoC versions are displayed in Table 2.
AMoC v3.0 is implemented in Python like AMoC v2.0 [3], while AMoC v1.0 [5]
was in Java. spaCy [8] is also used in both the 2nd and 3rd versions to apply
basic processing on the text (i.e., lemmatization, POS tagging for the extrac-
tion of content words). The 1st and the 2nd versions of AMoC use word2vec
to provide weights for the edges in the concept graph, while in comparison,
the 3rd version uses GPT2 attention scores. As mentioned in the introduction
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section, Transformer models (including GPT2) obtained state-of-the-art results
in multiple fields due to the self-attention mechanism, along with other aspects.
In addition, the similarity scores obtained by Transformer models are context-
related. Therefore, these scores should be of higher quality than other similarity
scores that are general and do not take context into account (e.g., scores pro-
vided by word2vec). The inference process also differs in AMoC v3.0 compared
to the previous versions. AMoC v3.0 uses GPT2 text generation to extract new
concepts that are more related to the context of the text, rather than just pick-
ing similar words from a language model (word2vec) or WordNet. Lastly, AMoC
v3.0 is highly customizable with 8 parameters that can be manually configured
to serve the user’s needs, surpassing by far the 3 customizable parameters from
AMoC v2.0.

Table 2. Comparison between AMoC versions.

Feature AMoC v1.0 AMoC v2.0 AMoC v3.0

Programming Language Java Python Python

Sentence Segmentation Stanford Core
NLP v3.8

SpaCy v2.3.5 SpaCy v3.4

Tokenization Stanford Core
NLP v3.8

SpaCy v2.3.5 SpaCy v3.4

Language model used
for weighting
text-based concepts

Word2Vec Word2Vec GPT2 attention scores

Inferring new concepts WordNet +
Word2Vec

WordNet +
Word2Vec

GPT2 text generation

Adding newly inferred
concepts

PageRank PageRank GPT2 attention scores

Number of parameters 3 3 8

3 Results

We begin this section by showcasing the stages of the AMoC v3.0 processing flow
using real text. Next, we present two experiments conducted on both AMoC
v2.0 and AMoC v3.0 to validate the models and also provide a performance
comparison between them. The first experiment involves computing correlations
between the Landscape Model word scores and the activation scores from AMoC
models, while the second experiment analyzes how related are the AMoC graph
centrality metrics to the cohesion of the text.

3.1 Use Case

We used the text from the original Landscape Model paper to mimic how AMoC
v3.0 works. We showcase the first and the last sentences with the corresponding
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outputs of our model (see Fig. 3). The nodes in the graph have the following
colors: dark blue - text-based and active; light blue - text-based and not active;
dark red - inferred and active; light red - inferred and not active. Also, note that
there are maximum 10 nodes displayed, even though there might be more. This
decision was made so that the concepts could be easily followed. The parameters
used were the default ones, as presented in Table 1.

– First text sentence: A young knight rode through the forest
• Top Graph Concepts: None
• Model Generated sentences (selection of 2):

* The girl who rode it was an apprentice knight, and she wore a light
pink dress. “This one is my daughter’s second bride.”

* At this moment he stopped. He looked down at the black sword which
he held in his hand.

– Last text sentence: She married the knight
• Top Graph Concepts: dragon red knight princess king
• Model Generated sentences (selection of 2):

* He married her by making him the best knight he could be. Because
of that, his knights would be able to make the top of this league, even
without the royal crown.

* “The man in charge of the palace.”

Fig. 3. AMoC graphs after each selected sentence.

3.2 Correlations to the Landscape Model

The first experiment involves analyzing the correlation between the activa-
tion scores presented in the Landscape Model paper and the activation scores
obtained by AMoC v2.0 and AMoC v3.0. The scores from the Landscape Model
are from 0 to 5 for each sentence, where 0 denotes that the word is not present
at all in the memory, while 5 is the highest level of activation. The scores are
for both text-based and inferred concepts. However, since inferring new concepts
differs from method to method, we decided to consider only text-based words in
this analysis.
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The setup of the experiment was the following: we performed a grid-search for
two parameters maximum active concepts and maximum dictionary expansion,
while keeping the other parameters fixed for both models, namely: for AMoC
v2.0, the activation score was set to 0.3; for AMoC v3.0, the Model was GPT-2,
the PrevSent was 1, the AttThresh was 0.3, the Imagin was 1, the WD was 0.1,
and the UseAOE was True. The maximum active concepts was varied between
2 and 5, and the maximum dictionary expansion was varied between 3 and
7. Then, for each case, the Spearman correlation between AMoC models was
computed with the scores from the Landscape model. Two types of Spearman
correlations were considered: correlation per word with respect to the sentences
and correlation per sentence with respect to the words.

Table 3 shows the Spearman correlation scores. The scores argue that, in
general, there is a correlation between the two approaches, even though they
are approaching the problem from different starting points. While inspecting
the word correlation, AMoC v3.0 is performing better than its previous version.
AMoC v2.0 is performing slightly better in the sentence correlation category, but
only with a marginal difference of .03. Figure 4 depicts surface plots with plots
scores obtained from the grid search as a surface plot; the views are consistent
with the mean scores.

Table 3. Mean Correlation Scores.

Spearman Correlation AMoC v2.0 AMoC v3.0

Per Word .566 .656

Per Sentence .791 .764

Fig. 4. Surface plots denoting correlations between both AMoC models and the Land-
scape Model.
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An important observation is to be made about AMoC v3.0 compared to
AMoC v2.0 and the Landscape model, as the last two give a high weight to the
text-based words and also to their absence. For example, in the last two sentences
from the text (“The princess was very thankful to the knight. She married the
knight.”), the activation score in the Landscape Model for the word “dragon” is
0, which means that the reader forgot everything about the dragon. In a similar
manner, when the knight and the dragon fought, the princess also had 0 as
activation. We believe that those scores should be lower, but not 0, since we
are referring to the central characters of the story. As such, AMoC v3.0 offers
activation of approximately 0.8 (out of 1) for “dragon” in the last sentences;
nevertheless, this also has a negative impact on the overall correlations with the
Landscape model results.

3.3 Diffentiating Between High-Low Cohesion Texts

This experiment was conducted to assess the extent to which the features derived
from AMoC differentiate between high-low cohesion texts. Moreover, we evaluate
whether cohesion differences have a lower impact on an individual with higher
knowledge by changing the simulation parameters for AMoC.

The considered dataset consists of 19 texts in two forms [12], one having
high cohesion and one having low cohesion. The (initial) low cohesion texts were
modified by expert linguists to have a higher cohesion, but the same ideas were
retained in both versions. In general, the texts are of medium length, with a
mean length of approximately forty sentences. The high cohesion texts tend to
be a little longer both in the number of words and of sentences, but this property
did not affect the experiment.

The Linear Mixed Effects [7] statistical test was employed to analyze how
well AMoC models differentiate between the same texts, one with a high and
the other with low cohesion. The parameters were similar for the two models,
namely: the maximum dictionary expansion was set to 9, while the maximum
active concepts were set to 7. For AMoC v3.0, all the other parameters were
given the default values since it supports multiple configurable parameters.

The majority of the features computed with AMoC v3.0 were statistically
significant in differentiating between high-cohesion and low-cohesion texts (see
Table 4). The centrality measurements are relevant to this situation because a
high-cohesion text should have its concepts more tightly coupled than a low-
cohesion text. In contrast, AMoC v2.0 did not perform as well - except for
one feature, the others were not statistically significant. This argues for the
superiority of the current version of AMoC. Also, AMoC v2.0 does not compute
metrics for the active concepts, but nonetheless, the all-nodes statistics are a
good indicator that the newer version is superior.
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Table 4. Differences between low and high cohesion text in AMoC v2.0 and v3.0
configurations.

Feature All/Active AMoC v2.0 AMoC v3.0

F p F p

Closeness centrality active – – 18.37 <.001

all 1.79 .197 6.05 .024

Betweenness centrality active – – 13.06 <.001

all 0.11 .741 0.90 .353

Degree centrality active – – 10.61 <.001

all 1.49 .237 1.95 .179

Density active – – 10.61 <.001

all 1.49 .237 1.95 .179

Modularity active – – 3.71 .070

all 4.39 .050 5.55 .029

4 Conclusions and Future Work

In this paper, we introduced the third version of the Automated Model of Com-
prehension. AMoC v3.0 improves on past versions by using modern Natural
Language Techniques (i.e., large language models) that produce better language
representation and more relevant relations between words. A detailed compar-
ison was presented between the current version and the previous two versions,
where we showed that AMoC v3.0 has improved performance and customizabil-
ity compared to previous versions. These improvements enable users of AMoC
to better model the reading comprehension process across texts.

Two experiments were conducted in order to evaluate AMoC and compare
v2.0 to v3.0. The first experiment showed that AMoC v3.0 has higher correla-
tions with the text-based concepts from the Landscape Model than AMoC v2.0
at the word level while maintaining a similar correlation at the sentence level.
The second experiment was an analysis of the centrality graph metrics extracted
from the concept graphs generated by AMoC v2.0 and AMoC v3.0 and demon-
strated that AMoC v3.0 is superior. In addition, AMoC is the only existing model
that simulates potential inferences drawn by the reader and provides automated
predictions of readers’ comprehension and text quality with no experimenter-
driven decisions. The better modeling outcomes of AMoC v3.0, combined with
the simulation of inferences and predicted comprehension, have implications for
the design of curricula. For example, a teacher can use the generated inferences
to design more personalized assessments of reading comprehension.

Future work on AMoC v3.0 will explore its capabilities by testing more com-
plex reading outcomes, such as reading times. Additionally, we anticipate using
AMoC to develop texts and reading assessments. Applying the text analysis pro-
vided by AMoC to educational settings affords the opportunity to improve the
specifications of the model and assess its utility as a tool for curriculum design.
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