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ABSTRACT
School rating websites are increasingly used by parents to assess
the quality and fit of U.S. K-12 schools for their children. These
online reviews often contain detailed descriptions of a school’s
strengths and weaknesses, which both reflect and inform percep-
tions of a school. Existing work on these text reviews has focused
on finding words or themes that underlie these perceptions, but has
stopped short of using the textual reviews as leading indicators of
school performance. In this paper, we investigate to what extent the
language used in online reviews of a school is predictive of changes
in the attributes of that school, such as its socio-economic makeup
and student test scores. Using over 300K reviews of 70K U.S. schools
from a popular ratings website, we apply language processing mod-
els to predict whether schools will significantly increase or decrease
in an attribute of interest over a future time horizon. We find that
using the text improves predictive performance significantly over
a baseline model that does not include text but only the historical
time-series of the indicators themselves, suggesting that the review
text carries predictive power. A qualitative analysis of the most
predictive terms and phrases used in the text reviews indicates a
number of topics that serve as leading indicators, such as diversity,
changes in school leadership, a focus on testing, and school safety.

CCS CONCEPTS
• Information systems→Web mining.
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text classification, education, online reviews

1 INTRODUCTION
According to the Pew Research Center, 82% of U.S. adults say that
they sometimes or always consult online reviews before purchasing
products or services [34]. Online product reviews not only reflect
but also inform user opinions and perceptions [8]. Understanding
both the contents of these reviews and how consumers react to
them has been the focus of substantial research in computer sci-
ence [25, 26, 29], marketing [6], education [11, 15], and many other
areas. Within computer science, the typical goals of analyzing these
reviews are to extract unifying topics of discussion [19, 26], under-
stand particular aspects of products, and the sentiment towards
those aspects [24, 25].

In addition to summarizing the contents of online reviews, re-
searchers have also begun investigating whether they can be used
to predict what will happen in the future. For example, Alessa et al.
[1] mined Twitter to predict where flu outbreaks were likely to
occur. This logic has been applied to other outbreaks including
COVID-19 [7, 18]. Similarly, Kryvasheyeu et al. [22] mined Twitter
to estimate the likelihood that individuals would evacuate in an im-
pending disaster. Within the product review space, prior work has
mined reviews for signs that a product may be recalled or exhibit
safety hazards [4, 12], mined Yelp reviews to predict health code
violations at restaurants [20, 33], and mined social media to detect
adverse drug reactions [32, 35].

We are particularly interested in school reviews, specifically from
the website GreatSchools,1 which collects user reviews of public,
private, and charter K-12 schools across the United States. How
and why parents choose a school is influenced by many factors
including social network, distance to a particular school [10], school
outcomes, and extracurricular programs [2, 13]. Barnum and LeMee
[3] study the effect that GreatSchools reviews have on school se-
lection decisions, and find that these online review platforms may
in fact drive White families towards schools with fewer Black and
Hispanic students. Hence, understanding how these reviews both
shape and inform school choices is important in determining the
impact these large scale rating websites have on society. Recently,
school review data has been used to understand the factors that
enter into parental choice [15], as well as whether or not those
reviews are reflective of socio-economic indicators [11]. However,
there has not been work on leveraging the reviews posted online to
rapidly predict and/or understand changes happening at the school
level.

Perhaps more so than most products, reviews on school rating
websites are both reflective of community opinions of a particular
school and form the perceptions that other parents have about that
school, i.e., the school’s prestige. This trend is especially true at
the college and university level [23], but true at the K-12 level as
well. Both school perception, as well as other important factors
such as housing decisions, affect the eventual choice of whether or
not to enroll in a particular school. We focus on the question: to
what extent can the text of school reviews act as leading indicators of
both the outcomes and socio-demographic changes at that school? A
deeper understanding of the predictive quality of school reviews
1https://www.greatschools.org/
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Figure 1: Summary statistics of the review dataset (677K reviews of 84k schools).

provides insights into what perceptible school features precede
these changes.

Contribution. We undertake an analysis of textual reviews of
K-12 schools in the U.S. Rather than attempt to extract aspects and
sentiment of schools in general, we investigate whether or not these
text reviews can provide a leading indicator of future changes in
both performance indicators (test scores) as well as school socio-
demographics. We show that the review text is indeed predictive
of these changes on a per-school basis, improving over a baseline
of only school level socio-demographic indicators. A qualitative
analysis of the words and phrases that are most predictive of future
changes reveal that reviews discussing changes of school leadership,
a focus on testing, as well as discussions of diversity and school
safety provide a strong signal of changes in both test scores and
the socio-demographic makeup of a school.

Our results could be used by several distinct groups of stakehold-
ers including social scientists, administrators, and/or parents. From
the social science perspective, our work could be used to uncover
factors that precede changes in school attributes, e.g., changes in
teachers or community perceptions of a school. For administrators,
having a predictive model of school outcomes, and having those
outcomes tied to topics discussed by parents and/or students could
help monitor changing community perceptions of the schools they
administer. Finally, for parents, a richer understanding of the the
trajectory of a particular school may affect the choice of which
school to attend. In this work we focus primarily on the first, as
understanding how perceptions drive outcomes is an understudied
topic in the school choice literature.

2 RELATEDWORK
In addition to the prior work on review mining described in the
previous section, there is an emerging line of work using text data
in educational research. The most closely related work is that of
Gillani et al. [11], who find that the text in online reviews of a
school correlates with standardized test scores. Furthermore, they
find that the language reflects racial and income disparities in the
U.S. education system. To do so, they train a regression model that
accepts as input the reviews from a school to (1) predict outcomes
describing that school (e.g., test scores, progress scores) and (2) shed
light on how important different words and phrases from reviews

were in driving that model’s predictions. In addition, they also did
phrase clustering to discover salient topics.

Similarly, Harris et al. [15] analyze the same text dataset with a
set of key words and phrases extracted from the text reviews. These
words and phrases are manually coded into a formal taxonomy,
i.e., a set of topics about school choice, and the reviews are then
labeled for what topics are discussed. They find that reviews of
traditional public schools focus on topics of interpersonal relation-
ships while charter and private schools discuss school culture and
graduation/post-secondary outcomes more frequently.

Other work considers the role that online review sites have on
school choice decisions. For example, Hasan and Kumar [17] find
that affluent and highly educated families are better able to take
advantage of the new information made available in online school
ratings, thereby accelerating racial and ethnic inequities. Similarly,
Haber [14] analyzes the text on the websites of thousands of charter
schools, finding that they can present different identities to different
socio-economic groups. This is conjectured to be a factor that leads
to increased consolidation of schools by race and class.

While some of this prior work focuses on correlations between
text and school attributes, the primary contribution of the present
work is to instead examine the extent to which online reviews serve
as leading indicators of school changes along multiple attributes.

3 DATA
3.1 Reviews
GreatSchools is one of the most prominent K-12 school review
websites in the United States. Since its national launch in 2003 the
site has expanded widely, and GreatSchools reviews and rating
data is integrated on major home purchasing websites including
Realtor.com and Zillow.com. We collected 677,210 reviews covering
83,795 public, private, and charter schools in the United States
between 2002-2019. From this data we find that between 2002-2007
there are less than 400 reviews per year, while starting in 2008
there are more than 20k reviews per year. Hence, we focus on the
years with the highest density of data, 2008-2018. To make it have
enough reviews to analyze for each school, we restrict to schools
with at least 10 reviews. Besides, we drop the private school and
restrict the analysis to public and charter schools since we don’t
have the test score data for private schools. In total, we analyze
276,038 reviews of 69,744 schools. Figure 1a shows the total number
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Figure 2: For each school, we plot the state-scaled attributes averaged over the pre-period (2011-2014) versus the post-period
(2015-2018), along with the Pearson correlation (𝑟 ) between the values in the two periods.

of reviews posted per year, which tends to be between 30K-50K,
with spikes in 2009 and 2013. These spikes may in part be due to
various partnerships and marketing efforts by GreatSchools.org.
The low rate in 2018 is due to the fact that we do not have the full
year’s worth of data; but, this will not affect the analysis below.

Figure 1b shows the total number of reviews per school over
the entire time period. As expected, a log-linear pattern shows
that most schools have few reviews (less than 100), and a small
number of schools have many reviews (∼1,000). Figure 1c shows
the number of words per review. We can see that reviews are often
quite detailed — over 100K reviews are at least 100 words long.

3.2 School Attributes
School level demographic attributes (enrollment by racial/ethnic
groups) and the percentage of students on free or reduced lunch
programs were gathered from the U.S. Department of Education’s
Common Core of Data.2 For test scores, we collect school-level sta-
tistics from the U.S. Department of Education EDFacts Data Files.3
Federal guidelines require states to report achievement data on
state assessments. These measurements are assessed against state-
specific content standards, with assessments conducted annually
in third through eighth grade and at least once in high school. We
consider both Math and Language Arts (RLA) scores aggregated
for each school, using the value for “the percent of students profi-
cient or above on the state assessment.” We collect all values from
2009-2018 academic years, which is the latest available at this time.
For school values where ranges are reported (e.g., 85-89%), we use
the median value (e.g., 87%).

2https://nces.ed.gov/ccd/
3https://www2.ed.gov/about/inits/ed/edfacts/data-files/

3.3 Normalizing Values by State
The school attributes described above vary greatly by state. For
example, the test scores are derived from state-specific guidelines
and assessment criteria. Thus, when a state revises these criteria,
these can result in abrupt changes to these values on a year-by-
year basis. This can complicate inter-school comparisons when
computing changes over time.

To account for these idiosyncrasies, we normalize all school
attributes by state by computing state-specific z-scores. Let 𝑎𝑖𝑠,𝑦
represent the attribute value for school 𝑖 in state 𝑠 in year 𝑦. We
compute the state-year mean (𝜇𝑎,𝑠,𝑦 ) and standard deviation (𝜎𝑎,𝑠,𝑦 ).

We then transform the attribute for school 𝑖 as 𝑎𝑖𝑠,𝑦 ←
𝑎𝑖𝑠,𝑦−𝜇𝑎,𝑠,𝑦

𝜎𝑎,𝑠,𝑦
.

Thus, each attribute value represents howmany standard deviations
from the mean this school’s value is for a given state/year pair.

4 METHODS
Our goal is to determine whether the text of a school’s reviews in
one time period is predictive of changes to a school’s attributes in
a future time period. We formalize this as a classification task by
assigning to the positive class schools that significantly increase
in the attribute, and assigning to the negative class schools that
significantly decrease. To do so, we must first fix the pre and post
time periods of interest. To ensure a sufficient number of reviews
per school, we select 2011-2014 as the pre-period and 2015-2018 as
the post-period.4 For each period, we compute the average attribute
value for each school.We then compute the difference in the average
value for school 𝑖 between the post- and pre-periods:

4In Appendix A.2 we consider variants of this choice; the results are qualitatively
similar.
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Figure 3: After matching, the distribution of state-scaled school attributes based on the pre-period values are very similar
between schools that increase and schools that decrease with respect to that attribute.
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To visualize this difference, Figure 2 shows scatter plots of average
school attributes in the pre-period versus the post-period, along
with the Pearson correlation between the two periods. We can
see that, as expected, test scores tend to have a greater change
between time periods (Math 𝑟 = .81, RLA 𝑟 = .84) as compared to
demographics (% White 𝑟 = .98, % Black 𝑟 = .97). An exception is
the % Hispanic attribute (𝑟 = .7), which exhibits large fluctuations
over the two time periods. This may in part be due to the overall
growth of Hispanic students in schools nationwide. NCES reports
that between 2009 and 2020 public school enrollment among White
students declined from 26.7 million to 22.6 million, while that of
Hispanic students increased from 11.0 million to 13.8 million.5 This
growth appears to be distributed unevenly across schools.

While we could fit a regression model to predict Δ𝑎𝑖 directly, we
want to first focus on the most significant changes, to provide a
stronger signal to discover salient text features that predict such
changes. To do so, for each attribute we sort schools by Δ𝑎𝑖 , and
label the schools in the top 20% as increasing and those in the
bottom 20% as decreasingwith respect to that attribute. With these
labels, we construct a binary classification task: predict whether a
school will increase or decrease for a given attribute, based on the
content of the reviews written up to the end of the pre-period (2014).
In order to have sufficient review content to consider, we restrict
our analysis to schools that have at least 10 reviews posted through
2014. (In §5.2.1 we investigate how this threshold influences results.)

4.1 Matching
Given the well-known disparities in U.S. education by socioeco-
nomic variables, a key challenge in this study is to properly “control
for” such variables and to isolate the attribute of interest. For ex-
ample, lower income schools (those with a higher % Free Lunch)
are more likely to have fewer White students and lower test scores.
When fitting a text classifier to predict changes to the % Free Lunch

5https://nces.ed.gov/programs/coe/indicator/cge/racial-ethnic-enrollment

attribute, we want the classifier to identify terms that are particu-
larly salient for the % Free Lunch attribute, and not those that are
predictive only indirectly through the other confounding variables.

This problem is observed in Gillani et al. [11], who present pre-
liminary results using adversarial machine learning methods to
control for confounds. In this paper, we take a simpler approach
based on nearest-neighbor statistical matching [31]. The idea is as
follows: To construct the training set for attribute 𝑎, we first an-
notate the top/bottom 20% of schools as described above to create
an initial pool of training samples 𝑃𝑎 . Letting 𝑃+𝑎 ⊆ 𝑃𝑎 represent
the 𝑛 “positive” examples and 𝑃−𝑎 ⊆ 𝑃𝑎 represent the 𝑛 “negative”
examples, our goal is to identify a subset 𝑃𝑎 = 𝑃+𝑎 ∪ 𝑃−𝑎 ⊆ 𝑃𝑎 , with
𝑃+𝑎 ⊆ 𝑃+𝑎 and 𝑃−𝑎 ⊆ 𝑃−𝑎 , such that the distribution of pre-period
attributes is similar for 𝑃+𝑎 and 𝑃−𝑎 .

To do so, we first represent each school 𝑖 by a six-dimensional vec-
tor of the pre-period school attributes a𝑖 = {𝑎𝑖

𝑤ℎ𝑖𝑡𝑒
, 𝑎𝑖

𝑏𝑙𝑎𝑐𝑘
, 𝑎𝑖

ℎ𝑖𝑠𝑝𝑎𝑛𝑖𝑐
,

𝑎𝑖
𝑙𝑢𝑛𝑐ℎ

, 𝑎𝑖
𝑚𝑎𝑡ℎ

, 𝑎𝑖
𝑟𝑙𝑎
}. Then, for each school a𝑖 ∈ 𝑃+𝑎 and a𝑗 ∈ 𝑃−𝑎 ,

we compute the similarity between two schools 𝑠 (a𝑖 , a𝑗 ) using the
cosine similarity measure, resulting in a similarity matrix 𝑆 ∈ R𝑛×𝑛 .
Finally, to extract the most similar subsets 𝑃+𝑎 , 𝑃−𝑎 , we greedily se-
lect the most similar pairs of schools from 𝑆 . We iteratively select
matched pairs, without replacement, until a pre-defined similarity
threshold 𝛿 is met, such that 𝑠 (a𝑖 , a𝑗 ) ≥ 𝛿 for each selected pair.
The parameter 𝛿 determines the matching quality of the resulting
training set. For our main results, we set 𝛿 = 0.8; §5.2.2 explores
alternate settings. The result of this procedure is six matched train-
ing sets {𝑃𝑎}, one per school attribute, used to fit the classifiers
described in the following section.

4.2 Classification
For each attribute 𝑎, we fit a binary logistic regression classifier
with L2 regularization to predict whether a school 𝑖 is positive
(𝑖 ∈ 𝑃+𝑎 ) or negative (𝑖 ∈ 𝑃−𝑎 ) with respect to that attribute. We
consider three types of features for this classifier:

(1) baseline: We use only the six pre-period attribute values.
This classifier indicates how predictive these pre-period val-
ues are of post-period changes. Since thematching procedure
above by design selects positive and negative instances that
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Table 1: Average classification accuracy (area under the ROC
curve) for each attribute and method. Δ = (baseline+text −
baseline) represents the additional predictive accuracy pro-
vided by text features.

target baseline text baseline+text Δ

% White .502 ± .02 .619 ± .02 .617 ± .02 +.115
Math Scores .579 ± .03 .634 ± .01 .666 ± .03 +.087
RLA Scores .609 ± .01 .623 ± .01 .680 ± .01 +.071
% Free Lunch .584 ± .01 .618 ± .01 .649 ± .01 +.065
% Black .536 ± .01 .588 ± .02 .589 ± .02 +.053
% Hispanic .575 ± .02 .534 ± .02 .573 ± .01 -.002

are similar in these attributes, these features are not expected
to provide much predictive signal.

(2) text: We use only the text of the reviews for each school,
described below. We restrict these reviews to all those posted
up to the end of the pre-period (i.e., through 2014).

(3) baseline+text: The final classifier combines the two preced-
ing feature sets.

To represent the review text for a school, we concatenate all
reviews posted about the school up to 2014 into a single document.
We then compute TF-IDF vectors for each school, using word uni-
grams and bigrams, with L2 normalization to account for varying
document lengths. When processing each document, we remove
common stopwords as well as proper names to prevent the classifier
from using school names and locations as features.6

Our experiments compute the cross-validation accuracy for each
of these three classifiers. By examining the difference between
baseline+text and baseline, we can assess the predictive value
added by the text features. We use area under the ROC curve (AUC)
as our primary evaluation measure.

While we use a simple logistic regression classifier, other more
modern machine learning algorithms could be applied as well (e.g.,
transformer-based language models like BERT [21] and its vari-
ants). There are several reasons to use the logistic regression model
here: (1) its simplicity makes it easier to identify and interpret the
most predictive terms; (2) BERT models are designed for short docu-
ments,7 whereas a “document” in this task may consist of hundreds
of reviews; (3) prior work [11] on a similar task found little accuracy
difference between linear regression and BERT-based models.

5 RESULTS
In the results analysis below, we investigate the following questions:

(1) How well-matched are the positive and negative instances
in the training data?

(2) How much do content-based features improve classification
accuracy over the baseline?

(3) What are the qualitative differences among the most predic-
tive terms for each attribute?

6We use sklearn’s TFIDFVectorizer[28] with min_df=10, max_df=0.5, and nltk’s
default part-of-speech tagger to identify proper nouns[5].
7BERT has a memory requirement quadratic in the number of words in the document.
Scaling to long documents is an active area of research [9, 36].

(4) How do individual schools change over time with respect to
their predicted attribute values?

5.1 Matching Quality
First, we assess the quality of the matching procedure from §4.1.
To do so, we plot in Figure 3 the pre-period values of each attribute
value for both classes. We can see that the schools in the increasing
and decreasing category have very similar distributions of values.
While we match along all six attributes, here we show only the
match for the primary attribute — the matches for the other at-
tributes are similar.

In Appendix A.1, we present analogous figures when we omit the
matching step. We find that the attribute distributions differ more
between the class labels, particularly for the test score attributes,
where schools with high scores in the pre-period are more likely to
increase in the post-period.

5.2 Classification Accuracy
Table 1 displays the main classification results. Each value is the
held-out area under the ROC curve value, averaged over five cross-
validation folds, along with the standard deviation. As the schools
are evenly sampled from the positive and negative classes, a random
classifier would achieve an AUC of 0.5. The Δ column is the differ-
ence in accuracy between the baseline+text and baseline methods
— higher values represent greater predictive value provided by the
text features over the pre-period school attributes.

We observe that, for all attributes except % Hispanic, the text fea-
tures improve classification accuracy substantially. The largest gain
is for % White, where accuracy improves 11%, from .502 (essentially
random chance) to .617. The smallest gain is for % Black, where ac-
curacy improves from .536 to .589, a difference of over two standard
deviations from the mean accuracy of the five folds. These results
provide evidence that online reviews in the pre-period provide a
more nuanced characterization of the school and its perception
than the pre-period school attributes alone.

As for the negative result for predicting % Hispanic, one possible
explanation arises from the earlier discussion of Figure 2 in §4.
Given the many external factors that have led to the growth of
Hispanic enrollment across the country, it is possible that many
of these external factors are not reflected in the school reviews.
Furthermore, as discussed in Hasan and Kumar [17], there are dis-
parities in how different population groups access and contribute to
online school ratings. It may be the case that Hispanic populations
are less active on school review sites.

5.2.1 Effect of Number of Reviews. The results above are restricted
to schools with at least 10 reviews posted through 2014. As this is a
somewhat arbitrary threshold, in this sectionwe conduct robustness
checks to determine how this threshold affects results. Furthermore,
as Figure 1b suggests, there are many schools with fewer than
10 reviews. Thus, we would like to understand how the method
performs for a broader set of schools.

Figure 4 shows the results of varying the minimum number of
reviews threshold on the number of schools considered (left panel)
and the improvement over the baseline model (center panel). The
left panel shows that reducing the review cutoff from 10 to 6 nearly
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Figure 4: The left and center panels show the effects of restricting analysis to schools with a minimum number of reviews —
while the number of schools considered for classification drops, the additional text improves accuracy. The right panel shows
that more conservative school matching reduces the accuracy of the baseline model and thus increases the improvement
provided by the text features.

Table 2: The words and phrases with the largest classifier coefficients for the positive class for each attribute. Additionally, the
Top Categories show the topics that appear most frequently among the top terms from a school choice-related lexicon [15].

attribute terms with the top coefficients in the classifier predicting an increase in this attribute

White neighborhood, garden, county, small, magnet, world, beautiful, diverse, incredible, military, engaged, big, terrific, strong, arts, organized,
responsive, open, gem, grader, attendance, leadership, loves, heights, chess, major, music, sense community, secret, large, trips, happen, 7th
grade, state, community involvement, resources, sense, creative, liberty
Top Categories: overall quality (.09); physical environment (.08); resources (.07)

Black academy, security, ms, terrible, average, building, fair, academic, principle, constant, pick, teachers administration, staff members, left, county,
pleased teachers, moral focus, fine arts, staff wonderful, talks, club, behavior, problems, events, ratio, graduate, immediately, email, military,
anymore, diversity, dismissal, son went, fine, reviews, event, area, improve, participate, motivate
Top Categories: overall quality (.07); school culture (.06); physical environment (.04)

Hispanic district, bilingual, sports, preschool, sports programs, positive, students parents, 09, 6th, staff great, willing, quickly, location, noticed, foreign
language, rating, understand, teachers outstanding, wrong, music art, everyday, public, honors, problems, providing, wanted, close, handle, help
teachers, 45, 5th grader, standards, achieve, communicate, band, spanish, honors classes, language, sons, athletic
Top Categories: overall quality (.08); resources (.07); instruction & learning (.06)

Free
Lunch

graduated, charter, clubs, moral, 4th, great education, counselor, gifted, college, freshman, courses, miss, money, area, faculty, department, great
students, senior, awesome, lottery, counselors, rigorous, average, teachers work, advice, safe, moral focus, lived, really care, teams, pay, cafeteria,
doing great, help child, french, grandson, current, shown, thank, excellence
Top Categories: resources (.06); school-level features (.06); overall quality (.05)

Math neighborhood, district, involvement, campus, science, making, new principal, private, homework, projects, grader, test, parent involvement,
fantastic, making sure, middle, diverse, nearly, music, math, field trips, test scores, despite, office, lots, transfer, sad, parent community, bright,
kindergarten, principal great, sure, prepared, met, engineering, older, lot parent, competitive, racism, world
Top Categories: overall quality (.1); instruction & learning (.09); school culture (.07)

RLA neighborhood, campus, college, sports, test, security, field, white, gifted, senior, small, happier, prepare, succeed, magnet, kid, size, instruction,
fairly, field trips, freshman, academic, building, pre, challenging, degree, great deal, zone, seen, scores, girl, gangs, extremely, homework, parent
involvement, block, aspects, arts, children currently, scholars, reading
Top Categories: overall quality (.13); instruction & learning (.1); school culture (.06)

doubles the number of schools considered.8 Themiddle panel shows
that, except for % Black, having more reviews generally results in
a greater accuracy improvement over the baseline. This is mostly

8Note that the number of schools considered varies slightly by attribute, since some
are filtered if they do not have attribute observations in both the pre- and post-periods.

expected, as more reviews may provide a more comprehensive char-
acterization of a school. We note that even when we require only at
least 6 reviews per school, the text features improve substantially
over the baseline for all attributes except % Hispanic, in line with
the original results in Table 1.
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5.2.2 Effect of School Matching Threshold. In §4.1, the matching
method has a parameter 𝛿 , which restricts our dataset to schools
who have a matched pair with cosine similarity ≥ 𝛿 . The results
above set 𝛿 = 0.8. In this section, we conduct robustness checks
to investigate how this parameter influences the results. As 𝛿 de-
creases, we expect matching quality to decrease. This in turn means
that the baseline accuracy should improve. On the other hand, this
can also increase the size of the dataset, as more schools have a
valid match.

The right panel of Figure 4 shows the results of varying 𝛿 . We
observe that increasing 𝛿 generally increases the improvement pro-
vided by the text features. This is in part because as we reduce
matching quality, the pre-period school attributes become more
predictive of post-period attributes. In Appendix A.1, we further
consider the case where matching is omitted completely. There, we
see even higher overall accuracies for the baseline models, although
baseline+text is the most accurate method across all attributes, sug-
gesting that text features add predictive value even in this setting.

5.3 Qualitative Analysis
We now turn to a qualitative analysis to investigate which words
and phrases drive the predictive signal. First, Table 2 shows the
top 40 unigrams and bigrams for each school attribute according to
the classifier coefficients. These represent the terms most strongly
associated with schools that increase with respect to each attribute.
(Table 4 in the Appendix also shows thewords with highest negative
association.)

Inspecting these lists reveals several common themes. For exam-
ple, for % White, terms such as “community involvement,” “sense
of community,” and “engaged” suggest that schools perceived as
having strong community engagement are more likely to increase
in White enrollment. The additional term “diversity” suggests that
some White families are attracted to schools with demographic di-
versity, although the fact that these schools subsequently increase
in White enrollment suggests that racial diversity may decline as a
result. These results are also related to ongoing studies of gentrifi-
cation in K-12 schools [27].

Examining the Math scores, we observe several terms indicating
that a math-focus is present in the reviews, such as “science,” “math,”
“engineering.” Interestingly, the phrase “test scores” itself appears
as a predictive term, suggesting that the reviews reflect a school’s
focus on test scores. Furthermore, the phrase “new principal” may
signal a shift in school leadership that may in turn result in an
increase in test scores.

To provide a higher level of abstraction, Table 2 additionally
lists the top word categories per attribute. These categories are
derived from the word taxonomy of Harris et al. [15], who manually
code salient terms from GreatSchool reviews. We map each of the
top 100 terms for each attribute to its list of categories in this
taxonomy. Table 2 shows the most common word categories and
their frequency among the top 100 terms.

The “overall quality” category is prevalent across all attributes,
though the specific words vary — e.g., “incredible,” “terrific,” and
“strong,” for %White, and “terrible,” “average,” “fine” for % Black. The
category “instruction & learning” is most associated with schools
that increase in Math and RLA scores, including terms like “science,”

(a) % White

(b) % Black

(c) % Hispanic

(d) % Free Lunch

(e) Math Score

(f) RLA Score

Figure 5: Reviews with high prediction probabilities. Terms
are shaded using the LIME library [30] according to how
predictive they are of the increasing class (orange) versus the
decreasing class (blue).

“homework,”, “rigorous,” and “AP.” The category “school culture”
is most associated with schools that increase in Black enrollment,
including terms like “security,” “behavior,” “dismissal,” and “safety.”
The category “school-level features” is most prominent for % Free
Lunch, due to terms like “money,” “pay,” and “charter.”

To provide more context for these terms, Figure 5 shows a sample
of reviews with high prediction probabilities (with proper nouns re-
moved). We use the LIME library [30] to extract the most predictive
terms per sample, shaded based on how predictive they are of the
increasing class (orange) or the decreasing class (blue). It is note-
worthy that sentiment alone is insufficient for this task. Figure 5e
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(a) (b) (c)

Figure 6: For the ten schools most confidently predicted to increase for each attribute, we plot how the prediction probability
changes as we add additional reviews chronologically. Some schools show sudden temporal shifts, suggesting more abrupt
changes in school reviews.

shows a review indicative of a school with an increase in math
scores. The review emphasizes the school’s focus on increasing test
scores, though the sentiment is strongly negative.

5.4 Longitudinal Analysis
Finally, we conduct a longitudinal analysis to understand how a
school’s reviews change over time from the perspective of the
classifier. For example, for schools classified as likely to increase in
Math scores, can we detect when a shift occurred in the content of
the reviews over time that influenced the classification probability?

We address this as follows. For each school, we order their re-
views chronologically up to the end of the pre-period (2014). We
then apply the classifier with increasing number of reviews as in-
put (e.g., first classify using only the first review, then the first and
second review, etc., until all reviews are used). At each iteration,
we record the probability of the positive (increasing) class returned
by the classifier. Figure 6 shows sample time series from the top ten
most confidently predicted schools for three attributes (White, Free
Lunch, and Math). Each line represents the trajectory of a single
school based on the classification probability.

For each attribute, there is a natural clustering between schools
that start with a high probability of the positive class and those that
do not. For the latter, we observe an abrupt increase in prediction
probability after between 30% and 40% of the reviews are consid-
ered. For example, the school corresponding to the bottom, orange
line in Figure 6a initially has a low probability of increasing White
enrollment based on the first 50% of reviews observed. However,
after around 70% of reviews are observed, the probability increases
sharply, and continues to rise as with additional reviews. When we
examine the reviews for this school before this sharp increase, we
find discussion of rising parental involvement (“overwhelmingly
impressed with the parent involvement,” “This school is on the way
up”) though critical of some aspects of the school (“Very poor com-
munication from the teachers,” “The principal seems indifferent.”)
During the spike in probability, many reviews begin emphasizing

the community aspect of the school (“a true neighborhood com-
munity school”) as well as specialized programs (“edibles garden,”
“yoga,” “field trip to our state capital.”)

While preliminary, this analysis suggest avenues for future work
to use the methods proposed here to monitor school reviews in
real-time to detect changes in school attributes and/or perceptions.

6 DISCUSSION
Given the growing shift from traditional, neighborhood schools to
a market-based model (charter schools, vouchers, etc) [16], under-
standing how online reviews reflect and influence school percep-
tions has important implications for the design of Web platforms.
Ensuring that such platforms provide informative content while
not worsening existing inequities is a challenging socio-technical
issue. Existing research into how and when online school reviews
are used has shown that these reviews may greatly affect school
choice decisions, often driving White families towards schools with
fewer Black and Hispanic students. Hence understanding the im-
pact of how these reviews both shape and inform school choices
is important to determining the impact of these large scale rating
websites on society. At the same time, the vast text data in these
reviews provides an opportunity to discover potential factors that
influence changes in school attributes. The present work offers
quantitative and qualitative evidence that online reviews contain
valuable leading indicators of real-world changes in schools.

There are several important limitations to this study. First, the
analysis is naturally limited to schools with a sufficient number
of online reviews. As prior work has found that engagement with
online school reviews varies by demographics [17], a classifier
trained on such data may exhibit issues of algorithmic fairness and
bias by demographics of the schools and the raters.

Second, while the results suggest that review content provides
predictive power beyond pre-period attributes, the overall accuracy
is still far from perfect. Unsurprisingly, changes to school attributes
are the result of a myriad of social and structural factors. Review
content only reflects a small portion of those factors.
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Third, while this study suggests that reviews serve as leading
indicators of changes in school attributes, it does not attempt to es-
tablish causation between review content and school attributes. We
speculate that reviews can both serve as indicators of unobserved
variables that lead to school changes (e.g., shifting demographics
of a neighborhood, new pedagogical strategies) as well as serve as
possible factors that contribute to school changes (e.g., by influenc-
ing perceived quality that in turn influences school choice). Future
work should assess these separately in more detail.

7 CONCLUSION
This study presents evidence that the content of online reviews can
serve as leading predictors of changes in K-12 schools. A qualitative
analysis of the most predictive words and phrases provides insights
into key topics that relate to changes in both the test scores and
socio-demographic makeup of a school, including topics such as
school leadership, a focus on testing, diversity, and school safety.

8 ETHICS STATEMENT
Our analysis focuses on publicly available school reviews. As Hasan
and Kumar [17] point out, disparities in how people access and use
school ratings have the potential to further exacerbate inequities
in education systems. Similar care should be taken when building
predictive models that ingest such data, such as ours, to ensure that
the predictions are not systematically biased along dimensions of
interest. Although we are primarily interested as social scientists
who want to understand factors that precede changes in school
attributes our work could also be used by administrators who want
to monitor changing perceptions of their school and/or parents
who want to understand whether a school is stable or changing.
Depending on the application, and whether or not it could poten-
tially lead to adverse selection of some schools over others, is a
risk of relying too heavily on our results. However, as mentioned,
we feel the analysis here does not create additional risk that was
not already present in how and why some parents choose to use
information (reviews) already present on the web.
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A APPENDIX
A.1 Results without matching
Here we present results that omit the matching procedure of §4.1.
Figure 7 shows that the distribution of pre-period attribute values
vary substantially between schools that increase versus decrease
for each attribute. This is most pronounced for the test score figures,
which show that schools that increase in test scores are more likely
to already have high scores in the pre-period.

This is further supported by the accuracy results in Table 3.
Overall, we can see that the baseline method is more accurate
without matching, as expected since the school attributes in the
pre-period are predictive of attributes in the post-period. Here again
the test scores appear most affected by the matching procedure
— with matching, the Math and RLA scores are .579/.609, while
without matching they are .717/.715.

It is notable that even without the matching procedure the text
features still provide predictive value, as the baseline+text method
outperforms the baseline approach on all attributes. It thus appears
that the text features are not merely characterizing the pre-period
school attributes, but are providing additional nuance into school
characteristics and perceptions.

A.2 Effect of time period of study
In our main results, we selected 2011-2014 as the pre-period and
2015-2018 as the post-period. While this decision was made based
on the volume of reviews available, we wanted to explore how
sensitive the results are to the selected time periods. To do so, we
considered two other time ranges: (2009-2012)→ (2013-2016) and
(2010-2013) → (2014-2017). Figure 8 shows the improvement of
baseline+text over baseline for each attribute.

While there does appear to be some variation by time range,
the text features improve upon the baseline in all cases except %
Hispanic for the latest time range. The variation most likely stems

Table 3: Average classification accuracy (area under the ROC
curve) for each attribute and method. Δ = (baseline+text −
baseline) represents the additional predictive accuracy pro-
vided by text features. These results do not use the matching
procedure of §4.1, and thus the baseline approach has higher
accuracy. However, adding text features still improves in this
setting.

target baseline text baseline+text Δ

% White .554 ± .01 .626 ± .02 .633 ± .02 +.079
Math Scores .717 ± .01 .659 ± .02 .756 ± .01 +.039
RLA Scores .715 ± .01 .645 ± .02 .754 ± .01 +.039
% Free Lunch .656 ± .03 .632 ± .02 .700 ± .03 +.044
% Black .615 ± .01 .615 ± .02 .647 ± .02 +.032
% Hispanic .656 ± .02 .551 ± .02 .657 ± .01 +.001

from two factors: (1) the number of reviews available in the pre-
period; and (2) the influence of unobservable external factors on
the attribute changes in those years.

A.3 Top words that predict a decrease in target
attributes

We also have top words that predict a decrease in target attributes,
but cut them for space. We add it to the appendix. There is a fair bit
of overlap between negative cases and their complement positive
class. For example, the top terms in white enrollment going up are
similar to those in black enrollment going down.
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Table 4: The words and phrases with the largest classifier coefficients for the negative class for each attribute. Additionally, the
Top Categories show the topics that appear most frequently among the top terms from a school choice-related lexicon [15].

attribute terms with the top coefficients in the classifier predicting a decrease in this attribute

White campus, homework, district, kid, left, extra, safe, grade level, traffic, parking, worth, love teachers, parking lot, 1st grade, awesome, complete,
curricular, charter, helps, started, giving, college, curricular activities, lunch, students class, aftercare, teachers awesome, happened, student
parent, enroll, cut, idea, girls, rules, staff helpful, office, opened, place work, trying, grandchildren, average, 4th, ratings, difference, helping
children, excelling, spelling, regular, abilities, end
Top Categories: physical environment (.08); other (.08); instruction & learning (.06)

Black sports, 6th, campus, neighborhood, public, try, small, smaller, 6th grade, college, music, beautiful, immersion, spanish, able, culture, 21st, live,
music program, lab, district, incredible, forward, junior, large, outside, strict, world, languages, dual, love community, teacher teacher, came,
hard work, genuinely, friends, negative, art, grader, trips, jeans, assignments, spend, academically, child education, gang, academics, shy, ball,
impressive
Top Categories: resources (.12); physical environment (.12); instruction & learning (.12)

Hispanic space, philosophy, math, 2nd grade, moved, strongly, dynamic, instead, projects, warm, mandarin, couldn ask, people say, county, teachers
administration, taught, 2nd, meetings, testing, fourth, students come, 13, magnet, option, currently attending, ask better, word, weeks, afterschool,
hasn, counselor, past, kids happy, fantastic, great staff, active, bright, families, olds, drugs, offered, complain, ask, leadership, girl, learners,
teachers parents, neighborhood, development, spend
Top Categories: instruction & learning (.1); school culture (.08); other (.06)

Free
Lunch

small, diverse, fantastic, neighborhood, district, families, test, strong, responsive, immersion, room, score, backgrounds, spend, parent community,
enrichment, 6th, welcoming, committed, public, communication, incredibly, wait, warm, dance, recently, trips, middle, approachable, excited,
8th grade, drugs, beautiful, sizes, secretary, new friends, incredible, tour, community parents, happening, music, 2008, emails, strides, ranking,
house, oldest, facility, reviews, feel comfortable
Top Categories: overall quality (.14); school culture (.1); resources (.08)

Math charter, club, honors, gone, looking, didn, graduated, performing, teachers don, honors classes, forced, safe, parent coordinator, best teachers,
courses, faculty, really good, tell, absolutely, french, teaches, joke, kids teachers, age, drama, alot, students involved, understand, athletic,
says, lake, guidance, used, games, rules, played, turnover, los, control, love students, like children, cliques, athletics, needs students, bullied,
knowledgeable, charter schools, center, specials, la
Top Categories: resources (.1); instruction & learning (.06); (overall quality (.06)

RLA computer, grade level, 6th, charter, dress, safety, children teachers, best teachers, problems, clean, 7th, 6th grade, away, hour, lake, awesome,
code, rude, learning environment, allowed, discipline, grade teachers, won, bullies, weekly, volunteers, preschool, wont, children attend, suggest,
punished, strict, public, updated, saw, art, advanced, ago, great teachers, gone, level, lacking, grandson, rules, chorus, hoping, reason, learns,
safe, answer
Top Categories: resources (.08); school culture (.08); physical environment (.06)
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