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Abstract. The ability to automatically assess the quality of paraphrases can be 
very useful for facilitating literacy skills and providing timely feedback to learn-
ers. Our aim is twofold: a) to automatically evaluate the quality of paraphrases 
across four dimensions: lexical similarity, syntactic similarity, semantic similar-
ity and paraphrase quality, and b) to assess how well models trained for this task 
generalize. The task is modeled as a classification problem and three different 
methods are explored: a) manual feature extraction combined with an Extra Trees 
model, b) GloVe embeddings and a Siamese neural network, and c) using a pre-
trained BERT model fine-tuned on our task. Starting from a dataset of 1998 par-
aphrases from the User Language Paraphrase Corpus (ULPC), we explore how 
the three models trained on the ULPC dataset generalize when applied on a sep-
arate, small paraphrase corpus based on children inputs. The best out-of-the-box 
generalization performance is obtained by the Extra Trees model with at least 
75% average F1-scores for the three similarity dimensions. We also show that 
the Siamese neural network and BERT models can obtain an improvement of at 
least 5% after fine-tuning across all dimensions. 

Keywords: Paraphrase Quality Assessment, Natural Language Processing, Re-
current Neural Networks, Language Models 

1 Introduction 

A paraphrase is a restatement, generated with different words, of the meaning of a text, 
generally with the aim of clarifying a sentence or a small group of sentences. Paraphras-
ing is useful for a number of purposes and applications. For example, in Natural Lan-
guage Generation, automated paraphrases are a method to increase diversity of gener-
ated text [1] and recognition of queries [2]. By contrast, our focus is on developing 
algorithms to assess the quality of human-generated paraphrases in order to provide 
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feedback to students who are learning how to paraphrase more effectively and effi-
ciently. Encouraging readers to transform a source text into more familiar words and 
phrases helps the reader to better understand the text by activating relevant prior 
knowledge. Learning to paraphrase facilitates both reading comprehension and writing 
ability, particularly for less skilled readers and writers [3, 4, 5]. Thus, paraphrase as-
sessment is used in Intelligent Tutoring Systems aimed at improving reading and writ-
ing. 

Our overarching objective is to develop feedback for a new version of iSTART (In-
teractive Strategy Training for Active Reading and Thinking; [6]), called iSTART-
Early for young developing readers (ages 9-11). iSTART provides adaptive instruction 
and practice to use comprehension strategies (e.g., elaboration, bridging), while self-
explaining and reading science texts to improve low-knowledge and less skilled read-
ers’ comprehension of challenging texts and performance in science courses. 

The aim of this work is to assess the generalization capability of these models. First, 
we analyze the performance obtained by an Extra Trees model, a Siamese neural net-
work model [7], and a BERT-based model [8] when trained on the ULPC dataset and 
evaluated on a different dataset. Second, we assess the importance of fine-tuning in 
improving results for the Siamese neural network and BERT models. 

2 Related Work 

One of the most well-known datasets for paraphrase identification is the Microsoft Re-
search Paraphrase Corpus (MSRP) [9]. Given its relatively small size (5801 sentence 
pairs out of which 66.5% are positive examples), some of the best results on this dataset 
were obtained by small models. One example consists of using SWEMs (Simple-Word-
Embedding-Models) [10], which rely on aggregating word embeddings via simple 
pooling operations (e.g., max pooling, average pooling). Another successful approach 
by Ji and Eisenstein [11] was to use a combination of fine-grained overlap features 
(e.g., unigram, bigram and dependency relation overlap metrics) and latent sentence-
level features extracted using matrix factorization and a term weighting approach based 
on KL-divergence, called TF-KLD. 

At the opposite end of the spectrum is the Quora Question Pair dataset (QQP), which 
consists of 400,000 question pairs with a binary annotation for paraphrasing. This da-
taset represents a good fit for data-hungry deep learning NLP models. A significant 
number of the current top performing models are based on the highly successful Bidi-
rectional Encoder Representations from Transformers (BERT) model. Some ap-
proaches focus on reducing the size of the BERT model, while extracting the maximum 
performance from it [12], while others introduce innovative masking techniques for 
improving BERT performance [13]. Lastly, there are also models with similarly good 
performance that do not rely on BERT at all [14] as they create a custom neural net-
work, that is considerably faster and uses much fewer parameters than classic BERT 
models with GloVe [15] word embeddings. 

Despite the differences in style and content quality, both types of datasets (i.e., 
MSRP vs. QQP) share one shortcoming: they provide very little information regarding 
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the quality of the paraphrase, as they  solely indicate whether a given pair of sentences 
constitute paraphrases of one another. To our knowledge, the sole dataset that includes 
rubric scores regarding quality is the User Language Paraphrase Corpus (ULPC) [16], 
which scores paraphrases on 10 aspects using a point range from 1 to 6. We leverage 
this corpus in order to develop and test algorithms to assess paraphrase quality, and 
then to test the far transfer of these algorithms to paraphrases generated by young de-
veloping readers ages 9-11.   

3 Method 

3.1 Corpus 

Two datasets were used as part of this work: the ULPC dataset consisting of 1998 
source text – paraphrase pairs, and one smaller dataset, containing 115 paraphrases 
generated by children aged 9-11. The two datasets will be referred to as ULPC and the 
children dataset. The ULPC dataset consists of source texts – paraphrase pairs that were 
extracted from the input that users provided for the iSTART intelligent tutoring system 
(ITS). The children dataset is composed of paraphrase responses from a group of 13 3rd 
and 4th grade children participating in a summer school program. Notably, all students 
participants were English Language Learners. The paraphrase – sentence pairs in both 
datasets were scored in terms of the following four dimensions: semantic similarity, 
syntactic similarity, lexical similarity, and paraphrase quality. 

For the ULPC dataset, the raters assigned scores ranging between 1 and 6 for each 
dimension. The four dimensions were then categorized into binary (1.00-3.49 vs 3.5-
6.00), or tripartite (1.00-2.66, 2.67-4.33, 4.33-6.00) evaluations. For the children da-
taset, the four dimensions were originally scored on a binary system, except for para-
phrase quality, which was scored on a tripartite scale. In order to have the same ap-
proach for both datasets, the problem was modeled as binary classification for semantic, 
syntactic and lexical similarity, whereas a tripartite classification was used for para-
phrase quality. 

3.2 Classification Models 

Three different classification models were used for these experiments: An Extra Trees 
model combined with manually engineered features (ET), a Siamese neural (SN) net-
work, and a BERT-based model. Out of the many possible options, these three alterna-
tives were chosen to establish a strong baseline comparing systems relying heavily on 
manually engineered features versus deep learning systems, as well as lightweight (SN) 
versus resource intensive (BERT) models. 

For the ET model, several types of features based on the sentence-paraphrase pairs 
were used: a) complexity indices related to surface, lexical, syntactic, and semantic 
properties of the texts were computed using the ReaderBench framework [17]; b) com-
plexity indices outlining text cohesion were computed on the concatenation of the 
source text and the paraphrase, and c) Levenshtein distance [18] at word level between 
the source and paraphrase, as well as simple overlap indices for both words and part-
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of-speech (POS) tokens. For the ReaderBench complexity features, the difference be-
tween the value of the same index computed for both source and paraphrase was used. 
The resulting 2368 features were filtered in order to eliminate constant values and fea-
tures with high intercorrelation. The filtered features were used as input for several ML 
classifiers from the SciKit Learn library [19] to predict one of the targeted four dimen-
sions. In all four cases, the best results were obtained by the Extra Trees model.  

For the Siamese neural network [7], Bidirectional Long Short-Term Memory 
(BiLSTM; [20]) layers were used with pretrained 300-dimensional GloVe or 
Word2Vec [21] word embeddings at the entry point in the architecture. Both the source 
sentence and the paraphrase were converted into an array of indices, each index point-
ing to an embedding representing the meaning of the corresponding word in the text. 
This representation was then processed separately (once for the source, once for the 
paraphrase) by the BiLSTM layers, and after a set of pooling operations, the two pro-
cessed results were combined, and a prediction was made. The results are reported for 
the model using GloVe embeddings, as that model obtained a better performance. 

For the BERT-based model, a pretrained version of BERT from the Huggingface 
library [22] was considered. In terms of the architecture, the source and paraphrase texts 
were passed as a text pair to the pretrained BERT model, delimited by a special BERT 
separator. The combined input was truncated if longer than a threshold of 75 words, 
and then converted into embeddings and passed through the BERT pipeline. The output 
of the BERT model went through a Dropout layer with a conservative p=0.2 dropout 
rate, and then a fully connected (FC) layer was used to make the final prediction. Dif-
ferent learning rates for the BERT model (lr_BERT=1e-5) and the FC layers 
(lr_FC=2e-2) were considered to make the fine tuning feasible. 

4 Results and Discussions 

Our first experiment involved examining accuracy of the models on the children da-
taset. ET, SN and BERT models were trained on the entire ULPC dataset (training + 
validation + testing) and tested on the entire children dataset (115 paraphrase pairs). 
The tripartite split (into low 1-2, mid 3-4, and high 5-6) was used for the Paraphrase 
Quality dimension, as it was available for both datasets. 

The results provided in Tables 1 and 2 indicate that the Extra Trees model obtained 
the best results in 3 out of 4 cases (in terms of average weighted F1-score). On the three 
binary dimensions (semantic, syntactic, lexical similarity), the ET model consistently 
outperformed the SN and BERT models. Overall, the high performance of extra trees 
is beneficial, given the interpretability of the models relying on linguistic features re-
flective of writing style and on semantic relatedness between the paraphrase and the 
source text. The interpretability is beneficial because the features can guide feedback. 

The poor overall performance obtained on the Paraphrase Quality task might be 
caused by the fact that the children paraphrases are more difficult to be split up into 
three classes, given the simplicity of the text (i.e., most answers are either fair para-
phrase attempts or not paraphrases at all, and there is less room to be vague). 
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Table 1. Performance on ULPC models tested on Children dataset (Semantic similarity, Syn-
tactic similarity and Lexical similarity). 

Dimension Model Support low Support high Low F1 High F1 Avg F1 
Semantic 
Similarity 

ET 22 93 .706 .916 .875 
SN 22 93 .371 .725 .657 
BERT 22 93 .575 .802 .758 

Syntactic 
Similarity 

ET 35 80 .688 .776 .749 
SN 35 80 .444 .327 .362 
BERT 35 80 .530 .367 .416 

Lexical 
Similarity 

ET 31 84 .806 .929 .895 
SN 31 84 .422 .629 .573 
BERT 31 84 .689 .811 .778 

Table 2. Performance on ULPC paraphrase quality models tested on children dataset. 

Model Support low Support mid Support high Low F1 Mid F1 High F1 Avg F1 
ET 24 60 31 .610 .708 .244 .562 
SN 24 60 31 .333 .337 .205 .300 
BERT 24 60 31 .454 .712 .000 .466 

In the second experiment we evaluated the benefits of fine-tuning for the Siamese 
Network and BERT-based models. The models trained on the ULPC dataset were 
trained for a small number of epochs on 67 pairs from the children dataset and tested 
on the remaining 48 pairs. All examples containing the same source text were added to 
either the test or the training set, but not both. Because of the nature of the dataset (i.e., 
for a given source text there are a variable number of paraphrases), the children dataset 
could not be split into equal halves. In all the cases, the slightly larger half was used for 
training and the smaller one for validation. 

The F1 scores for all the classes, as well as weighted average of the F1 scores, are 
reported in Table 3 and Table 4. This metric was computed for predictions made by 
a) the initial pretrained models (e.g., SN and BERT), and b) the pretrained models that 
were fine-tuned for a short number of epochs. 

Table 3. Results obtained after fine-tuning on the children dataset (Semantic similarity, Syntac-
tic similarity and Lexical similarity). 

Dimension Model Pretrained Finetuned 
Low F1 High F1 Weighted 

Avg 
Low F1 High F1 Weighted 

Avg 
Semantic 
Similarity 

SN .303 .635 .572 .348 .795 .711 
BERT .545 .761 .720 .5 .833 .770 

Syntactic 
Similarity 

SN .370 .190 .238 .378 .610 .547 
BERT .464 .25 .307 .619 .703 .680 

Lexical 
Similarity 

SN .457 .689 .631 .435 .822 .725 
BERT .666 .800 .766 .733 .878 .841 

When looking at the individual F1 scores we tend to see improvements after fine-
tuning in most cases. One notable exception is the High class for Paraphrase Quality 
for which both models have difficulties without pretraining, and BERT does not man-
age to obtain an F1 of over 0 even after fine-tuning, despite having non-zero scores on 
the training set.  
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When comparing the weighted F1 scores an improvement of at least .05 can be ob-
served after fine-tuning. In the 2-class setting, the most dramatic improvements were 
made for the Syntactic similarity class. On this dimension, the distributions for the chil-
dren dataset where almost inverted versions of the ULPC distribution. This could mean 
that the model had learned useful features in the initial training phase, but it relied on a 
bad estimate of the distribution for the classes. 

Table 4. Results obtained after fine-tuning on the children dataset (Paraphrase Quality). 

 Pretrained Finetuned 
Model 

Low F1 Mid F1 High 
F1 

Weighted 
Avg Low F1 Mid F1 High 

F1 
Weighted 

Avg 
SN .359 .432 .200 .353 .385 .696 .500 .578 
BERT .461 .736 .000 .479 .476 .721 .000 .474 

5 Conclusions 

The aim of this study was to develop three ML algorithms to assess paraphrase quality 
leveraging the ULPC dataset and to evaluate how well these models generalize when 
presented with a new dataset of paraphrases generated by children. When tested on the 
children dataset, the Extra Trees model obtained the best results. The SN and BERT 
models also provided improved results after fine-tuning on the children dataset. 

In the first generalization task, the Extra Trees model was shown to generalize better. 
This indicates that the manually extracted features might have a more general character 
than the ones automatically extracted by Siamese Networks or BERT-base models, 
making them more robust on new data. For the Semantic, Syntactic and Lexical simi-
larity dimensions, the Extra Trees model generalized well on the children dataset. How-
ever, the results were slightly worse for the Paraphrase Quality dimension. This could 
indicate that it is more difficult to meaningfully separate poor, satisfactory, and good 
paraphrases for children, or it could indicate an issue with how the dataset was anno-
tated (e.g., raters had difficulties separating the 3 levels of the dimension). In this case, 
results could be improved by adding a larger paraphrase dataset with similar character-
istics (short source and paraphrase sentences) for initially training the models, followed 
by a finetuning on the ULPC dataset. 

Fine-tuning helped improve results in all cases with differences ranging from 0.05 
to 0.20. The BERT model fared better than the SN model in the binary classification 
tasks, while it underperformed when classifying paraphrase quality. Its poor perfor-
mance was caused by its difficulties in predicting the High class. 

This study provides promising evidence that our approach can generate models that 
generalize to texts that differ in reading ease and to individuals who vary in age, reading 
skill, and language abilities. While more evidence is needed to further test this approach 
and these models, these models provide a strong starting point in iSTART-Early for 
providing automated feedback on paraphrase quality to young developing readers. 
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