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ABSTRACT 

There is a vast body of literature documenting the positive impacts that rater training and 

calibration sessions have on inter-rater reliability as research indicates several factors including 

frequency and timing play crucial roles towards ensuring inter-rater reliability. Additionally, 

increasing amounts research indicate possible links in rater-reliability and grade inflation 

pertaining to faculty status and length of employment.  This research study analyzed the impact 

that consistent and collaborative training and rubric calibration, or the lack thereof, has on inter-

rater reliability. Additionally, this study investigated whether faculty status and faculty length of 

employment has an influence on scoring reliability. Finally, participatory action research was 

planned to assist in the creation of a formal training policy and processed that could then be 

tested to explore the impact that such training would have on future examination rater-reliability.    

Five years of examination scoring data was utilized from a small Midwest region private 

graduate school.  Intraclass correlation coefficient statistical analysis was employed to determine 

inter-rater reliability along with independent samples t-test to determine statistical significance 

the faculty groups. Mean scoring differences outputs were then tested utilizing a Likert-type 

scale to evaluate scoring gaps amongst faculty.  The findings within this study indicate that inter-

rater reliability is negatively impacted when no formal or consistent training.  However, no 

significant differences between the mean scores were found based on faculty status nor between 

faculty length of employment.  The hypothesis testing yielded support of the main hypothesis 

within this research study and the current literature in which inter-rater reliability is negatively 

impacted when no formal or consistent rater-training and rubric calibrations are performed for 

raters of examinations.  The implications for practice resulting from this study display the need 



 

 

for formal training policy and processes be created, and consistently completed to ensure inter-

rater reliability will be positively impacted.
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CHAPTER 1 

Introduction 

The Comprehensive Examination 

At the Development Institute, a small, private graduate school in the Midwest region of 

the United States, a comprehensive examination is administered to students upon completion of 

all degree coursework requirements. The comprehensive exam has been administered for over 50 

years and is viewed as the capstone to the students learning experience at the Institution.  The 

examination is the highest stake component of the culminating requirements of the master’s 

degree program.  Students that successfully pass the comprehensive examination are eligible for 

degree conferral.  Therefore, the stature of the comprehensive examination is matched only by 

the anxiety students feel as the day of the exam approaches. 

Components  

The comprehensive examination is a five-hour, written examination that covers major 

content areas within the curriculum. The exam is administered three times a year, once in late 

April, another in early June, and the final in early September. The examination questions are 

developed by representatives from the faculty assessment committee.  Two faculty members, 

traditionally one tenured and one tenure-track faculty write the six-question examination near the 

beginning of the spring semester.  Students are required to apply to sit for the examination.   

Administration 

The examination, pre-COVID, was traditionally administered in-person on a Saturday 

morning.  Students are provided with desktop testing stations, paper, and pens for notes as well 

as earplugs as needed.  Proctors are in each room to ensure examination integrity.  Students are 

not allowed use of the internet and are only allowed to bring in beverages and snacks.  Leaving 
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the testing station is allowed for restroom breaks.  Upon completion, the student is instructed to 

leave all notes and testing material at their station.  The proctor then removes the comprehensive 

examination from the desktop and saves it in a secure drive.  Current state (during COVID), all 

students are administered the exam via a course in the Institutes’ learning management system.  

The course is made available three days before the start of the exam and contains day of exam 

instructions, a writing template, and contact information.  The exam is not synchronously live 

proctored, meaning proctors are not logged in viewing the students while they attempt the exam.  

Students are on an honor code in that they are instructed not to use any electronic devices nor the 

internet while attempting the exam.  The exam is submitted through the grading center and the 

exam administrator pulls the exam, saves it a file that removes author data, to ensure blind 

grading.  In both cases, students with approved accommodations are provided various supports 

such as extra time, multiple days for completion and/or specialized hardware to complete the 

exam. 

Scoring 

Upon completion of the examination, the exam administrator emails the comprehensive 

exam, along with the grading rubric, score sheet and deadline to complete their scoring to the 

designated faculty rater.  Faculty will then send in their completed score sheets to be tabulated.  

A master scoring sheet, that contains the artificial student identification number that ties back to 

the real student identification is utilized to tabulate scores and flag for a possible third reader, as 

necessary.  Once scoring is completed, students’ scores are reported out to their assigned 

advisors as pass or fail.  The advisor is then charged with contacting the student, via phone, and 

informing them of the results.  If the student fails the examination, they will meet with their 
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advisor to create a strategy to prepare for the second attempt.  Subsequent failed attempts require 

more in-depth advising and planning. 

Inter-Rater Reliability, Training, and Rater Calibration 

 As previously mentioned, at no point, over the past four years and twelve comprehensive 

exam administrations has inter-rater reliability been assessed, nor formal or consistent rater 

training and calibration taken place.  Talks of the need to do so have come up sporadically 

throughout that time.  However, no action has taken place.  As the institute’s headcount 

continues to grow, so too does the amount of exams administration and ultimately, the need to 

ensure inter-rater reliability.   

Statement of the Problem  

There is a vast body of literature documenting the positive impacts that rater training and 

calibration sessions have on inter-rater reliability.  Moreover, research indicates that the 

frequency and timing of training plays a crucial role in ensuring accuracy and equity in scoring.  

Further, there are increasing amounts research that have been completed regarding faculty status 

and its impact on grading and grade inflation.  Despite the positive indices that highlight the 

impact of training and calibration, institutes of higher education often do not consistently train, 

assess, and calibrate faculty scorers. 

Literature Review 

This literature review serves to provide insight into the following areas of inter-rater 

reliability and calibration.  First, an exploration of the research that points to positive effects of 

training and calibration as well as look into the types of training that have significant impact on 

inter-rater reliability, and finally a discussion on opposing viewpoints on training that is present 

in the literature.  Second, a look at the increased literature that describes how not only the timing 
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of training impacts scoring, but also how the frequency and length of time scoring plays a role in 

shaping reliability.  Third, a comprehensive review of the literature surrounding the impacts that 

faculty status has on scoring and grade inflation.  Finally, a review of current proposed solutions 

to increase reliability and literature that offers up alternative approaches to this ever-growing 

field of research.  

Positive Impacts of Training and Calibration on Inter-rater Reliability 

There is a vast body of literature which has studied the positive impacts that rater training 

and calibration sessions have on inter-rater reliability.  In a simple search utilizing keywords 

such as inter-rater reliability and rater calibration, one is assured to be provided with hundreds 

of journal articles.  These journal articles, which span from higher education to business 

management, all share important similarities, those being, the importance of training and 

calibration and how they positively impact reliability in scoring and assessment.  

In a study examining efficiency in assessment, researchers trained both students and 

faculty on how to rate essays.  The results showed that the trained students rated as reliable as the 

faculty and the lack of rater-training is attributed to negative inter-rater reliability (Cole et al., 

2012).  Hung et al. (2012) focused their research on rater effects and the impact that tools 

utilized to train raters have on inter-rater reliability.  The authors posit that reliability is impacted 

by focused training and moreover, raters that were not calibrated on the scoring rubric were 

shown to have less reliable scores.  Crucially, PapaJohn (2002) found that the concept of concept 

mapping in training had an impact on reliability amongst more experienced raters.  In a study 

completed by Rios et al (2017) in which the focus of the study was on the creation of a new 

assessment tool and how reliable computerized scoring would be in relation to human scoring, 
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they report that raters who went through comprehensive training and calibration before scoring, 

had displayed significant inter-rater reliability. 

 Unfortunately, despite the positive indices, institutes of higher education, and 

specifically the one being researched for this study, often do not consistently train, assess, and 

calibrate faculty scorers. As a result, inter-rater reliability has become a growing concern 

amongst the faculty and administrators.   

Calibration and Scoring 

The impacts of training, along with the types of training that are effective in ensuring 

higher rates of interrater reliability presented in this study have provided a setting for discussion.  

To further the discussion, a review of the literature specifically on calibration and actual scoring 

is presented.  Research indicates that the timing and frequency of training plays a crucial role in 

ensuring accuracy and equity in scoring.  Moreover, the timing of when scoring is completed by 

the rater has been researched and the impacts of how frequently and when scoring is completed 

and its effect on reliability assessed. Szafran (2017) found that not only was the timing of the 

training crucial, but the amount of rater collaboration in the training sessions showed an increase 

in inter-rater reliability. His study further found that the frequency and timing of when and how 

to integrate the third reader can impact inter-rater reliability.  

Finn et al. (2018) undertook a very relatable study, as it pertains to gaps in scoring and 

non-structured timeframes for completing scoring.  In their study, the authors research the 

impacts of time between scoring and scoring accuracy.   The authors’ data was derived from 350 

raters of the Graduate Record Examination (GRE) general test.   The results showed that gaps 

between scoring were found to decrease accuracy validity and reliability as well.  However, the 

number of consecutive days scoring did not impact scoring validity or reliability.  Further, the 
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authors found that the time spent scoring each response was a significant predictor in accuracy 

validity and reliability.   

The Finn et al (2018) study was very useful and worthwhile as it provides a significant 

amount of data that supports how gaps between grading can negatively impact scoring.  The 

policy of grading the comprehensive examination at the Institute is to set a deadline as to when 

raters are to submit their finalized grading sheets.  One possible avenue for future research, upon 

conclusion of this study, would be to further delve into when the raters submit the grading sheets 

and gaps between submission.  This could provide a critical data set to report out on.  Some 

limitation exists as raters tend to either send their scores in bulk at one time or as they complete.  

Which, then can impact the reliability of the data is it pertains to when the scoring occurs. 

However, as the scores are logged on individual excel files, “last date saved” data could be 

extracted.  Nonetheless, it will be interesting to explore. 

Faculty Status and Scoring 

There is significant research on the impact that faculty status has on scoring.  Extensive 

studies highlight how faculty status (tenure, tenure-track, non-tenure) plays a role for those raters 

in scoring.  Moreover, studies have researched grade inflation as it relates to faculty status as 

well as delving into the psychology as to why non-tenure and tenure-track faculty tend to either 

inflate grades or grade lower.   

In one study, the researcher found a difference in grading/assessment between tenure and 

tenure track faculty.  Where the latter grade more lenient then the former.  Moreover, the authors 

posited that reciprocity in grades and instructor evaluation could be present, thus concluding a 

tenure-track professor be more lenient in grading with the expectation of receiving a better 

instructor evaluation from his/her students (Filetti et al., 2010).   
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That study lends itself well to the research completed by Kezim et al. (2005) in which 

they reviewed grade point averages over a 20-year period to investigate grade differences in 

mane GPA among adjunct, untenured, and tenured faculty.  Their results showed adjunct faculty 

tended to grade higher than tenured and non-tenured track faculty.  The authors posited adjuncts 

grade higher to score better on after-class faculty assessments completed by students.  Deboer et 

al. (2007) completed a quantitative study utilizing survey research.  The instructors were 

surveyed using an assessment tool.  The focus of the study was to assess the impact of instructor 

attitude on grading behavior.  The results supported the authors hypothesis that rater personality, 

based on the assessment, plays a part in grading.  Significantly, the authors found that a higher 

need for approval resulted in lower grades.  The authors posit that the lower grades and need for 

approval reflect attitudes of instructor’s desire to attain approval from their fellow colleague 

instructors.  Further, the author’s data suggest that full professors assign significantly fewer 

higher grades than academic staff and the authors posit that full professors have less worry about 

job security therefore are more apt to grade harsher. 

As the research displays, faculty status is found to have an impact on scoring.  This is 

significant research and pertains well to this study as we have an ample amount of data as well as 

faculty statuses that can be tested again hypothesis on impacts of faculty status and 

comprehensive examination scoring.  Further, the Institute has several faculty members that have 

been employed for 20-years or more.  Those factors will certainly provide a wealth of data and 

discussion points. 

Solutions and Alternatives  

Throughout the review there has been several solutions posited as well as alternative foci 

as it relates to inter-rater reliability, training, and calibration.  Rubric training in which 
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assessment is narrowed and focused was shown to increase inter-rater reliability (Attali, 2013).  

This research finding and several other trend towards not only to slimmed down rubrics, but also 

rater training, calibration, and rubric creation that is done in a more transparent and collaborative 

nature.   Bamber (2015), while using student as participants in trainings, found that having a 

transparent and collaborative approach towards calibration increased inter-rater reliability.  

Further, the participants also felt an increased self-awareness of what was being assessed and 

positive feelings towards the assessment.  This is an important study and one that could be 

utilized as an approach deployed by the Institution or studied further as it asks a question of 

whether students would perform better if they were fully informed, in detail, on how the rubrics 

are set and what is being assessed.   Lee (1985) in her case study review of rater training 

suggested similar conclusions in that the training should be concise and transparent as possible to 

increase reliability in practices.   

An alternative to rubric training is offered up by Bernardin and Buckley (1981) in which 

they argue that the focus of rater training should not be on the rubric and calibration, rather, it 

should be on the raters themselves, exploring their biases and tendency in grading and how to 

best calibrate against those.  Herbert et al. (2014) asks a crucial question as part of their study, 

which is what at what expense does training and calibration have on the objectivity of the rater.  

Further, Papajohn (2002) posits that even after training a rater, one should note that raters may 

still not interpret and score in similar fashion, although, finding that experienced raters tend to 

rate more similar.   

Summary of the Literature 

The literature surrounding inter-rater reliability, training, calibration, solutions, and 

alternative approaches is robust. As such, inter-rater reliability continues to be a focus area for 
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research.  With such in-depth research with various methods deployed, the one outcome most 

researchers have agreed upon is the importance that training plays on positively impacting inter-

rater reliability.  What remains uncertain is how institutes of higher education can assure training 

and calibration occurs, while faculty juggle their day-to-day tasks as teachers, advisors, mentors, 

and faculty administrators.   

Research Purpose  

This study will describe the impact that consistent training and calibration has on inter-

rater reliability.  Further, it will examine the relationship between faculty status and scoring as it 

pertains to inter-rater reliability.  Five years of examination scoring data from 25 faculty 

members will be used from The Development Institute, a small Midwest region private graduate 

school.   

The following research hypotheses will guide the study: 

• Hypothesis 1:  Is inter-rater reliability negatively impacted when no formal or consistent 

rater training is provided? 

• Hypothesis 2:  Will the scoring of tenured faculty be lower than tenure-track, clinical 

faculty, and adjunct faculty? 

• Hypothesis 3:  Will the scoring of recently hired faculty be more reliable than faculty 

that has been hired over 10 years? 

• Null Hypothesis: Inter-rater reliability is high and consistent amongst all faculty.  

 

• Hypothesis 4: (After action) Will inter-rater reliability significantly increase among 

trained raters regardless of faculty status. 
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Definition of Key Terms 

Throughout this research study, key terms will be utilized to describe data components.  

The following is a list of key terms along with their definitions.   

• Adjunct faculty is defined as faculty utilized to teach sections of courses.  They are not 

considered full-time faculty and are not tenure eligible.  

• Artificial ID number is defined as an identification number that has been created to 

mask the actual student identification number for blind scoring purposes. 

• Clinical faculty is defined as faculty that are not tenure eligible. 

• Comp is used to describe the Comprehensive Examination in short form. 

• Consistent rater training is defined as formal training that has occurred at minimum 

once per year. 

• Formal rater training is defined as a training delivered to faculty in-person/online in a 

structured and methodical format and setting.  It is assumed to be required for all faculty 

raters.   

• High agreement is defined as scoring between raters having averaged a range of 0-3 

points of separation.  

• Inter-rater reliability is defined as the degree at which scoring agrees among raters. 

• Low agreement is defined as scoring between raters having averaged a range of 8-11.  

• Moderate agreement is defined as scoring between raters having averaged a range of 4-

7 points of separation.  

• No agreement is defined as scoring between raters average 12 points or greater. 

• Not-recently hired faculty is defined as faculty that has been employed with the 

Institute for 10+ years. 
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• Rater Calibration or Calibration is defined as an act, such as a training to ensure that a 

group of raters score consistently in utilizing a scoring rubric. 

• Recently hired faculty is defined as faculty that has been employed with the Institute for 

0-9 years. 

• Tenured faculty is defined as an academic appointment without limit of time. 

• Tenured-track faculty is defined as faculty who is eligible to be granted tenure at the 

Institute within a certain period of time. 

Significance of the Study 

Similar to the literature reviewed in this chapter, this study will continue to place the 

spotlight on the importance of training and calibration sessions.  Inter-rater reliability is a key 

facet to ensuring scoring is fair and accurate, especially, in high stakes examinations.  The 

significance of this study will go towards considerably impacting policy and process at The 

Development Institute as it relates to rater training and calibration for faculty raters that score the 

comprehensive examination at the Institute.  I am confident that the Institute will ensure, moving 

forward, that rater training and calibration sessions occur at minimum once per year, ideally 

before and after the examinations.  If this occurs, the vast amount of literature, including this 

action research, will surely improve inter-rater reliability moving forward.  Further, I am 

confident that this study and its action can be utilized as a template, or a starting point, for 

similar size institutions and faculty that struggle with the demands of the day-to-day activity, 

while also trying to ensure exam scoring integrity.  

Organization of the Research Report 

The organization of the report will follow in a manner in relation to the process of 

participatory action research.  First, a review of the current literature will be presented.  Within 
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the literature, several studies will be utilized to highlight not only the impact that training and 

calibration has on inter-rater reliability, but also proposed actions and alternative viewpoints.  

Second methods, statistical analysis, and a review of the data followed by member checking via 

a focus group.  Finally, action implementation, and assessment of the implementation, along with 

results, data analysis, and discussion.  During the conclusion, main takeaways from the study 

will be discussed along with recommended next steps. 
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CHAPTER 2 

Literature Review 

Introduction 

This literature review serves to provide insight into the following areas of inter-rater 

reliability and calibration.  First, an exploration of the research that points to positive effects of 

training and calibration as well as a look into the types of training that have significant impact on 

inter-rater reliability, and finally a discussion on opposing viewpoints on training that is present 

in the literature.  Second, a look at the increased literature that describes how not only the timing 

of training impacts scoring, but also how the frequency and length of time scoring plays a role in 

shaping reliability.  Third, a comprehensive review of the literature surrounding the impacts that 

faculty status has on scoring and grade inflation.  Finally, a review of current proposed solutions 

to increase reliability and literature that offers up alternative approaches to this ever-growing 

field of research.  

Summary of the Research Problem 

There is a vast body of literature documenting the positive impacts that rater training and 

calibration sessions have on inter-rater reliability.  Moreover, research indicates that the 

frequency and timing of training plays a crucial role in ensuring accuracy and equity in scoring.  

Further, there are increasing amounts research that have been completed regarding faculty status 

and its impact on grading and grade inflation.  Despite the positive indices that highlight the 

impact of training and calibration, institutes of higher education often do not consistently train, 

assess, and calibrate faculty scorers. 

Theoretical Framework 
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Formulating a theoretical perspective while undertaking the scholarly literature has 

helped frame and guide the following research.  Active learning, which is rooted in the theory of 

constructivism is being utilized to not only provide an overarching theme for the scholarly 

review, but also foment discussion on the use of training, calibration and collaboration on the 

rater and the anticipated actions that occur thereafter.    Constructivism is a theory in education 

that asserts learners construct knowledge, actively as opposed to passively, by integrating new 

understandings with previous understandings (“Constructivism-Philosophy of Education,” 2021).  

Active learning theory/Constructivism has been linked to Jean Piaget and his theories of 

cognitive development.  Piaget’s theory discusses how humans acquire, construct, and utilize 

knowledge (“Piaget’s Theory of Cognitive Development,” 2021).  As applied to this study, 

active learning theory/constructivism holds that one should expect training and calibration 

sessions, if implemented effectively and utilized consistently, to positively impact rater scoring 

and grading and thus inter-rater reliability. 

Positive Impacts of Training and Calibration on Inter-rater Reliability 

There is a vast body of literature which has studied the positive impacts that rater training 

and calibration sessions have on inter-rater reliability.  In a simple search utilizing keywords 

such as inter-rater reliability and rater calibration, one is assured to be provided with hundreds 

of journal articles.  These journal articles, which span from higher education to business 

management, all share important similarities, those being, the importance of training and 

calibration and how they positively impact reliability in scoring and assessment.  

In a study examining efficiency in assessment, researchers trained both students and 

faculty on how to rate essays.  The results showed that the trained students rated as reliable as the 

faculty and the lack of rater-training is attributed to negative inter-rater reliability (Cole et al., 
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2012).  Further, Gardiner et al. (2020), in a longitudinal case study, assessed the impact that 

rubric-based training has on inter-rater reliability.  The authors findings point to positive impacts 

and shared findings and results of previous researchers in the value of training and calibration, 

specifically, that calibration and rater training is a proven method in increasing inter-rater 

reliability.  Gugiu et al. (2012) also performed their research utilizing rubrics as building blocks 

for training.  Their quantitative study utilized 29 undergraduate students enrolled in an 

introductory political science course at a university located in the Midwest.  The students were 

randomly assigned into groups and two raters were provided grading rubrics.  Importantly, the 

rubrics created had clearly defined measurements and instructions on what to assess and how to 

grade. Upon analyzing the results of the grading, the researchers found significant reliability in 

scoring between the raters.  The authors posit that the impact of a clear grading rubric along with 

a smaller number of raters positively impacted reliability.  Additionally, Rios et al. (2017) 

utilizing the written assessment instrument HEIgthen WC sampled 985 examinees from a swath 

of exams delivered by a four-year institution of higher education.  The authors studied three 

aspects of the examination, the first being quality and reliability of the assessment, the second, 

reviewed automated scoring versus human scoring outcomes, and the third a review of the scores 

on the HEIghten WC as compared to other examinee variables such as their SAT scores and 

GPA.  The important finding in this research as it relates to reliability was that both the human 

and automated scoring displayed high rater reliability.  Thus, the authors expect such 

assessments in writing completed by humans or automated have the ability to be reliable should 

the human raters go through professional scoring training and calibration, as was done with the 

raters in this study. 
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As mentioned, there is a vast amount of research that highlights the impact of training 

and calibration studies are proven to go a long way towards ensuring inter-rater reliability and 

equity in scoring and grading.  In each of the studies cited, questions were posited in the 

literature on the types of training that are the most impactful on scoring and grading reliability.  

In the following section, several studies are offered, and their findings presented to display key 

findings on the types of trainings that researchers utilized that showed promising in ensuring 

inter-rater reliability. 

Types of Training 

Research has shown that training and calibration are proven to go a long way towards 

ensuring inter-rater reliability and equity in scoring and grading.  However, questions arise in the 

literature on the types of training that are the most impactful on scoring and grading reliability.  

From rubric specific to focusing the training on the trainer, researchers have diligently tested and 

reported back on types of trainings and their influence in scoring and grading. 

To introduce the varying research on training types, Hung et al. (2012) focused their 

research on rater effects and the impact that tools utilized to train raters have on inter-rater 

reliability.  The authors posit that reliability is impacted by focused training and moreover, raters 

that were not calibrated on the scoring rubric were shown to have less reliable scores.  From 

training on rubrics to training on concepts, PapaJohn (2002) undertook and found that the use of 

concept mapping in training had an impact on reliability amongst more experienced raters.  The 

concept mapping design was utilized not only in training by calibration amongst raters with the 

goal of ensuring that raters were all conceptualizing what was being assessed and how it was 

being assessed.  In an important study that utilizes training, along with collaboration and 

transparency in the grading methods, Bamber (2015) studied the impact of stakeholder 



17 

 

confidence of increased transparency in the examination assessment process.  This mixed 

method study used survey research design and focus groups.  115 post-graduate students from a 

University in the United Kingdom participated in the study and completed the survey 

questionnaire. The focus of the study was to assess the benefits of involving students in the 

process of assessing scoring and grading and improve student’s understanding on assessment and 

evaluation.  The results showed that participants reported enhanced awareness of what is being 

assessed and increased positive feelings towards the assessment.  Further, the participants felt 

enhanced personal awareness of their own practices as they relate to examination taking.  

Moreover, and perhaps the most telling is that the findings indicate increase rater reliability 

because of training and rater calibration. This study is quite useful as it supports a hypothesis that 

consistent training and calibration is needed to ensure inter-rater reliability.  Further, the 

transparency and use of students is also a possible action that may be undertaken as it relates to 

updating rubrics.  Finally, Lee (1985) offers an alternative perspective on rating.  Lee’s case 

study reviewed rating from the lens of employer to employee performance rating.  The author 

studied cognitive operations of the raters, such how the raters observe, gather, and integrates 

rater training into their performance appraisal of the employees.  Additionally, the author studied 

whether the raters were able to observe or not observe performance and how observing outputs 

impacted the raters.  The author found that rater performance is impacted by several factors, such 

as rater attitudes, observational ability, and social contexts.  Crucially however, the author posits 

that designing a rater training program, and implementing it successfully may improve rater 

accuracy and effectiveness. 

As the research indicates, there are varying methods and approaches toward training that 

may impact inter-rater reliability.  Moreover, the research trend tends to report that training and 
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calibration have positive impacts on scoring and grading.  Whether that is trainer focused, rubric 

focused, or an enhanced collaborative approach, the consensus gleaned from the current 

literature heavily leans towards the positive 

Opposing Views on Training  

 Whereas the vast amount of literature provides exceptional feedback on the positive 

impact of training and calibration as it pertains to inter-reliability scoring and grading, opposing 

viewpoints on training do exist.  Researchers have questioned the impacts of training and 

calibration on rater perceptions and objectivity.  In essence, at what cost is one removing the 

human from the rating. 

One such viewpoint comes from a previously cited researcher, that while finding positive 

results in their study, also found areas of inconsistency and thus provides an alternative 

discussion.  Papajohn (2002) performed his quantitative study at a large Midwest University and 

sampled approximately 500 examinees that attempted the Test of Spoken English examination.  

Those examinees results were rated by nine raters.  The author posits the test scores are impacted 

by both the examinees actual performance on the exam and the raters’ performance, as it relates 

to their interpretation and summary of the examinee’s performance on the exam.  The author 

employed rater training and concept mapping in the study to assess the impact of both training 

and mapping and how both impact rater-reliability.  For concept mapping, the raters were trained 

on how to map and utilize the flowchart of concept mapping when rating the examinees.  The 

author found after reviewing the concept maps of the raters, that the reliability amongst the raters 

and thus their maps, was lacking.  Three of the raters were severely off in interrater reliability 

and the remaining six were labeled as needing retraining.  The author correlates the reason for 

this to rater perceptions and individualism.  Thus, the author posits that even though raters go 
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through training and calibration, there will still be the element of individual rater perceptions, 

and this will ultimately impact ratings. Finally, the author states that although there were 

differences, the idea of concept mapping as a rater tool is useful but needs to be employed 

thoughtfully and consistently to maximize the impact.  

Another viewpoint comes from the research of Herbert et al. (2014).  The authors 

qualitative study took place at a professional accounting institute and used a case study and focus 

group approach with a structured interview instrument that was utilized among nine “Markers”.  

The focus of this study was to gauge acceptance of training on a standardized model of 

assessment and training on assessment.  The authors found that training and calibration were 

welcomed, and the participants felt it would increase validity and reliability.  Crucially, the 

authors posited questions in their study results that are worth exploring.  Whereas training and 

calibration are seen to have positive impacts on rating, what is the cost of such calibration?  Does 

it remove objectivity?  The study is robust with data that supports standardized training and 

marking structure, however, the question remains, if standardization is key at what cost is the 

human element lost?  

 These two thoughtful viewpoints cast light into a shadow area that training, and 

calibration may present and ask pertinent questions on human objectivity.  The case for training 

and calibration is one that is geared towards ensuring equity in scoring and grading as well as 

consistency. However, to what extent objectivity is acceptable is a question worth noting and 

importantly, worth exploring. 

Summary 

The positive impacts that rater training and calibration have on inter-rater reliability 

cannot be understated.  Whether that training is focused on a rubric or the rater, the vast majority 
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of the literature amplifies the value of these important procedures and processes.  Moreover, 

human perceptions, objectivity, and individualism must also be accounted for when assessing 

training and calibration. Unfortunately, despite the positive indices, institutes of higher 

education, and specifically the one being researched for this study, often do not consistently 

train, assess, and calibrate faculty scorers. As a result, inter-rater reliability has become a 

growing concern amongst the faculty and administrators.  

Calibration and Scoring 

The impacts of training, along with the types of training that are effective in ensuring 

higher rates of interrater reliability presented in this study have provided a setting for discussion.  

To further the discussion, a review of the literature specifically on calibration, and timing of such 

rater calibration, along with frequency and timing of raters scoring is presented.  At present, 

research indicates that the timing and frequency of training plays a crucial role in ensuring 

accuracy and equity in scoring.  Moreover, the timing of when scoring is completed by the rater 

has been researched and the impacts of how frequently and when scoring is completed and its 

effect on reliability assessed. 

In a case study by Szafran (2017), a sample of 113 student written assignments were 

utilized in from a university’s core curriculum course.  The assignments were scored by two six 

member groups that formed scoring panels.  If there was inter-reliability disagreement, a third 

rater was brought in.  The focus of the study was to contextualize inter-rater reliability using a 

widely used assessment rubric and the impacts of a third grader and rater training.  The author 

found that not only was the timing of the training crucial, but the amount of rater collaboration in 

the training sessions showed an increase in inter-rater reliability. His study further found that the 

frequency and timing of when and how to integrate the third reader can impact inter-rater 
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reliability.  Additionally, Kayapinar (2014) in a mixed method study used a sample of 44 English 

Foreign Language (EFL) students and ten raters utilizing an assessment tool that rated the essay 

writing abilities of the students.  The purpose of the researcher’s study was to assess for 

variations or consistency in essay grading of the EFL students performed by the raters and 

further the discussion on rater reliability.  The instruments for rating utilized by the raters were 

the general impression marking, easy criteria checklist, and essay assessment scale. What 

Kayapinar (2014) found was that utilizing the various instruments of rating always resulted in 

rating variations.  Thus, the author posits, that there will always be rating variances regardless of 

instruments.  However, and crucially, the research posits that calibrated raters, that are well-

trained can have an impact on reliability as the calibration would lead to less ambiguity.  This 

discussion around human objectivity is prevalent in scores of research articles, as is the impact 

that student assessments have on grading and scoring, which is another influencing factor that is 

discussed in detail within the literature review. 

In a protocol paper, released by the Rhode Island Department of Elementary and 

Secondary Education (2021), to heighten awareness of the calibration process, “RIDE”, points to 

the importance of such calibration as it pertains to scoring student work as well as display the 

impact that calibration on inter-rater reliability and scoring consistency.  RIDE posits that the 

success of such calibration efforts and protocol implementation depends on the culture created 

amongst educators, specifically, the collaboration, focus, and reflective practice that goes into 

improving student learning, which the calibration process instills.  Crucially, RIDE posits that, 

rubrics alone do not ensure consistency in scoring, rather, it is the calibration and training on the 

rubrics, and agreements that are met, that go further towards increasing reliability consistently.  

Furthermore, RIDE proposes that calibration is not just a tool for consistency in scoring but can 
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also serve as valuable professional development for educators as well as the opportunity for 

individual schools to gain insight into their curriculum and instruction practices.  This paper, 

which reaches thousands of educators throughout the State of Rhode Island not only stresses the 

importance of calibration but also shines a light how such a practice, when employed 

consistently serves to develop educators while ensuring equity in grading. 

As the research indicates, calibration is an important aspect that has shown to have a 

positive impact on inter-rater reliability.  Moreover, when implemented in a timely and 

consistent manner, rater calibration also serves a method to provided professional development 

opportunities and expand collaboration efforts amongst raters, namely faculty.  Calibration is not 

the only answer nor sole solution.  A fully calibrated rater can inherently become inconsistent in 

grading or rating for many reasons.  One such reason why a calibrated rater may still be 

inconsistent is the blocks of time they utilize in a day in scoring, or gaps in scoring.  These 

factors, such as grading fatigue, have also been researched and are shown to significantly impact 

inter-rater reliability.   

Timing of Scoring 

The timing of scoring in the research sets out to explore the influence that length of time 

spent scoring and/or gaps in scoring has on inter-rater reliability.  The literature presented 

displays a fascinating look at how timing influence’s reliability and provides for actions that may 

be adopted to lessen the impact. Finn et al. (2018) undertook a very relatable study, as it pertains 

to gaps in scoring and non-structured timeframes for completing scoring.  In their study, the 

authors research the impacts of time between scoring and scoring accuracy.   The authors’ data 

was derived from 350 raters of the Graduate Record Examination (GRE) general test.   The 

results showed that gaps between scoring were found to decrease accuracy validity and reliability 
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as well.  However, the number of consecutive days scoring did not impact scoring validity or 

reliability.  Further, the authors found that the time spent scoring each response was a significant 

predictor in accuracy validity and reliability.   

Wendler et al. (2019) sought to answer two questions, the first, does rater calibration 

impact scoring accuracy, and the second, does reducing the frequency of rater calibration impact 

scoring accuracy.  The authors completed a comprehensive literature review on rating variability 

and reliability to help guide their hypotheses testing.  Controlling for rater drift, also referred to 

inter-rater reliability was a major focus of their study along with calibration efforts.  In their 

study, a total of 46 raters were utilized.  The raters rating reliability scoring of the “GRE” essays 

were analyzed along with the length of time they took to score the essays.  The raters were given 

five days to complete scoring, with six hours each day to score.  Each day, there were between 

124 and 134 essays provided to score. The researchers found that inter-rater reliability was 

remained steady amongst raters throughout days one to three, day four however was a turning 

point, the researchers reported significant reductions in reliability.  The researchers posit that 

calibration sessions did have a positive impact on inter-rater reliability, however, grading fatigue 

appeared to play a role in the drop off of reliability.  Further, upon completion of grading, the 

raters were sent a survey about their experience.  Gleaned from this survey was data regarding 

rating experience.  The researchers found that the more experienced raters had the most 

reliability in scoring.  Whereas the researchers did not find an answer to frequency of calibration, 

they do posit that calibration has positive impacts as expressed in the data outcomes and 

findings. 

Ling et al. (2014) performed a study on the impact of fatigue on raters.  This quantitative 

study analyzed more than 14,000 audio responses to four Test of English as a Foreign Language 
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“TOEFL” examinations.  The scores of 72 raters were utilized.  The researchers sought to study 

the impact of fatigue that occurs amongst scoring for long periods of time over several days.  The 

researchers’ findings suggest that rater accuracy and reliability are more consistent when raters 

score in short shifts or sessions and there is greater rater productivity in shorter shifts as well.  

After the scoring was completed, the researched asked the raters to complete a survey.  The 

survey results indicate high levels of fatigue for those raters scoring in longer shifts, especially as 

those shifts entered the afternoon hours.  The authors posit that increase reliability and 

consistency, raters should be trained to complete scoring in shorter shifts, as an example scoring 

every two hours and then resting.  Implementing this type of strategy, as the authors state, could 

reasonably lead to less human error and greater inter-rater reliability and scoring consistency.   

Finally, Pownall et al. (2019), completed a mixed method study discusses potential 

influences in the grading process.  As the researchers assert, these influences impact the rater and 

therefore the learning experience for the student, including grade inflation.  A survey was 

deployed gauging cognitive influences on grading to 157 educators.  The authors found that 

grading was impacted by several factors including previous grades to a student or exposure to the 

student and thus not following the scripted rubric.  Further, the researchers found that grading 

fatigue was also another factor as displayed by inconsistent grading as more scoring occurred.  

The researchers suggest that raters break up the timing of their grading into smaller sessions and 

to ensure that the institution allows enough time for raters to sufficiently grade based on the full 

scope of the rubric, allowing for smaller period grading as well. 

Summary 

Calibration and the length of time of scoring, including scoring gaps, significantly impact 

inter-rater reliability.  The studies presented advance the understanding that consistent and 
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collaborative training and calibration establish a solid foundation towards reducing scoring 

differences.  Further, the studies highlight the importance of grading fatigue and present 

strategies to mitigate such fatigue.   

At the Institute, the policy of grading the comprehensive examination is to set a deadline 

as to when raters are to submit their finalized grading sheets.  The majority of grading sheets are 

submitted by faculty raters on the final deadline day.  This leads one to believe that faculty may 

be doing “marathon” grading sessions to get the grading sheets in before the deadline.   As the 

research indicates, grading fatigue does have negative impacts on inter-rater reliability.  With 

that, one possible avenue for future research, upon conclusion of this study, would be to delve 

into when the raters submit the grading sheets and gaps between submission.  This could provide 

a critical data set to report out on as part of additional action research.  Some limitations do exist 

as raters tend to either send their scores in bulk at one time or as they complete.  Which, then can 

impact the reliability of the data is it pertains to when the scoring occurs. However, as the scores 

are logged on individual excel files, “last date saved” data could be extracted.  Nonetheless, it 

would be interesting to explore. 

Faculty Status and Scoring 

The literature asserts that there are multiple factors that impact inter-rater reliability.  

Thus far, we have traversed the inter-rater reliability landscape through the lens of training, types 

of training, calibration, viewpoints on human objectivity, timing of calibration and length of time 

spent scoring.  Another factor that is presented in this literature review is the role that faculty 

status has on scoring, and grade inflation.  There is significant research on the impact that faculty 

status has on scoring.  Extensive studies highlight how faculty status (tenure, tenure-track, non-

tenure) plays a role for those raters in scoring.  Moreover, studies have researched grade inflation 
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as it relates to faculty status as well as delving into the psychology as to why non-tenure and 

tenure-track faculty tend to either inflate grades or grade lower.   

In one study, the researcher found a difference in grading/assessment between tenure and 

tenure track faculty.  Where the latter grade more lenient then the former.  Moreover, the authors 

posited that reciprocity in grades and instructor evaluation could be present, thus concluding a 

tenure-track professor be more lenient in grading with the expectation of receiving a better 

instructor evaluation from his/her students (Filetti et al., 2010).  Additionally, Johnson (2011) 

completed a study involving 2,008 freshmen at a research university and grading data derived 

from both full-time faculty and adjuncts, the researchers sought out to investigate correlations in 

grade inflation.  The researcher utilized multiple statistical methods and data grouping to provide 

an extensive analysis of faculty grading.  The researcher found that students that were taught by 

adjuncts received higher grades than those taught by full-time faculty.  The author posits that 

whereas grading differences are apparent, there is a need to review why the grading differences 

occur.  Much like several other researchers have found, student evaluations and adjuncts desire 

for higher evaluations must play a significant role in the grading differences. 

Mcarthur (1999) completed a study took place in small eastern community college with 

average to low student enrollment.  The purpose for this study was to assess the impact that 

adjunct faculty have on grading in relation to their full-time professor counterparts.  Courses in 

the subject areas of humanities were utilized along with the course instructors that comprised of 

both full-time professors and adjunct faculty, six for the former and twelve of the latter. The 

course grades that were used in the study were quantified over three spring semesters and the 

class sizes varied from a maximum of 35 students.  The researcher’s intent was to argue against 

prevailing research that posits adjuncts bring standards down.  Upon data analysis, the researcher 
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found an association that exists between grades and faculty status.  Much like other research that 

has been performed, this study indicated that students are more likely to receive a grade of “A” 

from an adjunct than full-time professor.  Further, the author suggests a possible reason for this, 

which furthers the literature on student evaluations impacting adjunct grading behavior.  

Moreover, in a study by Kirk et al. (2009) which analyzed the grades of 2,597 students in 

introductory finance courses at a business school, the researchers sought to test two hypotheses, 

the first, that grading by full-time faculty and adjunct faculty would not differ significantly and 

the second that student achievement in an introductory course taught by full-time faculty or an 

adjunct would not correlate to higher achievement in the subsequent course.  The researchers 

found differences in grading and achievement in both cases as they relate to differences between 

full-time and adjunct faculty.  Crucially, the researchers found that adjunct faculty had 

consistently assigned higher grades to students more so than full-time faculty.  Moreover, the 

researchers found that students in the introductory course taught by full-time faculty performed 

significantly better in the subsequent course than those taught by adjuncts in the same course.  In 

another stark finding, that peers through the lens of student retention or desired major, the 

researchers found that students that took the introductory course taught by adjuncts were less 

likely to choose that corresponding accounting major.   

Furthermore, Moore et al. (1998) examined the relationship between faculty status and 

grading.  The researchers utilized 417 introductory courses where were classified as “100 level” 

courses at a western university that has a student population close to 10,000.  The researchers 

sampled courses from various majors and from instructors of all ranks and tested for GPA of the 

class after final grades.  Further, the researchers analyzed 57 courses that were taught by 

professors, 38 by associate professors, 67 by assistant professors, 143 by instructors and 112 by 
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teaching assistants.  The results of this study indicate overall that tenured instructors (of different 

rank) comparatively have lower GPA’s results amongst each other.  Crucially however, the 

comparison in GPA from tenured, regardless of rank and non-tenured faculty was dramatic.  The 

GPA of tenured faculty was 2.54 were the GPA for non-tenured was 3.04.  To which the authors 

report confidently non-tenured faculty give higher grades or grade inflate.  A troubling 

hypothesis that the researchers posit is the assumption that non-tenured faculty give higher 

grades to “buy” better student evaluations, thus allowing for job security.  The authors make note 

that institutions utilize student evaluations heavily when it comes to making judgements on 

teacher performance.  The authors assert that administrators need to find alternate ways of 

evaluating non-tenured faculty should this trend continue.  This assertion is a common theme 

within the literature as it implies student evaluations play a strong role in grading outcomes, 

specifically those grades provided by adjunct faculty. 

Grade Inflation 

Moore et al. (1998) provides an on-ramp study that provides a critical lens on grade 

inflation and the impact that student evaluations have on grading.  Kezim et al. (2005) in which 

they reviewed grade point averages over a 20-year period to investigate grade differences in 

mane GPA among adjunct, untenured, and tenured faculty.  Their results showed adjunct faculty 

tended to grade higher than tenured and non-tenured track faculty.  The authors posited adjuncts 

grade higher to score better on after-class faculty assessments completed by students.  Deboer et 

al. (2007) completed a quantitative study utilizing survey research.  The instructors were 

surveyed using an assessment tool.  The focus of the study was to assess the impact of instructor 

attitude on grading behavior.  The results supported the authors hypothesis that rater personality, 

based on the assessment, plays a part in grading.  Significantly, the authors found that a higher 



29 

 

need for approval resulted in lower grades.  The authors posit that the lower grades and need for 

approval reflect attitudes of instructor’s desire to attain approval from their fellow colleague 

instructors.  Further, the author’s data suggest that full professors assign significantly fewer 

higher grades than academic staff and the authors posit full-time professors have less worry 

about job security therefore are more apt to grade harsher. 

Nikolakakos et al. (2012) research provided a comprehensive review of the cause of 

grade inflation. The researchers study utilized 235 students’ final grades provided by 25 

professors enrolled in a graduate degree program at a northeast college.  The researchers’ 

purposes were to first determine if the grade earned was perceived by both student and faculty as 

truly reflecting their academic achievement and second, determine the causes of any possible 

differences in perception between the final grade and academic achievement.  The authors posit 

that grade inflation is a serious issue that distorts performance and has long term affects 

especially for students that are being instructed in the field of teaching.   Further the authors 

suggest factors that lead to grade inflation, such as student evaluations of the instructor, faculty 

status, faculty personality, and lack of uniform grading practices. These, as the authors state, lead 

to grade inflation and ultimately a weaker work force.  The results of their study indicate very 

alarming trends.  First, the authors found that based on survey data, professors gave grades to 

students higher than what they earned as they feared poor student evaluations.  Further, the 

authors found, in support of finding surrounding student evaluations, that 90 percent of students 

taught by adjuncts received a grade of “A”.  Crucially, faculty response to the survey also 

revealed that job security was a factor in grading and that giving grades lower than an “A” would 

result in student complaints.  The authors further found differences in faculty rank when it came 

to opinions on course building. The faculty opined that if a course was created by a faculty 
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member without a terminal degree, then that course would inherently be less demanding and thus 

the outcomes would be inflated.   Alternatively, the authors found that most students who 

completed the survey, felt they had earned the grade they received, with a small portion stating 

that they believed some of their peers were perhaps less deserving based on their rigor in the 

course.  As a result of this study, the authors stress the important findings of faculty status and its 

impact on grade inflation. 

In another comprehensive an important study Izienicki et al. (2019) not only discusses 

grade inflation, but also the use of extra credit as a tool for grading and gender.  Their study 

utilized data derived from the national online extra survey of college-level sociology instructors.  

The data sets came from 100 four-year universities and 50 two-year colleges.  A total of 978 

faculty and 247 students comprised the sample data set for the researcher’s survey.  The 

researchers found that the use of extra credit was common.  Further, they found women 

instructors were more likely to offer the opportunity for extra credit than their male counterparts.  

This study is significant not much from the standpoint of the use of extra credit, but more to why 

the use of extra credit was so common, especially among women.  The researchers posit possible 

explanations being, student evaluations, credibility, and status.  Further, the researchers posit 

because promotional opportunities and pay increases are tied to student evaluations, that some 

use extra credit opportunities to enhance the possibility of favorable student evaluations.  

Another important finding in their research pointed to years of experience or tenure and the use 

of extra credit.  Those faculty with tenure or more years of experience tended to not provide 

extra credit, thus, a grading difference is more likely to occur between more experienced/tenured 

faculty and adjunct faculty. 
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Questions arise in the literature on how to combat grade inflation, and in one case, is 

grade inflation just a myth.  Boretz (2004) undertook a case study seeking to demystify the 

notion of grade inflation, as it relates to faculty rank and grade inflation as well as the assertion 

that student evaluations play a key role in grade inflation.  The author performed their research 

utilizing case study and literature review.  In the study the author found several incomplete 

theories as to why the myth of grade inflation exists.  Crucial to the authors argument is that 

most studies need to dive deeper into the research and find out truly if grade inflation is 

correlated to faculty status, student evaluations, or if the research is in essence, incomplete to the 

extent that one should not make broad stroke statements on findings.  However, the author does 

acknowledge the existence of the possibility of grade inflation and certainly the data that might 

well indicate a correlation between faculty status.  As a result, the author provides solutions to 

the myth, and steps in how to curtail the promulgation of it. First, as in the case of previous 

literature, a review of the use of student evaluations as a tool to assess faculty.  Second, 

administrators accepting that student evaluations will differ and that adjuncts in most cases 

cannot control for some factors accounting for differences. Finally, and as the author points out 

most important, there is a need to review the content of the student evaluation, where it will 

allow the instructor to focus more on the goals of the teaching endeavor. 

Further examples in how to combat grade inflation and inequality are provided by 

Korpan (2020).  The researcher suggests several methods to lower grade inflation and grade 

inequality.  First, ensure instructors are sufficiently cognizant of grading policies.  Second, 

encourage instructors to provide rubrics to students on assignments.  This helps ensures 

transparency on how the student’s assignment will be evaluated and also assist increasing 

consistency and reliability in the grading process.  Third, the researchers suggests that student 
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evaluations include both formative and summative assessment sections.  Finally, analyzing the 

student evaluations and checking for validity and alignment with the learning objectives for the 

course. 

Summary 

As the research displays, faculty status is found to have an impact on scoring.  This is 

significant research and pertains well to this study as we have an ample of amount of data as well 

as faculty statuses that can be tested again hypothesis on impacts of faculty status and 

comprehensive examination scoring.  Further, the Institute has several faculty members that have 

been employed for 20-years or more.  Those factors will certainly provide a wealth of data and 

discussion points. 

Solutions and Alternatives  

Throughout the review there has been several solutions posited as well as alternative foci 

as it relates to inter-rater reliability, training, and calibration.  Rubric training in which 

assessment is narrowed and focused was shown to increase inter-rater reliability (Attali, 2013).  

This research finding and several other trend towards not only to slimmed down rubrics, but also 

rater training, calibration, and rubric creation that is done in a more transparent and collaborative 

nature.   Bamber (2015), while using student as participants in trainings, found that having a 

transparent and collaborative approach towards calibration increased inter-rater reliability.  

Further, the participants also felt an increased self-awareness of what was being assessed and 

positive feelings towards the assessment.  This is an important study and one that could be 

utilized as an approach deployed by the Institution or studied further as it asks a question of 

whether students would perform better if they were fully informed, in detail, on how the rubrics 

are set and what is being assessed.   Lee (1985) in her case study review of rater training 
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suggested similar conclusions in that the training should be concise and transparent as possible to 

increase reliability in practices.   

An alternative to rubric training is offered up by Bernardin and Buckley (1981) in which 

they argue that the focus of rater training should not be on the rubric and calibration, rather, it 

should be on the raters themselves, exploring their biases and tendency in grading and how to 

best calibrate against those.  Herbert et al. (2014) asks a crucial question as part of their study, 

which is what at what expense does training and calibration have on the objectivity of the rater.  

Further, Papajohn (2002) posits that even after training a rater, one should note that raters may 

still not interpret and score in similar fashion, although, finding that experienced raters tend to 

rate more similar.   

Summary of the Literature 

The literature surrounding inter-rater reliability, training, calibration, solutions, and 

alternative approaches is robust. As such, inter-rater reliability continues to be a focus area for 

research.  With such in-depth research with various methods deployed, the one outcome most 

researchers have agreed upon is the importance that training, and calibration play on positively 

impacting inter-rater reliability.  Whereas there are researchers that find varying results on the 

impact of training and posit that human objectivity will always play a role regardless of training, 

those researchers also assert that training is important and needs to be part of a consistent and 

comprehensive plan for development. 

Calibration training has proven to have a positive impact on reliability and thus a step 

towards ensuring grading equity.  Additionally, burgeoning research indicates grading fatigue 

also impacts reliability, in a negative sense.  As a result, researchers have provided guidance on 
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how to combat grading fatigue while ensuring reliability.  That guidance in the form of action 

research can prove to be critical in the cases of institutions like the one being researched. 

Furthermore, additional, and continuous research has also provided the field with areas 

improvement that need to be addressed.  Concern circles around the impact that faculty status has 

grading.  Cognitive research and need to achieve research have shown that adjuncts do indeed 

grade differently than their full-time faculty counterparts.  This impact has then led to studies on 

grade inflation, crucially, the ever-growing body of research that indicates student evaluations of 

adjunct faculty plays a role in grading, in what one researcher referred to is a grade reciprocity.   

What remains uncertain is how institutes of higher education can assure training and 

calibration occurs, while faculty juggle their day-to-day tasks as teachers, advisors, mentors, and 

faculty administrators.  Additionally, with research pointing towards the need to assess the 

student evaluation of faculty, what actions can and should institutes of higher education take 

both short and long term, to address the notion of grade reciprocity in ensuring student outcomes 

are earned and grading is equitable. 
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CHAPTER 3 

Research Methodology and Methods 

Introduction 

The Comprehensive Examination 

At the Development Institute, a small, private graduate school in the Midwest region of 

the United States, a comprehensive examination is administered to students upon completion of 

all degree coursework requirements. The comprehensive exam has been administered for over 50 

years and is viewed as the capstone to the students learning experience at the Institution.  The 

examination is the highest stake component of the culminating requirements of the master’s 

degree program.  Students that successfully pass the comprehensive examination are eligible for 

degree conferral.  Therefore, the stature of the comprehensive examination is matched only by 

the anxiety students feel as the day of the exam approaches. 

Components  

The comprehensive examination is a five-hour, written examination that covers major 

content areas within the curriculum. The exam is administered three times a year, once in late 

April, another in early June, and the final in early September. The examination questions are 

developed by representatives from the faculty assessment committee.  Two faculty members, 

traditionally one tenured and one tenure-track faculty write the six-question examination near the 

beginning of the spring semester.  Students are required to apply to sit for the examination.   

Administration 

The examination, pre-COVID, was traditionally administered in-person on a Saturday 

morning.  Students are provided with desktop testing stations, paper, and pens for notes as well 

as earplugs as needed.  Proctors are in each room to ensure examination integrity.  Students are 
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not allowed use of the internet and are only allowed to bring in beverages and snacks.  Leaving 

the testing station is allowed for restroom breaks.  Upon completion, the student is instructed to 

leave all notes and testing material at their station.  The proctor then removes the comprehensive 

examination from the desktop and saves it in a secure drive.  Current state (during COVID), all 

students are administered the exam via a course in the Institutes’ learning management system.  

The course is made available three days before the start of the exam and contains day of exam 

instructions, a writing template, and contact information.  The exam is not synchronously live 

proctored, meaning proctors are not logged in viewing the students while they attempt the exam.  

Students are on an honor code in that they are instructed not to use any electronic devices nor the 

internet while attempting the exam.  The exam is submitted through the grading center and the 

exam administrator pulls the exam, saves it a file that removes author data, to ensure blind 

grading.  In both cases, students with approved accommodations are provided various supports 

such as extra time, multiple days for completion and/or specialized hardware to complete the 

exam. 

Scoring 

Upon completion of the examination, the exam administrator emails the comprehensive 

exam, along with the grading rubric, score sheet and deadline to complete their scoring to the 

designated faculty rater.  Faculty will then send in their completed score sheets to be tabulated.  

A master scoring sheet, that contains the artificial student identification number that ties back to 

the real student identification is utilized to tabulate scores and flag for a possible third reader, as 

necessary.  Similar strategies were employed by researchers that also set out to study inter-rater 

reliability. In Szafran (2017), a sample of 113 student written assignments were utilized and the 

assignments were scored by two six member groups that formed scoring panels.  If there was 
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inter-reliability disagreement, a third rater was brought in.  The focus of the study was to 

contextualize inter-rater reliability using a widely used assessment rubric and the impacts of a 

third grader and rater training.   

Once scoring is completed, students’ scores are reported out to their assigned advisors as 

pass or fail.  The advisor is then charged with contacting the student, via phone, and informing 

them of the results.  If the student fails the examination, they will meet with their advisor to 

create a strategy to prepare for the second attempt.  Subsequent failed attempts require more in-

depth advising and planning. 

Inter-Rater Reliability, Training, and Rater Calibration 

 As previously mentioned, at no point, over the past four years and twelve comprehensive 

exam administrations has inter-rater reliability been assessed, nor formal or consistent rater 

training and calibration taken place.  Talks of the need to do so have come up sporadically 

throughout that time.  However, no action has taken place.  As the institute’s headcount 

continues to grow, so too does the amount of exams administration and ultimately, the need to 

ensure inter-rater reliability.   

Similar Research on Training and Calibration 

 The existing research and literature suggest a positive correlation between training and 

calibration and increases on inter-rater reliability.  Gardiner et al. (2020), in a longitudinal case 

study, assessed the impact that rubric-based training has on inter-rater reliability.  The authors 

findings point to positive impacts and shared findings and results of previous researchers in the 

value of training and calibration, specifically, that calibration and rater training is a proven 

method in increasing inter-rater reliability.  Additionally, Gugiu et al. (2012) performed their 

research utilizing rubrics as building blocks for training.  Their quantitative study utilized 29 
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undergraduate students enrolled in an introductory political science course at a university located 

in the Midwest.  The students were randomly assigned into groups and two raters were provided 

grading rubrics.  Importantly, the rubrics created had clearly defined measurements and 

instructions on what to assess and how to grade. Upon analyzing the results of the grading, the 

researchers found significant reliability in scoring between the raters.  The authors posit that the 

impact of a clear grading rubric along with a smaller number of raters positively impacted 

reliability. 

Research Problem, Purpose, and Questions 

Research Problem 

There is a vast body of literature documenting the positive impacts that rater training and 

calibration sessions have on inter-rater reliability.  In a study examining efficiency in assessment, 

researchers trained both students and faculty on how to rate essays.  The results showed that the 

trained students rated as reliable as the faculty and the lack of rater-training is attributed to 

negative inter-rater reliability (Cole et al., 2012).   

Moreover, research indicates that the frequency and timing of training plays a crucial role 

in ensuring accuracy and equity in scoring.  Finn et al. (2018) researched the impacts of time 

between scoring and scoring accuracy.  The results showed that gaps between scoring were 

found to decrease accuracy validity and reliability as well.  Additionally, the authors found that 

the time spent scoring each response was a significant predictor in accuracy validity and 

reliability.   

Furthermore, there are increasing amounts research that have been completed regarding 

faculty status and its impact on grading and grade inflation.  Deboer et al. (2007) assessed the 

impact of instructor attitude on grading behavior.  The results supported the authors hypothesis 
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that rater personality, based on the assessment, plays a part in grading.  Significantly, the authors 

found that a higher need for approval resulted in lower grades.   

Unfortunately, despite the positive indices that highlight the impact of training and 

calibration, institutes of higher education often do not consistently train, assess, and calibrate 

faculty scorers.  Additionally, although there is an overwhelming amount of research that 

indicates the impact that faculty status, and student evaluations have on grading, actions to 

mitigate these impacts are not prevalent in the literature. 

Research Purpose 

This study will describe the impact that consistent training and calibration has on inter-

rater reliability.  Further, it will examine the relationship between faculty status and scoring as it 

pertains to inter-rater reliability.   

Research Question 

 Does the lack of rater-training and calibration and faculty status explain the relationship 

between faculty scoring grading reliability on the comprehensive examination? 

The following research hypotheses will guide the study: 

• Hypothesis 1:  Is inter-rater reliability negatively impacted when no formal or consistent 

rater training is provided? 

• Hypothesis 2:  Will the scoring of tenured faculty be lower than tenure-track, clinical 

faculty, and adjunct faculty? 

• Hypothesis 3:  Will the scoring of recently hired faculty be more reliable than faculty 

that has been hired over ten years. 

• Null Hypothesis: Inter-rater reliability is high and consistent amongst all faculty.  
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• Hypothesis 4: (After action) Will inter-rater reliability significantly increase among 

trained scores regardless of faculty status? 

Research Methodology 

Quantitative Methodology 

 Recent studies have guided the research and methodology for this research study.  Filetti 

et al. (2010) completed a quantitative method study utilizing derived data analysis.  Data was 

derived from 595 student’s grades for 33 sections of an English course taught by 12 professors 

were utilized.  Students and professor data was collected from a small liberal arts University.  

The focus of the study was to assess whether tenure affects grading/assessment.  Additionally, 

Kezim et al. (2005) employed a quantitative study and used data derived analysis.  Grade Point 

Averages “GPAs” data was derived from a small undergraduate college.  GPAs were analyzed 

over a 20-year period.  The focus of the study was to investigate grade differences in mean GPA 

among adjunct, untenured, and tenured faculty.   

This study draws on quantitative research methods to analyze and interpret 

comprehensive examination scoring.  The data utilized was derived from 16 comprehensive 

examinations that have taken place over the past 5 years and scored by 25 faculty members.  The 

data sets included the resulting scores of 397 examinations and a total of 794 unique exam scores 

provided by faculty.  Scoring on the comprehensive examination ranges from 0 to 40, with 0 

being the lowest possible score and 40 being the highest possible that can be given be each 

individual rater. The student examination attempts are deidentified of all personal data.  The 25 

faculty members are identified in the research by a random faculty identification number, faculty 

status, and date of hire.  The deidentification of both student data and faculty data was completed 

prior to the me having received the raw data.  Deidentification was performed to ensure 
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anonymity and provide an additional check against bias towards student or faculty due to my 

research positionality. Inter-rater reliability and hypothesis testing is performed utilizing two 

methods.  The first, method is in the form of descriptive and inferential statistics.  The second 

method will be the utilization of a Likert-type scale.  See Table 1 for scale.  As the data set was 

derived from existing data, no additional collection methods were employed.   

Action Research & Qualitative Methods 

Active learning, which is rooted in the theory of constructivism is being utilized to frame 

the process undertaking in employing action research within this study.  Constructivism is a 

theory in education that asserts learners construct knowledge actively, as opposed to passively, 

by integrating new understandings with previous understandings (Creswell & Creswell, 2018).  

Active learning theory/Constructivism has been linked to Jean Piaget and his theories of 

cognitive development.  Piaget’s theory discusses how humans acquire, construct, and utilize 

knowledge (“Piaget’s Theory of Cognitive Development,” 2021).   

As applied to this study, active learning theory/constructivism holds that one should 

expect training and calibration sessions, if implemented effectively and utilized consistently, to 

positively impact rater scoring and grading and thus inter-rater reliability.  In a study by, Hung et 

al. (2012) on rater effects and the impact that tools utilized to train raters have on inter-rater 

reliability.  The authors posit that reliability is impacted by focused training and moreover, raters 

that were not calibrated on the scoring rubric were shown to have less reliable scores.    

The action research component of this study was employed after data analysis and 

interpretation of faculty scores.  For this study, a voluntary focus group solicitation email was 

sent out to all faculty to discuss the results of the findings and discuss actionable next steps. Next 

steps conceptualized were to include updating comprehensive examination training and 
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calibration policy and processes as well as the use of the concept mapping. PapaJohn (2002) 

undertook and found that the use of concept mapping in training had an impact on reliability 

amongst more experienced raters.  The concept mapping design process was conceptualized to 

not only train and calibrate raters but also with the goal of ensuring that raters were all 

conceptualizing what was being assessed and how it was being assessed. 

Research Design 

 The goals of this study were to evaluate inter-rater reliability scoring amongst faculty on 

the comprehensive examination and, after data analysis, create an actionable plan in 

collaboration with faculty that integrates the findings towards meaningful change in training and 

calibration.  To accomplish these goals, hypotheses were established that linked previous 

research findings, as identified through the literature review, and expands upon those as they 

pertain to inter-rater reliability and the impacts of faculty status and length of employment on 

scoring reliability.  As mentioned, deidentified student scoring attempts were created and profiles 

for each faculty member for each exam iteration.  The profile consists of a unique identification 

number, faculty status, and length of employment at the time of scoring. Theses profiles assist in 

categorization of scoring and faculty status in testing against the hypotheses. Additionally, I 

created a reliability Likert type scale to further define and determine inter-rater reliability, see 

Table 1 for an example of the “Comprehensive Exam Reader Scoring Agreement” as it pertains 

to the Institute which assists with the disaggregation of data year by year. After data analysis and 

hypotheses testing, the results are shared by presenting these findings to faculty in the form of a 

focus group.  The focus group would then formulate an actionable plan to address training and 

calibration amongst faculty scorers to ensure great inter-rater reliability moving forward. 

Summary 
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Seeking to answer the research question, does the lack of rater-training and calibration 

and faculty status explain the relationship between faculty scoring grading reliability on the 

comprehensive examination, I have utilized quantitative methods making use of derived data 

analysis as well as action research employing focus group methods.  The data from a small 

midwestern private graduate school, was derived from 16 comprehensive examinations that have 

taken place over the past 5 years 2017-2021 and scored by 25 faculty members.  The data sets 

included the resulting scores of 397 examinations and a total of 794 unique exam scores 

provided by faculty. Quantitative methods were employed to test for significant differences and 

evaluate inter-rater reliability.  Additionally, those methods will allow for the analysis of 

correlations against the hypotheses. The results of this study will be tremendously useful as a 

large portion of the research is dedicated to analyzing data about tenured, tenure-track, non-

tenure/adjunct faculty scoring on the comprehensive examination.  That analysis will guide the 

action research portion of the study with the goal of the Institute adjusting policy and processes 

to ensure increased inter-rater reliability. 

Research Context 

Setting 

 This research study took place at a small Midwest region private graduate school.  The 

“Institute”, herein, is in an urban setting and consists of one of campus.  The Institute focuses its 

curriculum on developmental theory and has a total student population under 1,000.  Graduates 

of the Institute go on to hold positions in the fields of social services, education, non-profits, and 

clinical settings.   

Participants 
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The participants of this study consisted of 25 faculty members of varying status, tenured 

faculty, tenure-track faculty, clinical faculty, and adjunct faculty as well very lengths of time of 

employment at the Institute. The scoring results of the comprehensive examination attempts of 

397 students over the span of five years were utilized from the 25 faculty members. 

Participant Recruitment and Selection 

 As the data set was derived from existing data, no recruitment and selection were 

required for the data analysis portion of this study.  Participant recruitment for the voluntary 

focus group and data presentation was utilized.  An email was sent to all faculty providing an 

overview and abstract of the research performed and intended outcomes of the focus group study 

which includes a discussion on the findings, dialogue around the comprehensive examination as 

a tool of graduate student assessment, and sentiment regarding next steps in formulating policy 

and processes around rater training and rubric calibration moving forward.  Faculty that agreed 

to participate were provided with discussion prompts on how to approach training and calibration 

of the comprehensive examination and along with the current rubric that is provided to faculty 

upon prompting to score an examination.  

Research Methods 

Quantitative Data Collection and Analysis 

The data utilized was derived from 16 comprehensive examinations that have taken place 

over the past 5 years and scored by a total of 25 faculty members. Data collection of the 

comprehensive examination attempts and subsequent was performed from established records for 

the calendar years of 2017, 2018, 2019, 2020, and 2021.  Faculty data collection and subsequent 

profile creation was created utilizing established onboarding documentation provided by the 

Chief Human Resources Officer. Prior to the data being sent to me, deidentification of all data 
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was performed to ensure anonymity and provide an additional check against bias towards student 

or faculty due to my research positionality.  Upon receipt of the data, coding and data alignment 

was undertaken to ensure that descriptive and inferential statistical analysis could be performed 

within SPSS and test thus complete hypotheses testing. 

Strategies 

The student examination attempts were deidentified of all personal data.  The 25 faculty 

members are identified in the research by a random faculty identification number, faculty status, 

and date of hire.  Scoring on the comprehensive examination ranges from 0 to 40, with 0 being 

the lowest possible score and 40 being the highest possible that can be given be each individual 

rater.  The deidentification of both student data and faculty data was completed prior to the me 

having received the raw data. The student examination attempts were deidentified of all personal 

data.  Faculty profiles of deidentified data sets were created to utilizing a random faculty 

identification number, faculty status, and date of hire.  Upon receipt of the data, coding and data 

alignment was undertaken to ensure that descriptive and inferential statistical analysis could be 

performed within SPSS and thus complete hypotheses testing. 

Timeline  

 Data extraction, coding, and initial analysis within SPSS was undertaken throughout the 

months of November 2021 through April 2022.  The timeline aligned with pertinent course 

objectives and progression through the program.   Full data analysis in the forms of descriptive 

statistics along with inferential statistics, including, “independent samples t-tests” and “intra-

class correlation coefficient tests”, as well as the Likert-scale “Comprehensive Exam Reader 

Scoring Agreement” analysis of data occurred through the months of February 2022 to April 

2022.  Initial write-up and discussion of the results was completed 30 days after the completion 
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of data analysis and hypotheses testing.  The write-up was completed so that it could be utilized 

for the qualitative action research component of the study.  The commencement of the action 

research component took place in late April 2022.  An email solicitation to meet and discuss the 

preliminary findings in the form of a formal presentation that enacted a meeting of the faculty 

assessment committee in early May 2022.  During that time, the committee was presented with 

the research data, findings, and next steps in the hopes of testing hypothesis 4. Final 

recommendation of policy and process updates were drafted but not delivered to the Institute’s 

executive leadership and faculty assessment committee nor was formal rubric training and rater 

calibration during that time.  The goal of this timeframe and portion of the research was to 

complete the training and calibration session before the June 2022 comprehensive examination.  

Unfortunately, neither occurred as the faculty assessment committee did not move forward with 

the recommendations presented during the May 2022 committee meeting where hypotheses 

testing results 1, 2, and 3 were presented. Additionally, in early June 2022 I was informed that 

my position at the Institute was being eliminated, and I subsequently resigned in August 2022.  

Prior to my resignation I was afforded the opportunity to test the June 2022 comprehensive 

examination on its own with the benefit of previous years data.   

Data Analysis 

 Data analysis was performed utilizing SPSS with descriptive, frequencies, and inferential 

statistical analysis measures being employed.  The Likert-type scale was utilized once mean 

testing outputs were established. Intraclass correlation coefficient statistical analysis was utilized 

to determine inter-rater reliability overall between Readers (1) and Readers (2) of the 

comprehensive examination from 2017 to 2021.  Intraclass correlation coefficient statistical 

analysis was also utilized, to determine reliability amongst faculty readers that were employed 
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from one to nine years, and faculty readers that were employed ten years or greater. Further, 

hypothesis testing, utilizing inferential statistics by the way of t-tests were performed to evaluate 

if significant differences between faculty scores exist overall and to test for significance amongst 

the scores of faculty with different statuses.  Data source analysis plan in relation to individual 

hypotheses testing is described below.  

Hypothesis 1  

Is inter-rater reliability negatively impacted when no formal or consistent rater training is 

provided?  The scores of faculty Readers 1 (R1) and faculty Readers 2 (R2) were analyzed via 

SPSS for frequency and descriptive analysis.  Intraclass correlation coefficient statistical analysis 

was utilized to determine inter-rater reliability overall as well. Additionally, an independent 

samples t-test was utilized to determine statistical significance between the groups.  The mean 

scoring differences outputs were then tested utilizing the Likert-type “Comprehensive Exam 

Reader Scoring Agreement” to complete a scoring gap analysis.  The null hypothesis for this data 

set is inter-rater reliability is not significantly impacted when no formal or consistent rater is 

provided. 

Hypothesis 2   

Will the scoring of tenured faculty be lower than tenure-track, clinical faculty, and 

adjunct faculty?  The scores of Readers 1 (R1) and Readers 2 (R2) were analyzed via SPSS for 

overall mean scores differences, individual mean scoring, and overall mean paired scoring along 

with the readers faculty status at the time of scoring.  An independent samples t-test was utilized 

to determine statistical significance between the groups.  The null hypothesis for this data set is 

faculty status does not significantly impact scoring.  

Hypothesis 3   
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Will the scoring of recently hired faculty be more reliable than faculty that has been hired 

over 10 years?  The scores of Readers 1 (R1) and Readers 2 (R2) were analyzed via SPSS for 

overall mean scores differences, individual mean scoring, and overall mean paired scoring along 

with the readers length of employment at the time of scoring.  An independent samples t-test was 

utilized to determine statistical significance between the groups.  To analyze correlations in 

scoring amongst faculty length of employment an intraclass correlation test was run. The mean 

scoring differences outputs were then tested utilizing the Likert-type “Comprehensive Exam 

Reader Scoring Agreement” to complete a scoring gap analysis. The null hypothesis for this data 

set is years of employment does not significantly impact scoring. 

Hypothesis 4 

Will inter-rater reliability significantly increase among trained scores regardless of 

faculty status? After the data presentation to the assessment committee was completed, the 

faculty was recommended to complete a formalized rubric training and calibration. The goal of 

this training and calibration session was to not only test hypothesis 4, but also begin to strategize 

and create a policy and process for consistent training and calibration moving forward. As the 

assessment committee did not complete the training and calibration session prior to the June 

2022 examination as recommended, hypotheses 4 was unable not be officially tested.  However, 

to further the discussion on the impacts of rater training and calibration, the June 2022 

comprehensive examination data was analyzed on its own. The scores of Readers 1 (R1) and 

Readers 2 (R2) were analyzed via SPSS for overall mean scores differences, individual mean 

scoring, and overall mean paired scoring.  Intraclass correlation coefficient statistical analysis 

was utilized to determine inter-rater reliability overall as well  
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Procedures 

Upon receipt of the data, coding and data alignment was undertaken to ensure that 

descriptive and inferential statistical analysis could be performed within SPSS and thus complete 

hypotheses testing. The coding consisted of the student identification number/record, 

corresponding score, reader 1 and reader 2 random faculty identification number, faculty status, 

and date of hire.  There were multiple sets of data created to assist with coding and alignment 

and ultimately analysis.  One set contained all examination attempts and scores, and faculty 

reader profiles, regardless of the year that the examination has taken place.  This was data set 

was labeled “all years”.  Additional sets of data were created by year, example “2017”, “2018”, 

and so on.  The reasoning that the “all years” data set was created was to provide increased 

reliability testing for the overall study while performing descriptive and inferential statistical 

analysis.  The individual data sets were created not only for statistical analysis as mentioned with 

the “all years” data set, but also to disaggregate the data and identify trends in scoring on a more 

granular level and progression, or regression of inter-rater reliability scoring through 2017-2021.    

Table 1 

 

Qualitative Data Collection and Analysis 

The participatory action research phase of this study commenced upon conclusion of the 

initial quantitative data analysis.  As mentioned within the quantitative analysis section, I 

completed the initial data analysis as expected and moved forward with the intended 

participatory action research phase where I present the data and findings to faculty.  The goal of 
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this phase was two-fold, first to gauge the faculty’s responses to the data presented while the 

discussing the comprehensive examination as an assessment tool, and second, to work 

collaboratively on an action plan towards creation of policy and process as it relates to training, 

review, and assessment of the comprehensive examination rubric. 

Researcher Positionality 

 As a first-generation college graduate, I understand the importance of higher education 

and the impacts that attaining a degree have on one both personally and professionally.  A large 

population of students that attend the Institute are also first-generation students.  These students 

seek out graduate degrees that are focused in the areas social and behavioral services.  These 

focuses then turn into careers that support the most vulnerable in our society.  The learning and 

work the students put in towards such self-less roles cannot be understated.   

As such, it is a pleasure for me to have the opportunity to serve these students in the 

capacity that I do.  As a student services professional at the Institute, I am charged with assisting 

students throughout their entire graduate school career.  Whether that is providing clarity about 

the programs offered, or providing guidance on Institutional processes, I serve these students as I 

was served during my undergrad and graduate careers.  Further, as the proctor for the 

comprehensive examination, I take great pride in shepherding students and faculty through the 

process of application, to administration, to grading, and finally, degree conferral.  That 

framework provided, I perform this research through the lens of a student, colleague, and 

administrator.  The search for answers to ensure equity, development, and evolution is what 

further fuels the research I have undertaken.   

Based on my positionality, which combines the roles of student affairs professional, and 

proctor, I am obliged to acknowledge the inherent bias I have as the researcher, one is which is 



51 

 

explicit to student success and equity.  Additionally, my role as the chief records officer within 

the Institute in processing satisfactory academic progress and degree conferral must also be 

provided to the reader.  With those acknowledgements, I draw back on the efforts made 

throughout this methods portion of the dissertation to ensure that those biases have been 

addressed from a research perspective.  It is ultimately my goal that the combination of data and 

action will provide a comprehensive look at not only the importance inter-rater reliability and 

calibration, but also how collaboration efforts such as this one being undertaken can lead to 

actionable results the positively impact policy and process in ensuring that the Institute is 

student-ready. 
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CHAPTER 4 

Findings and Discussion 

Introduction 

The comprehensive exam has been administered for over 50 years and is viewed as the 

capstone to the students learning experience at the Development Institute. The comprehensive 

examination is high stakes in that students must pass it to complete their graduate studies and 

therefore be conferred their degree. I have served as the proctor and processor scores for the 

comprehensive exam since April 2017. Throughout this time, I have noticed that, overall, there 

appeared to swaths of differences in scoring between readers of the examination. These 

differences were sometimes more prominent than others and seemed to vary based on the pairing 

of the readers and the status and years at Erikson. As I began thinking about an action research 

dissertation project, I thought about how several faculty members over this period would 

mention that there was a pressing need for training on the approach to assessing the exam as well 

as the need for calibration on the grading rubric. Those conversations stemmed from an analysis 

that was completed focusing on training during the institutional reaccreditation site visits that 

occurred in 2019. 

There is existing research and literature that suggest positive correlations between 

training and rubric calibration and increases in inter-rater reliability. In a study examining 

efficiency in assessment, researchers trained both students and faculty on how to rate essays. The 

results showed that the trained students rated as reliable as the faculty and the lack of rater- 

training is attributed to negative inter-rater reliability (Cole et al., 2012). Additionally, Hung et 

al. (2012) focused their research on rater effects and the impact that tools utilized to train raters 
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have on inter-rater reliability. The authors posit that reliability is impacted by focused training 

and moreover, raters that were not calibrated on the scoring rubric were shown to have less 

reliable scores. 

There is a vast amount of research into the impact that faculty status may have on 

grading. Research completed by Filetti et al. (2010) found differences in grading/assessment 

between tenured and tenure track faculty. As previously mentioned, in serving as the proctor and 

recorder of scores for the comprehensive examination, I have seen scoring gaps in the 

examination results that appeared to have low inter-rater reliability. Although anecdotal, the gaps 

in scoring were apparent enough to spark my interest into reviewing faculty status. 

Furthermore, there is research on the impact of newly hired faculty as compared to longer 

employed faculty as it relates to grading, both from a grade inflation to grade deflation 

standpoint. Deboer et al. (2007) found a need for approval in therefore grade inflation for newer 

faculty. 

As a result of my experience in proctoring the examination and viewing scoring 

differences, albeit anecdotally, along with the research into training, calibration, faculty and 

employment scoring/grading impacts, my chosen research centers on the impact of training and 

calibration in scoring as well as researching the role that faculty status and years employed may 

have on grading and inter-rater reliability. 

Findings 

Hypothesis 1 

 The primary hypothesis for this research study was as follows: Is inter-rater reliability 

negatively impacted when no formal or consistent rater training is provided?  The null hypothesis 

appears as follows: Ho1: Inter-rater reliability is not significantly impacted when no formal or 
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consistent rater training is provided.  Total faculty reader scores from 2017 to 2021 were (N = 

794) which were split evenly between faculty reader 1 (N = 397) and faculty reader 2 (N = 397).  

Faculty reader 1 scoring and faculty reader 2 scoring on average were relatively similar with 

faculty reader 1 scores at (M =28.65, SD = 5.589) and faculty reader 2 scores at (M = 28.55, SD 

= 5.756). 

Table 1 

 

Inter-rater reliability 

To test the hypothesis that inter-rater reliability is negatively impacted when no formal or 

consistent rater training is provided (faculty reader 1 score N = 397, M = 28.65, SD = 5.58) 

(faculty reader 2 score N = 397 M = 28.55, SD = 5.75) an intra-class correlation coefficient test 

was performed. A moderately low degree of reliability was found between faculty readers 1 and 

faculty readers 2 scores.  Intraclass correlation was run on a two-way mixed model as the faculty 

readers are not fixed and set for absolute agreement between the scores. The average measure of 

ICC was .602 with a 95% confidence interval from .515 to .673 (F(396,396) = 2.507, 

p<.001).The inter-rater reliability analysis produced results that support not accepting the null 

hypothesis. 
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Table 2 

 

Independent Samples t-test 

 To test for significance in the hypothesis that inter-rater reliability is negatively impacted 

when no formal or consistent rater training is provided (faculty reader 1 score N =397, M = 

28.65, SD = 5.58) (faculty reader 2 score N = 397, M = 28.55, SD = 5.75) an independent 

samples t-test was performed.  As a result of the independent samples t-test, the null hypothesis 

is accepted as t(792) = .244, p =.807. The results indicate no significant difference between the 

mean scores of faculty readers 1 and faculty readers 2.   

Scoring Gaps Analysis 

 As part of an overall curiosity into the scoring differences I adjusted the data within a 

master spreadsheet that housed the scoring readers for faculty readers 1 and faculty readers 2. A 

third column was then created that would provide the scoring differences between each faculty 

reader. This data was analyzed utilizing descriptive measures with the intent of learning more 

about the overall scoring gaps as well as year to year scoring gaps with overall 2017-2021 (N =  

397, M = 4.00, SD = 3.69, range 0-26), for the year 2017 (N = 73, M = 4.73, SD = 4.12, range 0-

18), for the year 2018 (N = 86, M = 5.01, SD = 4.06, range 0-18), for the year 2019 (N = 82, M = 
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4.78, SD = 3.26, range 0-15), for the year 2020 (N = 73, M = 4.60, SD = 3.28, range 0-12), and 

finally for the year 2021 (N = 83, M = 4.83, SD = 3.70, range 0-20). 

Table 3 

 

I created an instrument to test for agreement on scoring ranges overall and year to year.  

For overall agreement 2017-2021, the mean places the readers scoring ranges in the moderate 

agreement category.  For all years, although the scoring ranges fluctuate slightly, but not 

significantly, the readers scoring ranges are all in the moderate agreement category.  Although 

this instrument provided a moderate agreement, I was still curious about the ranges and the 

percentage of ranges per year and overall, that fell in the low agreement and no agreement areas 

(ranges 8 >). The results of this analysis yielded the following. For the year 2017 (N = 14 16.3% 

of paired scores had scoring ranges from 8 or greater.  For the year 2018 (N = 20) 23.5% of 

paired scores had scoring ranges from 8 or greater.  For the year 2019 (N = 20) 21%.  For the 

year 2020 (N = 13) 15.1% of paired scores had scoring ranges from 8 or greater.  For the year 

2021, (N = 16) 18.8%.  The year 2017 had the highest single differential range amongst readers, 

that being 26 followed by 2021 with a single high differential range amongst readers, that being 

20.    
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Hypothesis 2 

The secondary hypothesis for this research study was as follows: Will the scoring of 

tenured faculty be lower than tenure-track, clinical faculty, and adjunct faculty?  The null 

hypothesis appears as follows: Ho2: Faculty status does not significantly impact scoring.  Total 

tenured faculty reader scores from 2017 to 2021 were (N = 267).  Total “all other faculty” reader 

scores from 2017 to 2021 were (N = 527).  Tenured faculty reader scores were on average 

slightly higher than “all other faculty” reader scores with tenured faculty reader scores at (M 

=28.73, SD = 6.23) and “all other faculty” reader scores at (M = 28.63, SD = 5.36).  

Independent Samples t-test 

 To test for significance in the hypothesis that the scoring of tenured faculty would be 

lower than tenure-track, clinical faculty, and adjunct faculty (tenured faculty reader score N 

=267, M = 28.73, SD = 6.23) (All other faculty reader score N = 260, M = 28.59, SD = 5.24) an 

independent samples t-test was performed.  As a result of the independent samples t-test, the null 

hypothesis is accepted as t (525) = .290, p =.772. The results indicate no significant difference 

between the mean scores of tenured faculty readers and all other faculty readers.   

Table 4 

 

Scoring Differential Range Among Readers Labels

0-3 High Agreement

4-7 Moderate Agreement

8-11 Low Agreement

12 > No Agreement

Comprehensive Examination Reader Scoring Agreement 
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Hypothesis 3 

The tertiary hypothesis for this research study was as follows: Will the scoring of recently 

hired faculty be more reliable than faculty that has been hired over 10 years? The null hypothesis 

appears as follows: Ho3: Years of employment does not significantly impact reliability in scoring 

amongst recently hired faculty and faculty hired over 10 years.  Total faculty reader scores with 

0-9 years of employment (N = 250).  Total faculty reader scores with 10 years or more of 

employment (N = 158).  Faculty reader scores with 0-9 years of employment (M =28.77, SD = 

5.10) were on average slightly lower than faculty readers with 10 years or more of employment 

(M =28.87, SD = 6.25). 

Inter-rater reliability 

To test the hypothesis that the scoring of recently hired faculty will be more reliable than 

faculty that has been hired over 10 years an intra-class correlation coefficient test was performed 

amongst the groups of readers.  The approach to this was to pair readers 1 with readers 2 with 

their respective category.  To perform this task, I filtered all reader 1 scores that had faculty 

employment from 1-9 years, with their paired reader 2 that had faculty employment from 1-9 

years.  This same process was performed for reader 1 and reader for faculty with 10 years or 

more years of employment.  As a result, (faculty readers (1) with 0-9 years employment scores N 

= 79, M = 29.20, SD = 5.42); (faculty readers (2) with 0-9 years employment scores N = 79, M = 
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28.33, SD = 4.75); (faculty readers (1) with 10 year or greater scores N = 125 M = 29.01, SD = 

6.31); (faculty readers (2) with 10 year or greater scores N = 125 M = 28.74, SD = 6.21)  

For faculty readers scores with employment from 0-9 years, a moderate degree of 

reliability was found between faculty readers 1 and faculty readers 2 scores.  Intraclass 

correlation was run on a two-way mixed model as the faculty readers are not fixed and set for 

absolute agreement between the scores. The average measure of ICC was .621 with a 95% 

confidence interval from .411 to .757 (F(78,78) = 2.66, p<.001). 

Table 5 

 

For faculty readers scores with employment from 10 year or more, a moderate degree of 

reliability was found between faculty readers 1 and faculty readers 2 scores.  Intraclass 

correlation was run on a two-way mixed model as the faculty readers are not fixed and set for 

absolute agreement between the scores. The average measure of ICC was .620 with a 95% 

confidence interval from .458 to .733 (F(124,124) = 2.62, p<.001). 
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Table 6 

 

Based on the inter-rater reliability analysis results comparing both groups, the null 

hypothesis is neither accepted nor rejected. 

Independent Samples t-test 

 To test for significance in the hypothesis that that the scoring of recently hired faculty 

will be more reliable than faculty that has been hired over 10 years (faculty reader with 0-9 years 

of employment score N =158, M = 28.77, SD = 5.10); (faculty reader with 10 years or more of 

employment score N = 250, M = 28.87, SD = 6.25) an independent samples t-test was performed.  

As a result of the independent samples t-test, the null hypothesis is accepted as t(406) = -.179, p 

=.858. The results indicate no significant difference between the mean scores of faculty readers 

with 1-9 of years employment and faculty readers with 10 or more years of employment. 

Table 7 
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Scoring Gaps Analysis 

 As performed with Hypothesis 1, as part of an overall curiosity into the scoring 

differences I adjusted the data within a master spreadsheet that housed the scoring readers for 

faculty readers with 0-9 years of employment and faculty readers with 10 or more years of 

employment. I then created a third column that would provide the scoring differences between 

the groups faculty reader.  I analyzed this data utilizing descriptive measures with the intent of 

learning more about the overall scoring gaps as well as year to year scoring gaps amongst the 

groups. 

For faculty readers scores with 0-9 years of employment, overall 2017-2021 (N = 79, M = 

4.22, SD = 3.34, range 0-15), for the year 2017 (N = 10, M = 3.96, SD = 3.57, range 0-10), for 

the year 2018 (N = 23, M = 3.96, SD = 3.57, range 0-15), for the year 2019 (N = 13, M = 5.54, 

SD = 3.41, range 0-11), for the year 2020 (N = 11, M = 4.36, SD = 3.41, range 0-11), and finally 

for the year 2021 (N = 22, M = 43.77, SD = 3.71, range 0-12). 
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Table 8 

 

For faculty readers scores with 10 or more years of employment, overall 2017-2021 (N = 

125, M = 4.93, SD = 4.34, range 0-26), for the year 2017 (N = 28, M = 5.54, SD = 5.27, range 0-

26), for the year 2018 (N = 22, M = 5.68, SD = 5.11, range 0-18), for the year 2019 (N = 29, M = 

4.31, SD = 2.71, range 0-11), for the year 2020 (N = 23, M = 3.61, SD = 3.10, range 1-12), and 

finally, for the year 2021 (N = 23, M = 5.57, SD = 4.90, range 0-20). 

Table 9 

 

I once again utilized the instrument created to test for agreement on scoring ranges 

overall and year to year.  For overall agreement 2017-2021, the mean places both groups of 

readers scoring ranges in the moderate agreement category.  For all years, although the scoring 
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ranges fluctuate slightly, but not significantly, both groups scoring ranges are all in the moderate 

agreement category.   

 

As with hypothesis 1, although this instrument provided a moderate agreement output for 

both groups, I was still curious about the ranges and the percentage of ranges per year and 

overall, that fell in the low agreement and no agreement areas (ranges 8 >). The results of this 

analysis yielded the following for the faculty readers with 0-9 years of employment.  For the year 

2017 (N = 1) 4.3% of paired scores had scoring ranges from 8 or greater.  For the year 2018 (N = 

4) 17.3% of paired scores had scoring ranges from 8 or greater.  For the year 2019 (N = 4) 

17.3%.  For the year 2020 (N = 1) 4.3% of paired scores had scoring ranges from 8 or greater.  

For the year 2021, (N =2) 8.6%.   

The results of this analysis yielded the following for the faculty readers with 10 or more 

years of employment.  For the year 2017 (N = 7) 23.9% of paired scores had scoring ranges from 

8 or greater.  For the year 2018 (N = 6) 20.4% of paired scores had scoring ranges from 8 or 

greater.  For the year 2019 (N = 3) 10.2%.  For the year 2020 (N = 3) 10.2% of paired scores had 

scoring ranges from 8 or greater.  For the year 2021, (N =6) 20.5%.   

As you can see based on the data provided there are fluctuation in ranges from both 

groups, however the faculty readers with 0-9 years of employment have an overall smaller gap in 

scoring amount as well as a lower range of scoring gaps as compared to the faculty readers with 

10 or more years of employment. 

Scoring Differential Range Among Readers Labels

0-3 High Agreement

4-7 Moderate Agreement

8-11 Low Agreement

12 > No Agreement

Comprehensive Examination Reader Scoring Agreement 
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Hypothesis 4 

 The “action research” hypothesis for this research study was as follows; Will inter-rater 

reliability significantly increase among trained scores regardless of faculty status? The null 

hypothesis appears as follows: Ho4: Inter-rater reliability is not significantly impacted when no 

formal or consistent rater training is provided.  

Hypothesis 4 was created with the hopes of testing for the impacts of what a formal rater 

training and calibration would have on inter-rater reliability.  Unfortunately, as previously 

mentioned, the Institute’s assessment committee did not act on the findings nor request to hold a 

formal rubric training and calibration prior to the June 2022 comprehensive examination. The 

results provided are for the June 2022 comprehensive examination only.  To reiterate, no rubric 

calibration or training was provided to the faculty prior to rating the June 2022 examination. 

Total faculty reader scores were (N = 64) which were split evenly between faculty reader 1 (N = 

32) and faculty reader 2 (N = 32).  Faculty reader 1 scoring and faculty reader 2 scoring on 

average were relatively similar with faculty reader 1 scores at (M =29.75, SD = 5.442) and 

faculty reader 2 scores at (M = 30.63, SD = 5.975). 

Table 10 

 

 

Scoring Differential Range Among Readers Labels

0-3 High Agreement

4-7 Moderate Agreement

8-11 Low Agreement

12 > No Agreement

Comprehensive Examination Reader Scoring Agreement 
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Inter-rater reliability 

As mentioned, because there was no formal rater training and rubric calibration, I was 

unable to test hypothesis 4 as intended.  However, continuing the research on the importance of 

completing rater training and rubric calibration can be gleaned from the data analysis performed.  

To test inter-rater reliability in the absence of formal or consistent rater training and calibration 

(faculty reader 1 score N = 32, M = 29.75, SD = 5.44) (faculty reader 2 score N = 32, M = 30.63, 

SD = 5.97) an intra-class correlation coefficient test was performed solely on the June 2022 

examination results. A poor degree of reliability was found between faculty readers 1 and faculty 

readers 2 scores.  Intraclass correlation was run on a two-way mixed model as the faculty readers 

are not fixed and set for absolute agreement between the scores. The average measure of ICC 

was .127 with a 95% confidence interval from -.815 to .577 (F(31,31) = 1.143, p<.356). The 

inter-rater reliability analysis produced results that support not accepting the null hypothesis. 

Table 11 

 

Discussion 

Hypothesis 1: Is inter-rater reliability negatively impacted when no formal or consistent rater 

training is provided?   
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Synthesis of Themes 

 There were three very important themes that came out of the data analysis.  The first 

important theme, which I believe is vital to this study is that overall inter-rater rater reliability is 

impacted when there is no consistent rater training and rubric calibration present.  The results of 

the intra-class correlation have the overall reliability at a moderate level. Although the results of 

the intra-class correlation did not reveal a high level of reliability, what I find very reassuring is 

that this core group of faculty, although not having had consistent training and calibration, and 

some not having any training or calibrations at all, did an overall good job in this category. 

The second important theme came as a result of the independent samples t-test.  The data 

analysis showed no significant differences between faculty reader 1 scores and faculty reader 2 

scores.  We can see by the means as well as the results of the intra-class correlation that readers, 

although not having been consistently trained and calibrated, were still able to statistically not 

have significant differences in scoring.  This is an important finding as it does demonstrate that 

while agreements are not absolute or at a high level, the faculty would not be starting from a 

level of agreement or significance that would be alarming or would possibly need intense 

intervention to correct the agreement rates. 

 The third important theme came from the results of scoring gap analysis.  Whereas this 

data was not completed through a statistical measurement, the descriptive statistics that were 

born out of the data displayed some concerns in the ranges of scoring gaps between faculty 

readers 1 and faculty readers 2.  Crucially, some scoring difference ranges were as high as 26 

points.  Additionally, scoring ranges from 8 points or greater accounted anywhere from 16% to 

23% of scores within a given years examination.  Although the overall means were close and 
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agreement was moderate, these scoring range differences and the percentages that occur can 

impact a student’s ability to pass the examination or require a third reader. 

Connections to the Literature 

As several studies show, there are positive impacts on inter-rater reliability when training 

and calibration occur.  Cole et al (2012) provided this comprehensive look into the impact of 

training when the researchers trained both students and faculty on essay rating and performed 

rubric calibration.  Individuals that were trained in this study showed positive inter-rater 

reliability as a result.  Additionally, Rios et al. (2017) had raters go through training and 

calibration within that study and once again the results displayed significant inter-rater 

reliability.  

As discussed previously, the faculty at the Institute had an overall moderate level of 

reliability.  This interpretation of intra-class correlation results was provided utilizing results 

interpretation of Koo and Lee (2016). There are two leading research studies that provide 

interpretation of results from an intra-class correlation analysis.  I utilized the results 

interpretation of Koo and Lee (2016) as I felt their research and rationale of interpretation was 

grounded in quantitative data analysis, which this hypothesis and the subsequent results were as 

well.  An alternative interpretation of intra-class correlation results is provided by Cicchetii 

(1994).  I declined to use those interpretations as they are typically used for mixed-methods and 

qualitative intra-class correlation analysis. 

As the proctor of the comprehensive examination, I felt that the overall results of 

hypothesis 1 testing were positive.  Although I felt it appropriate to not accept the null, in 

general, these results are a great start at looking at how to impact policy and process to get the 

reliability up from moderate to high, which is not too far away. There are several tactics that 
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have been developed within this field of research that can employed such as the timing of rubric 

calibration and training (Szafran, 2017) to the approaches to scoring such as the study by Finn et 

al. (2018) in their research exploring scoring and rest periods over time.   

Hypothesis 2: Will the scoring of tenured faculty be lower than tenure-track, clinical faculty, 

and adjunct faculty? 

Synthesis of Themes 

 As provided within the results, the null hypothesis was accepted as no significant 

difference between faculty reader scores and all other faculty readers scores was found when an 

independent samples t-test analysis was completed. Of importance was the means for both reader 

groups were nearly the same. Thus, once again we see as in hypothesis 1, the faculty, even when 

paired differently to test against status and scoring, came out similar in average scoring.  This 

theme of the Institute faculty, on average having moderate agreement is again very reassuring 

and provides a solid foundation that one can assume with the implementation of training and 

calibration on a consistent basis will be able to have a more significant impact.    

Connections to the Literature 

 In accepting the null hypothesis, this was counter to some of the research utilized in this 

study.  That research along with my experience in proctoring and score retrieval from faculty 

was the catalyst to for the creation of hypothesis 2.  For example, Filetti et al. (2010) found in 

their study that tenure track professors tend to be more lenient in grading.  Additionally, Johnson, 

(2010) addresses the impact of grades amongst faculty and found that tenure-track and adjunct 

faculty are more likely to provide higher grades than that of tenured faculty.  In the case of this 

study, the results of the independent samples t-test suggest no significant differences between 
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tenured faculty reader scores and all other faculty readers scores.  In fact, tenured faculty on 

average provided higher grades on the comprehensive examination then their other faculty peers.    

Hypothesis 3: Will the scoring of recently hired faculty be more reliable than faculty that has 

been hired over 10 years? 

Synthesis of Themes 

 As in the case of hypothesis 1, there were three very important themes that came out of 

the data analysis for hypothesis 3.  The first theme, which is the theme throughout this study in 

addressing inter-rater reliability was that reliability within these two groups analyzed is impacted 

when there is no consistent rater training and rubric present.  The results of the intra-class 

correlation have the overall reliability at a moderate level, and slightly higher than in hypothesis 

1 where there was no grouping and was simply testing readers 1 against readers 2. The results of 

the intra-class correlation did not reveal a high level of reliability, but again an assuring theme is 

that this core group of faculty, overall had a moderate level of reliability despite the lack of 

consistent training and calibration present.  

The result of the independent samples t-test revealed the second theme as it pertains to 

hypothesis 3.  The data analysis showed no significant differences between faculty reader scores 

with 0-9 years of employment and faculty reader scores with 10 or more years of employment.  

In these cases, we see via the means as well as the results of the intra-class correlation that 

readers, although not having been consistently trained and calibrated, were still able to 

statistically not have significant differences in scoring.  This an important finding serves to 

reinforce that while agreements are not absolute or at a high level, the faculty would not be 

starting from a level of agreement or significance that would cause consternation or been seen as 

an impossible leap to increase reliability.  
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 As we so often do in academia and research specifically, we find ourselves jumping into 

the “rabbit hole” in exploration for explanations or just general curiosity. As such the third 

important theme came from the results of scoring gap analysis.  As noted previously, this data 

was not completed through a statistical measurement, however, the descriptive statistics that 

were created provided some concerns in the ranges of scoring gaps between faculty reader scores 

with 0-9 years of employment and those of faculty readers scores with 10 or more years of 

employment.  Amongst these groups, the scoring range gaps were overall smaller on average for 

faculty scores with 0-9 years of employment as compared to those with 10 or more years of 

employment.  Overall percentages from 8 points or greater were also lower for the 0-9 

employment group as compared to the 10 or more years of employment group.  That said, this is 

by no means scientific exploration, however with that, and based on the results, an assumption 

could be made that faculty with 10 or more years of employment could benefit from rubric 

calibration to assist in lowering the scoring gaps observed.  

Connections to the Literature 

This continued theme of adjunct and newly hired faculty grade differential was where 

hypothesis 3 was born through.  Research taken part by Kezim et al. (2005) on grade point 

averages over a 20-year span found that adjunct faculty tended to grade higher than tenured 

faculty.  After reading through the literature, I found this theme of grade inflation, new hire 

faculty and adjunct faculty continuously appearing through my review.  Several researchers 

found themes in grade inflation or grade differentials.  Chief among those themes were faculty 

status but also job security.  Nikolakakos et al. (2012) found that 60% of faculty respondents to a 

survey regarding factors of grade inflation cited job security as a reason contributing to higher 

percentages of grades.  Moreover, Izienciki and Setchfield (2019) found that instructors with less 
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teaching experience were more likely to provide options for extra credit to students.  These 

connections of experience and grades, or newly hired faculty as compared to longer employed 

faculty give credence to additional research in this field as well as methods to address grading 

more consistently regardless of employment length. 

Hypothesis 4: (After action) Will inter-rater reliability significantly increase among trained 

scores regardless of faculty status? 

Synthesis of Themes 

As previously mentioned, I was unable to test for hypothesis 4 in its truest sense.  The 

lack of decision by the assessment committee to hold a formal rater training and rubric 

calibration session stymied my efforts to test how those initiatives would have impacted inter-

rater reliability, testing for significance, and scoring gap analysis.  However, in solely utilizing 

the June 2022 comprehensive examination data and testing that data for inter-rater reliability, the 

main theme of this research was evident, that overall inter-rater rater reliability is impacted when 

there is no consistent rater training and rubric present.  The results of the intra-class correlation 

run only on the June 2022 examination results speak volumes in that they produced an overall 

reliability at a poor level. The results of this singular intra-class correlation reveal the continued 

impact of not having consistent training and calibration has in inter-rater reliability. 

Connections to the Literature 

As discussed previously, the faculty at the Institute had an overall poor level of reliability 

as they pertain solely to the June 2022.  Once again, this interpretation of intra-class correlation 

results was provided utilizing results interpretation of Koo and Lee (2016).  I utilized the results 

interpretation of Koo and Lee (2016) as I felt their research and rationale of interpretation was 

grounded in quantitative data analysis, which this hypothesis and the subsequent results were as 
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well.  An alternative interpretation of intra-class correlation results is provided by Cicchetii 

(1994).  I declined to use those interpretations as they are typically used for mixed-methods and 

qualitative intra-class correlation analysis.  Notwithstanding its singular lens, the results of the 

June 2022 comprehensive should not be glossed over and should further show what current 

literature has found, that inter-rater reliability is impacted when there is no formal training and 

calibration completed.  The timing of the training and calibration is key as noted by Szafarn 

(2017) as well as Gugiu et al. (2012) where their research reflects positive impacts of consistent 

training and calibration.  

Conclusion 

 The results of the hypotheses testing were in some respects not surprising.  Being privy to 

the scores over the past five years and anecdotally noticing themes helped me formulate the 

hypotheses along with the assistance of the existing literature.  I knew that while there were 

scoring gap swings prevalent in every iteration of the comprehensive examination throughout the 

years, that it was not as dramatic as it may appear.  However, I did feel that the readers scores 

could be more reliable. Having completed the statistical analysis and the results showing that 

overall, excluding the June 2022 examination results, the inter-rater reliability is moderate, 

brought a sense of relief in some respects as it provided positive aspects of this journey and a 

sense of being not too far off from achieving high reliability. Although the test for significance 

yielded acceptance of the null hypotheses, the results of the scoring gaps analysis yielded areas 

of opportunity to improve.  The opportunity to review and analysis this data and report out the 

results are positives as we lead towards improvement and policy driven process moving forward 

as it pertains to rater training and rubric calibration.  
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As I set out on this journey, my experience at the Institute as a proctor and colleague 

helped guide me toward the direction of this research.  The results of the data analysis have 

provided a clear picture of opportunity and action for both myself and my faculty colleagues and 

administrators.  Our charges as higher education professionals are to be reliable and consistent.  

The pathway to reliability and consistency is not straight and requires work, dedication, and buy-

in, while always striving to see things through the lens of the student.  Knowing that, the results 

of this research and the subsequent actions taken to improve upon what is already a solid base 

will undoubtedly serve to remind students and colleagues that the Institute is dedicated to its 

mission of knowledge, practice, and reflection. 
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CHAPTER 5 

Conclusions 

Introduction 

The purpose of this research study was to explore the impact that consistent and 

collaborative training and rubric calibration, or the lack thereof, has on inter-rater reliability. 

Furthermore, this study explored the influences that faculty status has on scoring 

outcomes/equity. Additionally, this study also investigated the affects that length of employment 

has on scoring and inter-rater reliability. The apex goal of this research study was to utilize the 

data in an intentional manner to create a formal strategy towards codifying a comprehensive 

examination training and calibration policy and process led by the Institute’s assessment and 

faculty committees.  

Hypothesis testing within this study found that inter-rater reliability is indeed negatively 

impacted when no formal or consistent rater training and rubric calibration occurs, nor the 

existence of such training and calibration.  Additional hypothesis testing into the impact of 

faculty status and scoring differences found no significant differences.  Finally, hypothesis 

testing on connections between inter-rater reliability and length of employment found no 

significant differences in scoring.  Unfortunately, the fourth and final hypothesis was unable to 

be tested due to inaction within the Institute’s assessment and faculty committees to move 

forward with training and rubric calibration upon being briefed on the initial data findings.   

The dialogue contained within this chapter rounds out the research by once again 

focusing on the research purpose and questions along with clarity that can was gleaned via the 

data analysis. Implications for practice will be discussed in the true spirit of action research along 
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with suggestions for future research.  Finally, research limitations are presented to wholistically 

round out my own, and the Institute’s guiding pillars, of knowledge, practice, and reflection.   

Research Purpose, Questions, and Answers  

The purpose of this research study was to describe the impact that consistent training and 

calibration has on inter-rater reliability.  Additionally, this study went on to examine the 

relationship between faculty status and scoring as it pertains to inter-rater reliability and if 

faculty length of employment impacts rater scoring.  Five years of examination scoring data from 

25 faculty members was used from The Development Institute, a small Midwest region private 

graduate school.   

Hypothesis 1 asks the main question of this research study, that being if inter-rater 

reliability negatively impacted when no formal or consistent rater training is provided?  As 

previous literature attests, inter-rater reliability is negatively impacted when no formal or 

consistent rater training and/or rubric calibration is completed as does this research study.  The 

results of the intra-class correlation provided produced overall reliability at a moderate level. 

Crucially, although the results of the intra-class correlation did not reveal a high level of 

reliability, the independent samples t-test showed no significant difference between faculty 

reader 1 scores and faculty reader 2 scores. As previously mentioned, these are important finding 

as it does demonstrate that while agreements are not absolute or at a high level, the faculty would 

not be starting from a significantly lower level of agreement.   

Hypothesis 2 continues the work of previous literature in looking into grading 

differences, specifically if the scoring of tenured faculty would be lower than tenure-track, 

clinical faculty, and adjunct faculty?  Although the null hypothesis was accepted as no 

significant difference between faculty reader scores and all other faculty readers scores was 
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found when an independent samples t-test analysis was completed, there are several themes in 

the current literature that suggest differences in grading based on faculty status occur, otherwise 

referred to as grade inflation. I address this in more detail in the suggestions for future research 

section later in the chapter as I feel there is an opportunity to delve deeper into this hypothesis 

utilizing the data that was provided for this research study. 

Hypothesis 3, which asks if the scoring of recently hired faculty be more reliable than 

faculty that has been hired over 10 years sought to address questions of inter-rater reliability and 

grade inflation in connection to literature themes that centered around tenured and non-tenured 

faculty scoring differences. Much like the results of hypothesis 1, the results of the intra-class 

correlation produced reliability at a moderate level, only slightly higher than the results produced 

in hypothesis 1. The result of the independent samples t-test showed no significant differences 

between faculty reader scores with 0-9 years of employment and faculty reader scores with 10 or 

more years of employment.  I feel it is important to reiterate the importance of these results in 

that while agreements were not absolute or at a high level, one would assume that with even a 

minimal amount of training performed over time consistently, that these results have the 

potential to significantly increase given the lack of training over the past 5 years.   

Hypothesis 4 was meant to serve as the crux of the action research within this dissertation 

as it would have included a thorough training and rubric calibration one week prior to the next 

comprehensive examination.  Unfortunately, the assessment committee did not act, even after 

being presented with findings. Therefore, hypothesis 4 was unable to be tested. Considering this, 

I continued the research and completed testing the June comprehensive examination data set.  As 

expected, a low degree of reliability was found between faculty readers 1 and faculty readers 2 

scores after intra-class correlation coefficient testing was completed. 
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The results of hypothesis testing yield obvious actions points for the Institute to 

undertake and support the findings both within this research study and the literature in which 

inter-rater reliability is negatively impacted when no formal or consistent rater-training and 

rubric calibrations are performed for raters of examinations. 

Implications for Practice 

Data informed decision making is a hallmark of higher education professionals. So much 

so that assessment committees work tirelessly in the pursuit of data to guide decision makers 

towards continuous improvement. With assessment data in-hand, higher education professionals 

that can impact internal policy and processes must do so confidently utilizing the data provided.  

However, creation or change must be done so in a collaborative nature as policy and process 

created in a silo often suffer from a failure to launch.   

Diversifying Assessment  

In higher education, when we think of assessment, one may naturally think about student 

centric outcomes and how institutes of higher education are assessing for student success. 

Hundley et al. (2019) posits that institutes of higher education should utilize assessment in 

response to the shifting needs of students that are taking place. This is historically in-tune with 

traditional assessment; however, holding this singular focus is outdated and not inclusive. The 

implications for practice of this research study widens the lens of assessment to not only focus on 

student success, but on faculty success as well.   

As the student-body diversifies, so too does the faculty-body and in response, assessment 

must also diversify. As a higher education professional with almost 20 years of experience, I can 

attest that student success does not occur in a vacuum, it takes a village to ensure that an institute 

of higher education is truly student-ready (McNair et al., 2016). As institutes respond to the 
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changing definition of what student success looks like, they must also reflect on how faculty-

success is viewed as well.  The implications of this research study lends itself to the possibility of 

moving the needle of faculty assessment away from, in some cases, solely grades and student 

satisfaction survey results to a more holistic view that encourages training, professional and 

development initiatives that impact the student experience.  In doing so, adding in assessment for 

inter-rater reliability, and increasing reliability standards can provide for a more equitable and 

inclusive pathway as part of an overall faculty assessment/review process. 

Policy and Process Creation 

The penultimate impact for practice resulting in this research study is for institutes of 

higher education, including the Development Institute, to create a formal process that includes 

rater-training and rubric calibration.  As the data has shown, training is crucial and significantly 

impacts inter-rater reliability.  These results suggest that should a formal training policy and 

process be created, and consistently performed, inter-rater reliability will be positively impacted, 

and in the case of the Development Institute, no doubt increase from current level of reliability.  

Training is not the only implication for practice.  Rubric calibration is also a part of a 

comprehensive policy and process plan that can manifest out of this research study.  Intentional 

care must be taken when creating, calibrating, and assessing rubrics. Reddy & Andrade (2010) 

assert that the validity of rubrics and their usage center around clarity and appropriateness of 

language of which raters’ calibration occurs.  The true value of utilizing a rubric, along with 

ensuring appropriate rater training and calibration on a rubric is to provide a set of standards for 

which to assess (Young et al., 2016).  Setting a standard not only assists with assessment, but it 

also creates a pathway towards equity initiatives in mitigating latent or inherent bias in the 

scoring process. 
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Much like rethinking assessment, the creation of a formal policy and process for training 

raters and calibrating a rubric must be completed in a collaborative manner.  It is imperative that 

buy-in from faculty is present and their voices are heard and respective.  Additionally, members 

of an assessment committee, student, and academic services, and crucially, current students and 

alums are suggested to be included when creating policy and process.  Finally, transparency of 

this plan is paramount.  There should be no ambiguity as to what the policy and process is, who 

the owners are, and when assessing the assessors takes place. The integrity of an institute of 

higher education can easily be determined but the transparency at which is presents its policies 

and its consistency in practice. 

Suggestions for Future Research 

There are several avenues to explore when looking at future research.  The literature, 

which has been presented within this study, along with the hypothesis testing that occurred, 

suggest that rubric training and calibration impact inter-rater reliability.  However, as we 

continue to explore the impacts, specifically calibration, there are studies that suggest regardless 

of training and calibration, raters may still impact reliability based on their tendencies to be 

either too lenient, or too severe when scoring.   

Addressing Rater Bias 

Tymms and Higgins (2018) boldly suggest in their research that raters go through a pre-

appointment procedure paneling process to scale their sense of leniency/severity along with 

statistical adjustments to the scores their provide based on data. Whereas I agree that there is a 

need to continue data analysis and reflective assessment on scoring, I do worry that pre-

screening raters and making scoring adjustments opens the possibility of further scrutiny of 

results.  Such scrutiny can manifest in the form of what may be seen as “cherry picking” raters 
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which can lead to questions of inequitable practices, which rater-calibration in and of itself 

attempts to mitigate.  Further, such actions could be seen as “curving” but from the rater 

standpoint and therefore not providing a true picture of the achievement, or lack thereof, of the 

student.   

As we reflect and continue to implement contemporary learning designs, I do feel that 

there is a valid case for review of raters and tendencies.  The question of rater autonomy comes 

up frequently throughout the literature as it pertains to rater-calibration. Reddy and Andrade 

(2010) noted resistant tendencies of instructors towards the use of rubrics. These resistant 

tendencies can be an attestation of the concern of a loss of autonomy in the scoring process. 

Although these tendencies exist, if our focus is on reliability of raters, future research is 

warranted on rater bias and therefore needed to ensure that all submissions are viewed as 

equitable as possible.  Additionally, further research on meta-cognition strategies and integration 

of such strategies would be an avenue of future research.  Strategies that can implemented in the 

training and calibration sessions such as activating prior knowledge, planning for the task of 

rating and ultimately structured reflection, both individually and as a group of raters can be 

assessed in future research.  

Timing of Training and Scoring 

 Several studies that have been cited within this research study address the impacts of 

training and rubric calibration on inter-rater reliability.  Several research studies also provide 

insight into the timing of rater training along with rater feedback. Szafran, 2017 and Finn et al. 

2018 studies address these strategies within their research studies, respectively. As mentioned 

throughout this study, there has been a lack of training for raters and rubric calibration in general 

within the Institute around the comprehensive examination.  Knowing this and based on the 
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results of hypothesis testing, I suggest further research into the timing of such training both 

within the Institute and for future researchers.  Once a policy for training and calibration is in 

place, it will be interesting to assess when the training occurred and if inter-rater reliability is 

impacted.  For example, are their reliability differences if training and calibration occurs 1 

month, 1 week, or 1 day prior to the commencement of scoring? Furthering this research will be 

critical from an Institute standpoint so that a rigorously tested policy and process can be put in 

place that is data driven and informed. 

 Based on my experience as the chief proctor for the comprehensive examination, which 

entails not only proctoring, but managing the entire process comprehensive examination 

administration including the recording of grades, I have had the opportunity to observe the flow 

of scored exams filter into the examination repository.  At present, there is guidance or 

suggestions provided to the raters as to length of time spent on scoring the examination.  For 

example, some raters score the exams in bulk, in what I refer to as marathon sessions, where 

some raters complete one or two a day through the span of a week.  Wendler et al. (2019) and 

Ling et al. (2014) both discuss scoring fatigue and its impacts on inter-rater reliability in their 

respective research studies.  Based on their finding’s, scoring fatigue does play a role in 

impacting inter-rater reliability.  Therefore, a suggestion for not only future research, but policy 

suggestions as well, is to continue studying the impacts of scoring fatigue.  The hopes of future 

research in this area is to provide guidance as part of a comprehensive training and policy 

program for raters which include suggestions on length of time spent scoring to ensure consistent 

scoring reliability in addressing scoring fatigue. 

 

 



82 

 

Faculty Status of Raters 

As mentioned, hypothesis 2, will the scoring of tenured faculty be lower than tenure-

track, clinical faculty, and adjunct faculty, found the null hypothesis to be accepted as the results 

indicated no significant difference between mean scores of tenured faculty and all other faculty. 

That said, I firmly believe that additional research is needed in this area. To further this research 

study, I would suggest adjusting the employment statuses utilized and breaking them down 

individually, not by large groupings as performed in this study, and assess for results.  For 

example, assess tenured faculty against clinical faculty, and clinical faculty against adjunct 

faculty.  Although speculative, this could lead to findings that warrant additional research 

towards the impact that faculty statuses have on scoring.   

Overall, I recommend the future researchers continue to investigate these impacts and 

perform deeper dives, especially in full-time and part-time faculty. Fedler’s study (1989) found 

that grades submitted by full-time and part-time instructors indicated that part-time faculty 

graded higher than their full-time colleagues. In addition to Felder, research that was cited within 

this paper leads one to believe that there are differences in scoring that occurs amongst 

differences in faculty status and therefore warrants either replication of this research with faculty 

breakdown recommendations listed above 

Limitations 

 This research study encompassed five years of comprehensive examination data to assess 

the impact of training and calibration has on inter-rater reliability.  Although comprehensive in 

nature and focused on rater-training and rubric calibration, there are certainly multiple factors 

present when discussing the nature of inter-rater reliability. Factors such as the length of time a 

rater performs the task of scoring (scoring fatigue), to the timing of when training is delivered, 
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can all play a role on how inter-rater reliability is affected.  The following is presented to prompt 

collegial discussions on the nature of limitations observed at the time of this study while also 

opening an opportunity to utilize these limitations in future research. 

 This research study data set included scores for 397 examinations and a total of 794 

unique exam scores rated by 25 faculty members over a five-year span.  A limitation of this 

study is the results did not include scores of a faculty third read for exams that required a third 

reader.  I specifically chose to exclude third reads to ensure that hypothesis testing remained 

consistent between two raters, example, faculty reader 1 and faculty reader 2. Third reader scores 

were not significant across all exam iterations throughout the five years of data.  From 2017-

2021 there was a total of 33 examinations that required a third reader, peaking in 2018 where in 

total, 15 examinations required a third read and bottoming out in 2019 where only 3 

examinations required a third read.   

 A second limitation is that the research design included a tool, “Comprehensive 

Examination Reader Scoring Agreement”, that was created specifically for this research study.  

This tool had not been previously created or utilized to test for rater agreement or reliability.  

Although this tool was presented to the Institute IRB and Institute faculty assessment committee 

as part of the research proposal and design planning, it again had not been tested prior to 

completing this research.  The hypothesis testing completed was performed on quantitative data 

and statistical analysis  while the “scoring gap analysis” portion, utilizing statistical analysis for 

gaps in scoring for reader 1 and reader 2, relied on the “comprehensive examination readers 

scoring agreement” tool to make assumptions. Based on this, there is a limitation in validity of 

the “scoring gap analysis”. It is suggested that should the Institute decide to include this tool in 
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the training and assessment policy, that faculty vote on the ranges presented within the tool to 

assess for agreement in the future. 

A third limitation is that the research design excluded the use of individual question 

scores and knowledge competency scores. The comprehensive examination score sheet breaks 

down scoring via question by question.  Based off the individual scores, a final composite score 

is then generated.  It was that final composite score for both readers 1 and 2 that was utilized for 

this research study.  Additionally, raters are asked, on the score sheet, to provide knowledge 

competency scores.  These scores have no bearing on the final examination score but are 

provided with the intention that the student’s advisor, upon releasing the score to the student and 

pass/fail status, go over the examination question by question and address the knowledge 

competency scores as well as they pertain to mastery of subjects.  

Conclusion 

This chapter concluded that the absence of consistent rater training and rubric calibration, 

negatively impacts inter-rater reliability.  The findings provided implications for practice that 

would not only affect the Development Institute but offer the possibility of positively affecting 

other institutes of higher education that choose to replicate and assess their own approach to 

consistent and collaborative rater training and rubric calibration. In review of the state limitations 

and with future research in mind, key tenets manifested in writing this chapter, those being 

opportunity and adaptation. The Institute has the opportunity to adapt their approach to training 

and calibration and create a standard in which policy and process are created in a collaborative 

and intentional spirit.   

Serving as the chief proctor for the comprehensive examination over the past five years at 

the Institute has always provided a sense of closure to me.  My primary role at the Institute, 
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within enrollment management, afforded me the opportunity to attract new students that sought 

to make an impact in the field of human services, while also allowing me to play a pivotal part in 

the retention of students that were currently enrolled.  Proctoring the comprehensive examination 

for future graduates marked the end of the road in their journey, and mine, in which the that 

journey often stretched the span of three to four years.  I embarked on this research study with 

the hopes of impacting policy and securing a more formal and consistent process of training and 

rubric calibration.  I end this study, and my tenure at the Institute, confidently knowing that I 

served its students pursuant of its mission and institutional pillars through this research study by 

applying knowledge into practice and reflecting on the impact of those actions towards the 

betterment of self and those around us. 
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