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Abstract. Tutorial dialogue systems often simulate tactics used by ex-
perienced human tutors such as restating students’ dialogue input. We
investigated whether the amount of tutor restatement that supports stu-
dent inference interacts with students’ incoming knowledge level in pre-
dicting how much students learn from a system. We found that students
with lower incoming knowledge benefit more from an increased level of
these types of restatement while students with higher incoming knowl-
edge benefit more from a decreased level of such restatements.
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1 Introduction

A tutor restating part of a student’s dialogue contribution can serve many pur-
poses and at the surface level can range from exact repetitions to semantic
reformulations [6]. Some of the purposes for restatement that are found in hu-
man tutoring are acknowledging the correct parts of a student’s response [4, 3],
marking (i.e., focusing on part of a response) and modeling a better answer [4,
2]. Because restatements of correct responses have been shown to correlate with
learning [4], this opens the possibility that restatements could cause learning by
strengthening correct knowledge. While restatements of various types have been
incorporated into a number of tutorial dialogue systems (e.g. Circsim-Tutor [5],
AutoTutor [9], Beetle II [4]), restatement has not been tested in isolation from
other tactics to determine whether it has any causal connection to learning.

Here, we explore a different type of restatement that has the purpose of
showing consequence [6]–that is, making an inference explicit. We test two alter-
native hypotheses about this type of restatement: 1) that it will equally benefit
all students and 2) that its effect varies according to students’ incoming knowl-
edge. If it strengthens learning of correct knowledge, then it should benefit all
students equally. However, we expect students with lower incoming knowledge
to benefit more from an increased level of consequence restatement while higher
incoming knowledge students would benefit more from a decreased level of such
restatements. Our expectation is motivated by prior research which found that
unpacking the inferences in text supports comprehension among low-knowledge



readers, while less cohesive (higher inference-inducing) text is better for high-
knowledge readers [8]. Reduced cognitive load is a proposed alternative expla-
nation for the “reverse cohesion effect”, particularly for high-knowledge readers
when reading a less coherent text. Cognitive load increases when they have to
reconcile their existing schema about the topic discussed in the text with the
background material provided in a “highly coherent” text [7].

2 Methods

Participants The study was conducted in high school physics classes at three
schools in the Pittsburgh PA area with 168 students participating. Students
were randomly assigned to one of two conditions: high restatement (N= 88; 30
females, 58 males) and low restatement (N= 80; 27 females, 53 males).

Materials We used an existing version of the Rimac natural-language tu-
toring system to conduct our experiment. A brief description of the system can
be found in [1]. It engages students in post-problem solving reflection dialogues
on the concepts involved in solving quantitative problems. Rimac’s content was
developed in consultation with high school physics teachers. For this experiment
we used its dynamics content which covers three problems with two reflection
questions per problem, and a 21 item pretest and isomorphic post-test which
included nine multiple-choice problems and 12 open-response problems.

To create the high restatement system, three dialogue authors added con-
sequence inference restatements of student responses when it would result in
either: 1) an explicit concluding statement at the end of a sub-dialogue that
draws upon the student’s responses during the sub-dialogue or 2) an explicit
if-then statement that draws the “if” or “then” part from the student’s imme-
diately preceding response. An example of the latter context for consequence
inference restatements is shown below for the high restatement condition:

T: While the arrow is flying is anything touching or in contact with it?
S: No [there is nothing touching the arrow during its flight]
T: I agree. Hence since there is nothing touching the arrow during its flight
there is no contact force applied to it.

To create the low restatement version authors identified all restatements in-
volving inference and either deleted or replaced the restatement with a pronoun,
taking care not to disturb the coherency of the dialogue. The low restatement
version of the above example is identical to the high restatement version, except
for the second tutor turn, which would read: “I agree. Hence there is no contact
force applied to it.”

Procedure On the first day, the teacher gave the pretest in class and as-
signed the three dynamics problems, referred to in the Materials section, for
homework. During the next one to two class days (depending on whether classes
were approximately 45 min. or 80 min. long), students used Rimac in class. For
each homework problem, students watched a video “walkthrough” of a sam-
ple solution and then engaged in the problem’s reflective dialogues. The videos



focused on procedural/problem-solving knowledge, while the dialogues focused
on conceptual knowledge. Finally, at the next class meeting, teachers gave the
post-test, which was isomorphic to the pretest.

3 Results

Learning Performance To determine whether interaction with the tutoring
system, regardless of condition, promoted learning, we compared gains from
pretest to post-test using paired samples t-tests. When students in each con-
dition were considered separately, we found a statistically significant differ-
ence for all problems together (H: t(87)=3.56, p<.01; L: t(79)=4.49, p<.01),
multiple-choice problems (H: t(87)=2.73, p<.01; L: t(79)=2.39, p<.02), and
open-response problems (H: t(87)=3.13, p<.01; L: t(79)=4.8, p<.01), where
H=high restatement, L=low restatement. These results suggest that students in
both conditions learned from both versions of the system.

High Restatement vs. Low Restatement To test whether students who
used the high restatement version of the system performed differently from stu-
dents who used the low restatement version, we compared students’ gains from
pretest to post-test using independent samples t-tests. We found no significant
differences between conditions for any subset of problems even when control-
ling for pretest (there were no differences for mean time on task). This suggests
that this type of restatement does not support learning by strengthening correct
knowledge. If it did, then we would expect to see a difference between conditions
for learners of all prior knowledge levels.

Prior knowledge-treatment interaction To investigate whether there
was a prior knowledge treatment interaction, we performed a multiple regression
analysis using condition, prior-knowledge (as measured by pretest) and condi-
tion * prior-knowledge (interaction) as explanatory variables, and gain as the
dependent variable. When all problems were considered together, we found a
significant interaction between condition and prior knowledge in their effect on
gains (t=-2.126, p=0.04). Likewise, we found a significant interaction when we
considered only gains on open-response problems (t=-2.689, p=0.01). However,
for multiple-choice problems we did not find a significant interaction.

Graphing gain vs. prior knowledge for all problems suggested that students
with pretest scores that are 35% correct or less benefit more from the high re-
statement version of the system. However students with pretest scores above
35% correct benefit more from the low restatement version. Graphing gain vs.
prior knowledge for open-response problems suggested that students with pretest
scores of 23% or less on open-response items benefit more from higher restate-
ment and students with pretest scores greater than 23% benefit more from lower
restatement. Consistent with the results reported in [8], both findings offer ev-
idence to support our hypothesis that lower knowledge students benefit more
from high restatement in inferential contexts while higher knowledge students
benefit more from low restatement.



4 Conclusions and Future Work

We found that students learned from the tutoring system, across conditions, as
measured by normalized gain scores. There was no difference between condi-
tions, which suggests that this type of restatement may not cause learning by
strengthening correct knowledge. However, we did find a prior knowledge treat-
ment interaction which supported our hypothesis that lower knowledge students
would benefit more from a high restatement system while higher knowledge stu-
dents would benefit more from a low restatement system. Thus system designers
may need to be judicious in their use of restatement as it may dampen learning
if there is a mismatch to students’ prior knowledge levels.

In future research, we plan to determine if the benefits of the high and low re-
statement versions of Rimac can be used advantageously in a system that adapts
to students’ knowledge levels and to formulate and test additional hypotheses
for other types of restatement (e.g., that have other purposes).
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