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Abstract: Big Data Technology (BDT) and Analytics have gained immense recognition in recent years. BDT 

plays an essential role in various sectors. This study intends to provide a review of BDT in the education sector 

which includes analyzing, predicting learner’s results based on behavior patterns, assessing their performance 

regularly. Education institutions are beginning to use analytics and techniques for improving the services they 

provide and to enhance learner’s performance and retention. BDT in education involves Data Mining, Data 

Analytics. This study also aims at investigating the techniques referred to as Educational Data Mining (EDM) 

and Learning Analytics (LA) influencing online learning systems. Thus, this research study will examine the 

field of EDM and LA which give an effective understanding on student’s learning methods and identify their 

educational outcomes.  
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Introduction 

 

Big data has become a buzz word in recent years as education, entertainment, communication is occurring over 

the web, thus generating a humungous amount of data. Individual in different sectors contributes to generating 

of big data. Data can be generated from heterogeneous data sources such as social media, email, transactions, 

etc. in the form of text, image, audio, video or a possible combination of these forms. To handle heterogeneity 

aspects of big data the traditional data mining techniques need to be upgraded. Commercial entities have led the 

path of developing techniques to gather insights from the massive data generated to identify likely consumers of 

their products, in refining their products to better fit consumer needs. More recently, researchers and developers 

of online learning systems have begun to explore analogous techniques for gaining insights from learner’s 

activities online. The advancement of BDT has facilitated education with various types of teaching, learning and 

assessment methods that can be achieved in classrooms or virtualized environments. The learners can receive 

instant feedback on the content they are learning based on big data analytics. BDT can analyze the overall 

performance of a class at a macroscopic level and can analyze each student's or learner’s performance to find 

strengths and weaknesses. Then accordingly educators can take decisions on weak points of students to enhance 
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their performance. 

 

More recently, researchers and developers of online learning systems have begun to explore analogous 

techniques for gaining insights from learner’s activities online. The advancement of BDT has facilitated 

education with various types of teaching, learning and assessment methods that can be achieved in classrooms 

or virtualized environments. The learners can receive instant feedback on the content they are learning based on 

big data analytics. BDT can analyze the overall performance of a class at a macroscopic level and can analyze 

each student's or learner’s performance to find strengths and weaknesses. Then accordingly educators can take 

decisions on weak points of students to enhance their performance. 

 

Analysis of large educational datasets can be done by mainly two techniques: Educational data mining (EDM) 

and Learning Analytics (LA). These techniques respond to the event-based analysis related to education policies 

and practice. EDM is a DM technique applied on educational data sets. It aims to better understand students in 

terms of their learning pattern. EDM applies a combination of techniques such as machine learning, data mining 

to understand the research, learning issues in the educational sector (see Figure 1). 

 

LA is the collection, analysis and reporting of data about learners. LA analyzes the large datasets and provides 

feedbacks that have an impact on students, instructors, and the learning process. There are quite a few 

differences between EDM and LA; Researchers in EDM rely more on classification and clustering, whereas in 

LA researchers use statistics, visualization, Social Network Analysis, sentiment analysis, influence analysis. 

 

 

Figure 1. Application of Data Mining in Educational Systems 

 

Literature review that has been done author used in the chapter "Introduction" to explain the difference of the 

manuscript with other papers, that it is innovative, it are used in the chapter "Research Method" to describe the 

step of research and used in the chapter "Results and Discussion" to support the analysis of the results [2]. If the 

manuscript was written really have high originality, which proposed a new method or algorithm, the additional 

chapter after the "Introduction" chapter and before the "Research Method" chapter can be added to explain 

briefly the theory and/or the proposed method/algorithm [4]. The use of e-learning systems has grown 

exponentially in the recent years, by the fact that neither the students nor the teachers are bound to any specific 

location and that is the form of computer-based education is virtually independent if hardware platform. LMS 
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are becoming much common in universities, community colleges, schools and are even used by 

instructors/educators to add web technology to their courses. LMS produce content material, prepare 

assignments and tests, engage in discussions, manage distance classes etc. LMS have a collection of vast 

amounts of information which is very valuable for analyzing student’s behavior, very valuable source of 

educational data. They provide a database that stores personal information about the users, academic results of 

the students and their interaction data. Due to vast quantities of data generated on a daily basis, managing 

manually becomes difficult. These platforms do not have specific tools to allow education track and assess all 

student/learner’s activities while they evaluate the structure and contents of the course. The use of data mining is 

very efficient and necessary to help educators, courseware authors to improve and enhance the educational 

systems through EDM &LA. 

 

Problem Definition and Objective   

 

The aim of student in an educational institute is to focus on academics. Some students might be good academics 

while some may perform poor. There can be several reasons on poor performance of the student such as 

difficulty in understanding the course, neglecting the course, their friend circle or may be some other several 

reasons. To understand this issue and track the students on regular basis can help in resolving issue up to certain 

extent, which can be done through EDM and LA. To resolve the issue of students performing poor, we intend to 

study the field of EDM &LA: 

• An understanding of Educational Data Mining (EDM) applied to large data sets of students generated 

in the educational sector. 

• An understanding of Learning analytics (LA) and how it is applied in the education sector. 

• The benefits of LA and EDM and what factors have enabled these approaches to be adopted. 

 

Background 

 

Students from various locations using online platforms for learning purposes, generate vast quantities of data on 

a daily basis, it is difficult to manage manually or with traditional techniques. Therefore, it gets harder for an 

instructor to extract useful information as there are large number of students each generating large amounts of 

on a regular basis. The data mining techniques have been applying on large volumes of educational data sets to 

extract useful information required by the instructors which accordingly instructors can monitor the student 

performance, these data mining techniques applying on educational data sets are known as EDM. “EDM is an 

emerging interdisciplinary research area that deals with application of DM techniques on educational data.  

 

Classification is most frequently studied by DM and ML researchers. It consists of predicting the value of a 

categorical attribute based on the values of other attributes that is the predicting    attributes. In classification, it 

is an approach of supervised learning. Classifier from set of correctly classified instances known as the training 

set. This classifier is used in algorithms directly. The other set known as testing set is used to measure the 

quality of the obtained classifier after the learning process. Different types of models can be used to represent 
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classifiers obtained from the training set. One of the algorithm types which can be used is decision trees: 

Decision trees: It’s a hierarchical structure where set of conditions are organized that contains zero or more 

internal nodes and one or more leaf nodes. Arcs with labeled node to its children are labeled with different 

outcomes of the test at the internal node. The decision tree is a predictive model in which an instance is 

classified by following a path of conditions which satisfy from the root node of the tree reaching the leaf node, 

which corresponds to the class label. Different and well-known classification algorithms are ID3, C4.5, CART 

etc (see Figure 2).  

 

Figure 2. Decision Tree 

 

Clustering is a DM technique which identifies data points that are similar in some respect so that a full dataset 

can be split into various categories of small datasets. Unlike classification here the training data set is not 

provided, hence it is an unsupervised learning.  Some of the well-known clustering algorithms are K-Means, 

hierarchical clustering etc (see Figure 3). 

 

 

Figure 3. Clusters 

 

Literature Review 

 

The Knowledge gathered from research papers were on various data mining algorithms used on educational data 

sets and how they process educational data sets. The following are summary of citations of the algorithms that 

would detail in the further chapters of the report. 

 

ID3:  In,[6], Kalpesh Adhatrao &Aditya Gaykar define the process ID3 Algorithm and how it is applied on 

educational data sets. It describes the parameters which decide the root nodes, internal nodes and leaf nodes of 
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the decision tree. 

 

C 4.5:  In [7], T.Miranda Lakshmi, A.Martin define the process of C4.5 Algorithm and how it applies on 

educational data sets. In the algorithm it specifies the parameters that choose the nodes of the decision tree. 

 

K-Means: In [8], Velmurugan T, C Anuradha define the process of K-means Clustering Algorithm and how it 

impacts in the educational sector, how clusters are formed and grouping based on the clusters is done. 

 

Hierarchical Clustering: In [8], Velmurugan T, C Anuradha define the process of Hierarchical algorithm can 

process the data sets in the education sector, the steps and formation of cluster is being described by them. 

 

Methodologies 

 

In this study, methods used to carry out the reseach study are classification and clustering algorithms and one 

comparative analysis between the classification algorithms and other between clustering algorithms. The 

comparative analysis will be done based on: The classification technique involves learning and classification if 

data. Most of the frequently used DM method, which develops the cases and assign data set to the classes. The 

target data is evaluated by classification algorithm. In classification method, the test data are utilized to evaluate 

the efficiency of the classification rules. If the rules are acceptable, it can be utilized to new data sets. 

 

Decision Tree is used to predicting the student’s academic performance. Example: Classifying learners 

according to their interactions with course content (video lectures and assessment) in learning activities and 

forecast student performance based on their interacting behavior. 

The two algorithms of classification to be discussed are: 

• ID3-This is a decision tree algorithm introduced in 1986 by Quinlan Ross. It is based on Hunts 

algorithm 

• C4.5-This decision tree algorithm is a successor of ID3 and based on Hunts algorithm. 

 

The Clustering is an iterative process of discovering knowledge. The techniques find classes an assign the object 

to a desire class. Example: In terms of educational sector grouping students based on their learning and 

interaction patterns and grouping users for purposes of recommending actions and resources to similar users 

The two algorithms of clustering technique to be discussed are: 

• K-Means 

• Hierarchal Clustering 

 

DM Algorithms   

 

• ID3 uses information gain measure to choose splitting attribute. 
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• It accepts categorical values in building a tree model and doesn’t give accurate result when there 

is noise, hence to remove the noise preprocessing technique is required. 

• To build the decision tree, information gain is calculated for each and every attribute and the 

attribute with the highest information gain is selected to designate as the root node. 

• The attribute is labelled as a root node and the possible values of the attribute are represented as 

arcs. 

• All the possible outcome instances are tested to check whether they are falling under the dame 

class or not. 

• If all the instances are falling under the same class, the node is represented with single class 

name otherwise choose the splitting attribute to classify the instances. 

 

1. ID3 

 

 

 

Formula of Entropy 
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Formula of Information Gain: 

 

2. C 4.5 

 

 

C4.5 handles both categorical and continuous values 

 

To handle the continuous attributes, C4.5 splits the attribute value into two partitions based on the selected 

threshold such that all the values above the threshold as one child and the remaining as another child. 

Handles missing attribute values. 

 

It uses gain ratio as an attribute selection to measure to build a decision tree. Firstly, calculate the gain ratio of 

each attribute The root node will be the one whose gain ratio is maximum.  

 

This algorithm uses pessimistic pruning to remove unnecessary branches in decision tree to improve the 

accuracy of classification. 
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3. K-Means Clustering 

 

In this algorithm K data elements are selected as initial centers and Euclidean distance formula is used to 

calculate the distance between the selected centroid and other data elements and then same procedure is 

followed iteratively. 

 

Firstly, select the no of ‘c’ cluster centers. (Here fixed no of clusters is used). 

 

Initial cluster center is determined for each of the c clusters either by software or the researcher. 

 

Then distance between each data point and cluster center is calculated using Euclidean distance formula. 

 

Assign the data point to that cluster center whose distance from the cluster center is minimum as compared to all 

cluster centers 

Recalculate the new cluster center using the formula: 

 

 

Recalculate the distances of each data point with new cluster centers. 

 

If there is no reassigning of the data points then stop, otherwise repeat the calculate the Euclidean distance step. 
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4. Hierachchial clustering 

 

 

Hierarchical Clustering is basically set of nested clusters organized in a hierarchical tree. 

Assign a cluster to each item, such that N clusters for N items. 

Find and merge the pair of clusters which are closet to each other. 

Calculate the distances between new and each of old clusters. 

A) Start with the disjoint clustering 1(0) =0 and sequence number n=0. 

B) In the current clustering, now find the least dissimilar pair of clusters say pair (A), (B), according to d[(A), 

Increment the sequence by n=n+1 and merge clusters A sand B into single cluster to form the next clustering n. 

Set the level of this clustering 1(n)=d[(a), (b)] 

The next step is to update the proximity matrix, M, by deleting rows and columns corresponding to clusters A 

and B and adding a new row and column corresponding to the newly formed cluster. The proximity between the 

new cluster, denoted by (A, B) and old cluster k is defined in this way[(k), (a, b)] =min d[(k), (a)], d[(k), (b)]. 

If all the objects are in one cluster then stop the process, else go to step to find and merge the pair closer to each 

other. 
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Implementation Details 

 

Moodle is one of the most widely used online learning environments by educational institutions. Educators 

inexperienced in DM can carry out basic Dm analyses on log records they obtained via Moodle LMS. This way 

educators will be able to obtain data—driven information on the status of the learning environment and students, 

while researchers will be able to seek answers for research questions regarding online learning. According to 

available data, it is used by over 138 million registered users in 230 countries. Furthermore, it is distributed for 

free with an open source code. It offers educators effective tools for providing course materials to students and 

organizing online learning activities. Moodle does not store simple text files. It registers the logs, and all 

information in a relational database.   It allows to get full reports on the activities of a unique student or of all 

students for a specific activity or course.  However, all this data is usually raw, without any form of intelligent 

processing, is uses have sued different told for Moodle data analysis. 

 

The EDM in Virtual Learning environment follows mainly four steps: 

• Data collection: while the students use the system, information is collected and stored in the database. 

In Moodle, the data is collected in system logs. 

• Preprocessing: after data collection, the data is transformed into suitable formats for analysis. Usually 

software is used for data preprocessing. 

• Data mining: with the aim of developing a model and discovering useful patterns, the appropriate data 

mining algorithms are applied at this stage. 

• Results evaluation: in this last step, educators interpret the obtained results and use discovered 

knowledge to improve the learning and decision-making process. 

 

Moodle Predicta is a tool developed in Java that allows users to connect into any version of Moodle DB as well 

as different management systems. 

 

Moodle PREDICTA is divided into two parts: 

 

1. Visualization Module 

 

Allows users to have an overview of student behavior, interactions, personal data and academic performance. 

This module enables educators to evaluate the course structure and its effectiveness. 

 

To bring the processed data to the user, this module is comprised of mainly four steps: 

• Data Selection: Here the data (Moodle DB) is selected, according to user’s requirements. 

• Data Transformation: After selection, the data is gathered and transformed/discretized. 

• Reports execution: In this stage, the reports are generated. 

• Reports: The reports are presented to the user. 
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Once the user has selected the desired DB, he is asked for specific course on next screen. To make the selection 

Moodle Predicta creates a hierarchical structure of courses, according to categories and subcategories in selected 

DB, When the course is selected, a new screen is presented to the user. The selected attributes will compose of 

reports and quizzes, logs, assignments and grades. Once the user makes the selection, Moodle PREDICTA 

generates a file as the final result, which can be in mainly three formats: HTML, CSV, ARFF. 

 

2. Prediction Module 

 

The prediction module allows teachers and tutors to identify students not following classes, may abandon 

courses before the end, making it possible to take some preventive action.  

 

 

 To undertake the students’ prediction performance, this module is composed of mainly five steps: 

 

• Data selection – in this step, the data is selected, from attributes data describe students’ behavior, 

interactions  

• and grades. 

• Data transformation – the data is gathered and transformed/discretized for data mining. 

• Data mining – in this stage, the data is used in decision tree models. 

• Results evaluation – the results presented by data mining are interpreted and evaluated automatically. 

• Students at risk – Students at risk are listed to user. 

 

Once the course is selected, a, Moodle Predicta prepares the data, in a preprocessing phase (cleaning, 

integration, transformation and reduction), and generates an ARFF file. After connecting to the WEKA data 

mining API, the decision tree algorithms are executed with standard parameters for listing of students at risk of 

failing. Students whose behavior, interactions, and performance, is similar to those students from the training 

dataset that have failed will be defined as “at risk”. Teachers can then follow up on these students to confirm 
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their situation and take some. 

 

 

 

 

Comparative Study and Results Obtained 

 

Comparative study between ID3 and c4.5 classifiers are: 

 

 Splitting Criteria Missing Values Attribute type Speed 

ID3 Information gain Doesn’t handle it Handles categorical values Low 

C4.5 Gain ratio Can handle it Handles both categorical and 

Numeric value 

Faster than 

ID3 

 

Comparative study between K-means and hierarchical clustering are: 

Properties K-Means Hierarchical Clustering 

Clustering Criteria It is well suited to generating globular cluster Use a distance matrix as Clustering 

Criteria 

Category Data K-means can be used in categorical data is first 

converted to numeric by assigning rank. 

Applies categorical data and due to 

its complexity, a new approach for 

assigning the rank value to each 

categorical attribute. 

Sensitive to noise K-Means is sensitive to nose in dataset. Comparatively less sensitive to noise 

in the dataset. 

Execution time Increases time of execution Better performance than K-Means 

Dataset Good for larger data sets Relatively good for smaller data sets. 
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Conclusion  

 

With the advancement of information and communication technologies, new and major challenges being created 

mainly because of huge volumes of data about student’s activities, academic results and user’s interaction being 

stored. However, this data can be explored and analyzed by knowing DM techniques and algorithms. These 

facts are the basis of the recent area of research educational data mining, that consists of DM technologies 

applying to data collected from educational institutions with the aim to discover patterns and useful information. 

The data mining processes are difficult and need previous knowledge to be applied successfully. Moreover, the 

data needs to be correctly selected, prepared and the result of process requires evaluation and interpretation. In 

this study, the DM algorithms under classification and clustering techniques are studied to understand how they 

can apply on EDM. Also, in this study Moodle Predicta, an easy-to-use tool was presented. This software 

enables students follow up, selecting and preparing the Moodle data for two modules: (i) the visualization 

module, that generates reports for analysis purposes; and (ii) the prediction module, that integrated to WEKA 

data mining software, uses decision tree models to identify and list students at risk of dropout or failure. 
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