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ABSTRACT

It has been shown in multiple studies that expert-created on-
demand assistance, such as hint messages, improves student
learning in online learning environments. However, there are
also evident that certain types of assistance may be detrimen-
tal to student learning. In addition, creating and maintain-
ing on-demand assistance are hard and time-consuming. In
2017-2018 academic year, 132,738 distinct problems were
assigned inside ASSISTments, but only 38,194 of those prob-
lems had on-demand assistance. In order to take on-demand
assistance to scale, we needed a system that is able to gather
new on-demand assistance and allows us to test and measure
its effectiveness. Thus, we designed and deployed TeacherAS-
SIST inside ASSISTments. TeacherASSIST allowed teachers
to create on-demand assistance for any problems as they as-
signed those problems to their students. TeacherASSIST then
redistributed on-demand assistance by one teacher to students
outside of their classrooms. We found that teachers inside
ASSISTments had created 40,292 new instances of assistance
for 25,957 different problems in three years. There were 14
teachers who created more than 1,000 instances of on-demand
assistance. We also conducted two large-scale randomized
controlled experiments to investigate how on-demand assis-
tance created by one teacher affected students outside of their
classes. Students who received on-demand assistance for one
problem resulted in significant statistical improvement on the
next problem performance. The students’ improvement in this
experiment confirmed our hypothesis that crowd-sourced on-
demand assistance was sufficient in quality to improve student
learning, allowing us to take on-demand assistance to scale.
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INTRODUCTION

In recent years, the usage of digital learning media in K-12
classroom has grown exponentially. From the teacher and
student perspectives, online learning platforms allow for new
ways of learning that may otherwise be hard or impossible to
do such as individualized mastery learning [5, 9]. Possibly one
of the most important features of these systems is the ability
to assist students as students work on their assignments. The
most common type of assistants is answer feedback where
the students know right away if their submitted answers are
correct or not. In this work, we are interested in on-demand
assistance. This type of assistance, sometimes called "tutor-
ing," provides students with an option to request additional
resources that would help them solve the problems, such as
hint messages or complete explanations. The ability to pro-
vide students with additional guidance while they are outside
of classrooms is especially valuable for homework assign-
ments and distance learning such as during the COVID-19
pandemic. Since on-demand assistance is problem-specific,
creating and maintaining on-demand assistance is hard and
time-consuming. The cost of on-demand assistance scales
with the number of problems in the system. For instance, out
of 132,738 distinct problems assigned by all teachers inside
ASSISTments in the 2017-2018 academic year, only 38,194
of them had on-demand assistance.

During a large-scale evaluation of the ASSISTments online
learning platform [21], the intervention consisted of three
components, supporting their 1) textbook work 2) skill builders
(adaptive skill practice), and 3) teacher-created contents. First,
related to the textbook work, we allowed each teacher to keep
using their current textbook; we did the data entry to put the
answers to the textbooks’ questions into ASSISTments but we
did not write hint message for them. When there is not a hint
message, the student can try as many times as they want to
answer the problem and they are only told if they are wright
or wrong; if a student is totally stuck they can hit a button
and be told the answer. We hypothesize that just seeing the
answer will not help the student learn and hint messages will
most likely be helpful. However, some studies have shown
that certain hint messages may not always be helpful.

Skill builders are the second components of the [21] study.
Teachers could choose to assign from over 200 skill builders
that ranged in skills from adding whole numbers to quadratic
equation solving. A skill builder gives students practice on
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a topic until they get three problems right in a row. All skill
builders where built at WPI and every problem had hint mes-
sage.

One of the teachers who participated in the large-scale evalu-
ation inspired TeacherASSIST. Mr. Chris LeSiege, a teacher
from Gorham, Maine, considered on-demand assistance to be
of utmost important to his students’ success. For the duration
of the study, he added hint messages to most problems from
his textbook. Unfortunately we did not anticipate that teachers
would do this, there was no way for other teachers using the
same textbook to review what Mr. LeSiege created and adopt
it for their classrooms. At the time of the study, on-demand
assistance was considered a component of the problem, thus,
only the owner of the problem could edit or add on-demand
assistance. For every problem he did not own, in particular
the textbook problems created at WPI, Mr. LeSiege had to
manually create his own versions of the problem and write
the on-demand assistance on his version. His valiant efforts
left us with two versions of the questions and more interest-
ingly a larger question of how we should move forward as an
educational platform. First, how can we better facilitate enthu-
siastic and diligent teachers like Mr. LeSiege. Second, since
Mr. LeSiege spent a tremendous amount of time and effort
to create hint messages, could we use them to help not only
support his students but also all the other students working
on the same problems? And how effective would they be for
students outside of his classrooms?

Several studies shown that on-demand assistance created by
experts increased learning outcomes [16, 19, 2, 24, 3, 10].
However, some studies suggested that on-demand assistance
may not always be beneficial. For instance, assistance that
is too detailed or provides too much information could result
in less learning gain [11, 12, 23]. In addition, consistency of
tones and pedagogical strategies could plays an important role
in learning. [13], giving advice for those authoring textbooks,
suggested that it is important to "establish a consistent stan-
dard." Lack of consistency, especially in difficult topics, could
cause learners to miss important connections between terms
and concepts across multiple learning materials. Thus its not
obvious how effective crowd-sourced assistance would be?

The idea of using crowd-sourcing in K-12 education is not
new. For example, Teachers Pay Teachers (teacherspayteach-
ers.com) allows teachers to buy and sell their lesson plans and
teaching materials. In fact, the 2019 American Instructional
Resources Surveys showed that 56% of American Math teach-
ers used resources from Teachers Pay Teachers [18]. Several
educational researchers such as [27] and [25] also created
proof-of-concept systems that crowd-sourced learning mate-
rials from MTurk workers and re-distributed them to MTurk
workers/learners. They found that the learning gain from the
best crowd-sourced materials was comparable to the learn-
ing gain from materials created by experienced instructors.
Crowd-sourcing has also been used to accomplish other tasks
in learning systems. For example, DALITE [4] and Ripple
Learning (ripplelearning.org) crowdsourced instructions and
resources generated by their peers. PeerWise crowdsourced
multiple-choice questions from learners and re-distributed
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them to their peers [6]. Crowdsourcing had also been used to
bring grading to scale such as [14], which is especially impor-
tant in MOOC:s. In fact, EdX, on of the most popular MOOC
providers, is also a good example of how to use crowdsourcing
to bring online MOOC:s to scale.

While there are many examples of using crowdsourcing in
educational platforms, to our knowledge, there has yet to be
an example of a live system that crowd-sources contents from
real teachers and redistribute this directly to real students with-
out teacher intervention, AND that reliably improves student
learning.

In this work, we designed and implemented a feature called
TeacherASSIST inside ASSISTments to gather on-demand
assistance by using crowd-sourcing. This component would
later re-distributed crowd-sourced on-demand assistance to
students outside of creators’ classes. TeacherASSIST was
created to answer our three research questions:

1. RQI1: "How could we design and implement a crowd-
sourcing system that allows teachers to quickly and conve-
niently create on-demand assistance for their students?"

. RQ2: "How effective is such crowd-sourced assistance?"

. RQ3: "Could we reproduce the same result if the same
randomized controlled trial is run in a different academic
term?"

BACKGROUND

In this work, we used ASSISTments an online tool
used by teachers to support homework. ASSISTments
(https://www.ASSISTments.org/) is a free online learning plat-
form designed to empower teachers in their classrooms by
automating laborious bookkeeping [9]. ASSISTments pro-
vides a library of problems, the majority of which is K-12
mathematics, that teachers can simple find, select, and assign
to their students. ASSISTments provide immediate feedback
as students work on their assignments and actionable reports
to teachers. For every problem students receive instant correct-
ness feedback, which tell the student whether the submitted
answer is correct or not [8]. ASSISTments can also provide
students with on-demand assistance, or "tutoring." Contrary
to instant correctness feedback, on-demand assistance does
not react to student answers. Rather, this type of assistance
provides additional useful information and resources that help
student solve the problem when requested (Figure 1). Both
types of assistance have been shown to reliably improve stu-
dent learning [19, 9, 20, 28, 15]. There are many types of
on-demand assistance that had been shown to improve student
learning such as step-by-step hints [9, 19], worked examples
[7, 15], erroneous examples [15, 1], and providing the full
solution to the problem [27, 25].

While many studies suggested that well-curated assistance im-
proved student learning, there are also studies suggesting that
some assistance may not be beneficial. A comprehensive liter-
ature review on the specificity of feedback and hint messages
concluded that the literature is inconclusive on how specific
feedback should be [23]. [12] showed that feedback with more
information had a smaller effect on students’ ability to correct
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Problem ID: PRAB3W7

Billy asked 60 students in his math class to choose their

favorite foed. The chart below shows the results.

Comment on this problem

Food

Number of Students

Taces

10

Pizza

10

Hot Dogs.

5

French Fries

35

With these results, Billy decided to make a circle graph.
For this circle graph, what should be the measure of the
the Hot Dogs section?

Submit Answer |
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n
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Show hint 1 of 2 |
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Problem ID: PRAB3XG

John asked 40 students in his math class to choose their

favorite foed. The chart below shows the results.

Food

Humber of Students

Tacos

Pizza

Hot Dogs.

French Fries

With these results, John decided to make a circle graph.
For this circle graph, what should be the measure of the

the Pizza section?

Comment on this problem

n

—

— r0o: O

Show answer

submit Answer |

Figure 1. (left) For this problem on-demand assistance (hint messages) is available. Thus, the student may click '"Show hint 1 of 2" to request for
hint messages. If no assistance is available (right), the student will only see '"Show answer' which would mark the student as having given up on the

problem.

their own errors than feedback with less information, such
as providing only the correct answer. Another meta-analysis
suggested that more-detailed feedback could result in worse
learning outcome [11]. In addition, since most instances of
on-demand assistance in studies were created by either experts
in learning fields [16, 2, 24, 3] or by the instructors them-
selves [10], it would be dangerous to assume the same results
for crowd-sourced on-demand assistance. In addition, since
crowd-sourced assistance was created by neither experts nor
their teachers, it is possible that the assistance could be of dif-
ferent tone or pedagogical strategies from those of the teachers
or curricula. This inconsistency could reduce the effectiveness
of learning materials and cause confusion [13].

There are several proof-of-concept studies on effectiveness of
crowd-sourcing learning materials. For example, [25] crowd-
sourced video lessons from MTurk workers and found that the
learning gain from best crowd-sourced video was comparable
to the learning gain from a popular video lesson from Khan
Academy. Another system called AXIS [27] crowd-sourced
explanations on how to solve a problem from MTurk work-
ers. Then learners(other Mturkers were asked to revise and
evaluate explanations as they solve problems. As learners
work on problems, AXIS used machine learning to determine
which explanations to present to to future learners. They found
that explanations selected by AXIS were comparable to ones
generated by experienced instructors, but all of this was done
with Mturkers, not in authentic classrooms. To our knowledge,
there is no live system that actively gets crowd-sourced assis-
tance from teachers and directly redistribute them to students.

METHODOLOGY

Before we designed and implemented the crowd-sourcing sys-
tem for RQ1, we first investigated how to incentivize teachers
to create on-demand assistance and designed an algorithm
to distribute it. Then, we investigated the impact of crowd-
sourced on-demand assistance on student learning. In this
work, all the implementations, data collection, and analysis
were done inside ASSISTments , our methodology is not
platform-specific and should be applicable to other online
learning platforms of similar characteristics and features.
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Crowd-Sourcing On-Demand Assistance

For crowd-sourcing to be effective, we needed to obtain good
quality on-demand assistance. The results of [27] shown that,
given enough number of crowd-sourced on-demand assistance,
we can obtain on-demand assistance of quality similar to one
created by subject-matter experts. Thus, our goal was to de-
sign the system such that it is easy for teachers to create as
much on-demand assistance as possible, as most users may
not be motivated to contribute. However, as one of the main
focus of ASSISTments and LMSs in general is to free teachers
from laborious tasks, it is also important to not increase teach-
ers’ workload any more than needed. Thus, we collaborated
with several teachers and investigated their normal everyday
routines. The goal is to find the best approach to crowd-source
on-demand assistance that are both convenient and beneficial
to teachers’ established routines for their classes and students.

The approach we took was first to create a component called
"TeacherASSIST" inside ASSISTments. TeacherASSIST is a
component allowed teachers to create on-demand assistance
for their students as they taught the classes. Specifically, as
teachers browsed through practice materials to assign to their
students, they had an option to add their own on-demand as-
sistance to each individual problem. This approach had many
advantages. Firstly, teachers were incentivized to create on-
demand assistance since it would directly benefit their students.
Secondly, teachers were presented with the option to create
on-demand assistance only for the problems they considered
assigning to their students, so as not to overload them with
too much to do. Lastly, the on-demand assistance was guar-
anteed to be of decent quality, as they belonged to the topics
that teachers were currently teaching. Our implementation of
TeacherASSIST was shown in Figure 4.

We then investigated what types of on-demand assistance
should be supported. While we wanted to give teachers as
much flexibility as possible, giving too many choices to the
them could be detrimental and distracting [22]. We investi-
gated the three types of on-demand assistance which were
commonly available inside ASSISTments: hints, step-by-step
problem-solving, and worked examples.
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John asked 50 students in his math class to choose their
favorite food. The chart below shows the results.

Food

Number of Students

Tacos

10

Piza

5

Hot Dogs

10

French Fries

2

With these results, John decided to make a circle graph.
For this circle graph, what should be the measure of the in

the Tacos section?
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Remember, 10 students out of 50 had Tacos as their favorite food.

Remember, 10 students out of 50 had Tacos as their favorite food.

Hey! This s Ms. Jones. Let's vialk through how to solve this proble together!

As a fracton, we can represent tis as 10

As a fracton, we can represent this as 10

1

Now you need to convert 12 1o a decimal.

Remember, 10 students out of 50 had Tacos as their favorite food.

As a fraction, we can represent this as Typein72

Commenton s i

Lastly, you need to multiply 0.2 by the number of degree:

Submit Answer

2
Lastly, you need to multiply 0.2 by the number of degrees in a circl.
60- 72

— o ®

submit Ansver

Figure 2. Examples of how the students see hints (left) and explanation (middle and right) in the ASSISTments tutor. Each yellow box in the left image
represent a hint in the series. Explanations can be non-personal (middle) or personal (right).

6) Problem #¥PRABIXQ "PRABIXQ - Circle Graph - 360 Degrees in a Circle - Find Angle”
John asked 0 students in his math class to choese their
favorite food. The chart below shows the results.

Food Number of Students
Tacos 10
Pizza 8
Hot Dogs 10
French Fries 25

With these results, John decided to make a circle graph.
For this circle graph, what should be the measure of the in
the Tacos section?

® Explanation

Hint(s)
File= Edit~ Insei~ View~ Format~ Table~ Tools ~

12pt -B 7 US E=== E-E-A-A-
& & B H v C Q x ¥ @& | |5

Enter your explanation text here.

Cancel

Figure 3. Teachers can choose to create a set of hints or an explanation
for any problems of their choice.

Food Number of students
o

e p——TALC)

Figure 4. The interface where teachers find and assign a subset of prob-
lems inside a problem set without (left) and with (right) the option to
create on-demand assistance for their students
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1. Hints are a series of helpful messages that provide students
with some information they need in order to solve a problem.
Hints are usually given to students one at a time when
requested. This means after students see each hint, they
can attempt to solve the problem right away to show that
they’ve learned the materials. Many systems take away a
portion of partial credits if they request for hints.

2. Step-by-step problem solving or "scaffolding" problems
is a type of on-demand assistance that breaks the original
problems into smaller steps. The system will walk the stu-
dents through each smaller step until the students reach the
final "step" problem, which answers the original problem.
This allows students with low prior knowledge or struggling
students to learn how to solve complicated problems by
filling their missing knowledge as they work on scaffolding
problems. [19].

3. Worked examples provide full explanations on how to solve
the similar problems, and sometimes the problem itself,
from the beginning to the final answer. This type of on-
demand assistance is analogous to teachers teaching stu-
dents how to solve problems by demonstration.

We interviewed several teachers and educational researchers
to find out the advantages and disadvantages of different types
of on-demand assistance. In our final design, TeacherASSIST
only allowed teachers to create hints and explanations, and
not scaffolding problems. Creating scaffolding problems was
complicated and time consuming, which is at odds with the
narrative that teachers quickly create on-demand assistance as
they assign problems to their students. In addition, even when
the original problem is broken into smaller sub-problems, it is
not uncommon for teachers to find struggling students stuck
inside the "step" problems due to knowledge gaps.

The other two types of on-demand assistance, hints and ex-
planations, have different advantages and disadvantages. On
one hand, many teachers expressed that explanations were the
easiest and fastest to create, as they had already been doing
it while teaching. On the other hand, many educational re-
searchers and teachers preferred hints to explanations since
hints allowed students to demonstrate learning within a prob-
lem. However, teachers reported that it was harder to create
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hints in many topics without giving away the answer itself.
It is also important to note that on-demand assistance is not
limited to text; teachers were also allowed to include images,
tables, and any types of formatting (Figure 3) and multimedia
such as videos (Figure 2).

On-Demand Assistance Distribution

Before we distributed on-demand assistance, there were three
major concerns we had to address. The first concern was
privacy. While many teachers would not hesitate to create
on-demand assistance for their own students, not as many felt
comfortable sharing their on-demand assistance to students
outside of their classes, especially if they included videos of
themselves. Many teachers may not want to use on-demand
assistance created by other teachers due to a different approach
to solve the problems, which was the second concern. Lastly,
as educational researchers, we wanted to be able to measure
the quality of crowd-sourced on-demand assistance and to
understand why each type of support suited different students
through randomized controlled experiments.

In addition to the three concerns, there were three additional
requirements that we considered to be most important. First,
we needed to ensure that, if the teachers created on-demand
assistance, their students must be guaranteed to receive them,
regardless of what kinds of experiments were running and
which other on-demand assistance is available. Second, since
our main goal was to help students by providing them on-
demand assistance as they are working on their assignments, it
was important that such on-demand assistance be given out to
as many students as possible. Third, we wanted to maintain the
ability to conduct randomized control trials improve content
as well as better on-demand assistance strategies.

As aresult, we chose an approach similar to how new users in
Wikipedia are promoted into confirmed and extended confirm
users based on their activities [26]. For regular teachers, they
can create any on-demand assistance for any problems. To
address the first and second concern, such on-demand assis-
tance will only be available to students in their own classes.
Of those teachers, we searched for teachers who had regularly
created on-demand assistance for their students and corrected
any mistakes they found. With their consent, TeacherASSIST
would re-distributed on-demand assistance created by starred
teachers to students outside of their classrooms. This allowed
us to scale-up on-demand assistance, addressing our second
requirement. In order to satisfy the remaining concern and
requirements, we came up with the distribution algorithm (Fig-
ure 5) that could run randomized controlled trials to determine
the effectiveness of starred teachers’ on-demand assistance.

Randomized Controlled Trials

TeacherASSIST was deployed in December 2017. We started
promoting teachers to starred teachers in June 2018. Five
teachers were promoted to starred teachers in 2018. Afterward,
we started distributing starred teachers’ on-demand assistance
on October 10, 2018. The randomized controlled trial (named
the "pilot experiment") started on the same date to answer
RQ2. In 2019, we increased the number of starred teachers to
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Algorithm 1: Selecting Which Tutoring to Give to Students

Input: Student §, Problem P, §'s Teacher T;, Starred Teachers
Tetarred .
Uutput: The tutoring that 5 will receive for prnblcm P
if T, has tutoring for F then
return tutoring created by Ts for P;
end
tULOTINgSP st grred
if size(tutoringsp starred)
return nothing;

all mtorings created by Typgrreg for P
0 then

else if size{tutoringsp cporred) 1 then
Rrd = RandomIntinelusive(1,10:0);
if Knd = 10 then
refturn nothing:

else
return tutoringsp, cparred[1]:
end
clse
Rnad = RandomintInchusive(l, size(futoringsp srarred)):

Tetur CUIOTiNgSp oo R0
end

Figure 5. The algorithm we used for selecting which on-demand assis-
tance should be given to a student for a given problem.

nine and repeated the same randomized controlled trial (named
"the repeated experiment") again to answer RQ3.

Specifically, the pilot experiment was conducted from August
9, 2018 to December 31, 2018 (corresponding to fall term of
2018). In this experiment, we compared crowd-sourced on-
demand assistance (experimental condition) to simply giving
the student the answer (control condition). For each problem
with crowd-sourced on-demand assistance, the students were
randomly assigned to one of the conditions at the problem-
level. In other words, students could be in the control group
for one problem, and in the experimental group for the next
problem. We decided to use 9:1 as the ratio between the
experimental condition and the control condition since we
wanted to provide assistance to as many students as possible,
and similar published works have shown similar on-demand
assistance increases student learning. The repeated experiment
was conducted and analyzed in the exact same manner as the
pilot experiment, except it was conducted from January 1,
2019 to September 30, 2019 (corresponding to spring term
and summer term of 2019).

When students worked on their assigned problems inside AS-
SISTments, they could see if there were on-demand assis-
tance available before they requested it as seen in Figure 1.
Specifically, if hint messages are available, students would
see a button labeled "Show hint X of Y," where Y is the to-
tal number of hint messages available and X denotes which
hint message will be given next. If no on-demand-assistance
is available, the "Show answer" button will be displayed in-
stead. Thus, we could not choose to analyze only students
who requested for on-demand assistance since every student
experienced the difference between condition, i.e. different
buttons and corresponding partial credit costs, before receiv-
ing the treatment (i.e. requesting for on-demand assistance).
Instead, we must first analyzed all students assigned to the
control conditions and the experimental condition regardless
of whether they actually requested for the assistance or not (we
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called this "intention-to-treat analysis"). After we determine
that the button difference does not cause students in two con-
ditions to behave significantly differently, we would then be
able to analyze only students who request for assistance in the
experimental condition or the answer in the control condition
(we called this "treated analysis").

In the following section, we refer to the problems of where
crowd-sourced on-demand assistance appeared as "RCT prob-
lems," and the math problems that the students worked on
immediately after the RCT problems as "next problems." It is
important to note that, for different students, the next problems
were not guaranteed to be the same. In fact, for some RCT
problems, the next problems may be in a different assignment,
worked on a different day by the student. We will also use
the term "ask for help" to refer to both students requesting
on-demand assistance (experimental condition) and students
requesting for the answer (control condition).

In this work, we only analyzed data where both RCT problem
and the next problem come from to the same assignment.

In order to measure the quality of crowd-sourced on-demand
assistance, we looked at 4 next-problem dependent measures.

1. "next problem correct first try": did the students answer
the next problem correctly on their first try without using
assistance or asking for the answer?

. "next problem ask for help": did the students request for
assistance or the answer during the next problem?

3. "next problem stop out": did the students give up solving
the next problem?

. "next problem attempt count": the number of attempts the
student made during the next problem.

Our hypothesis was that the crowd-sourced on-demand assis-
tance improved students learning. Students should be able
to correctly answer the next problems more and ask for help
less as they no longer need them. We did not expect a single
problem-solving session to drastically change stop out rate
or next problem attempt count. These two measures were
included in the analysis to ensure that the differences between
the correctness and help usages in the control condition and
the experimental condition, if detected, were not caused by
one of the conditions causing students to disproportionately
give up on the next problems.

RESULTS

Overall Usage of TeacherASSIST

We investigated whether TeacherASSIST was able to incen-
tivize teachers to create on-demand assistance. By the end of
2019-2020 academic year, three years after TeacherASSIST
was deployed, we found that 146 different teachers had used
TeacherASSIST to create 40,292 instances of on-demand as-
sistance for 25,957 distinct problems across different curricula,
16,493 of which belong to our 9 starred teachers. Out of 146
teachers, 29 teachers had created more than 50 instances of
assistance and 14 of those teachers created more than 1,000
instances of assistance over three years.
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To put the number in perspective, in 2017-2018 academic year,
132,738 distinct problems were assigned inside ASSISTments,
only 38,194 of which had non-TeacherASSIST on-demand
assistance. Of those problems, 27,094 more instances of on-
demand assistance were created through TeacherASSIST, in-
creasing the number of on-demand assistance by 70%.

Pilot Experiment

To measure how effective crowd-sourced on-demand assis-
tance was (RQ2), we analyzed logged data of students who
received on-demand assistance. We obtained problem log
data from ASSISTments. For the duration of pilot experiment,
there were 1,795 instances of on-demand assistance created for
1,787 unique problems. Out of instances of 1,795 on-demand
assistance, 1,546 were explanations and 248 were hints. There
were 142,010 problems solved in the randomized controlled
trial, 128,153 of which received crowd-sourced teacher on-
demand assistance and 13,857 of which only the answer was
available. Our dataset is publicly available here [17].

Availability and Usages

Table 1 shows the availability and usages of teacher-created
on-demand assistance and the crowd-sourced on-demand assis-
tance. We found no significant difference between the percent-
age of students in the control condition and the experimental
condition who answered the RCT problems correctly on their
first try without asking for on-demand assistance (p > 0.05).
Similarly, we found no significant difference between the per-
centage of students who requested crowd-sourced on-demand
assistance (experimental) and students who requested for the
answer (control) (p > 0.05).

Effects on Next Problems

To analyze the effects of crowd-sourced on-demand assistance
on the next problems, we conducted the intention-to-treat
(ITT) analysis. An intention-to-treat analysis is an analysis
in which everyone who participated in the RCT is included
in the analysis regardless of their scores, characteristics, and
interaction with the intervention inside the RCT. Since our
dataset was a problem-student level (i.e., a log of a student
solving a problem), each observation was not independent
(because one student solved multiple different problems and
one problem was solved by multiple different students). Using
t-test directly on the problem-student level would violate the
independence observation assumption of t-test. Instead, we
aggregated observations into 1) problem-level and 2) student-
level, applied paired t-test on the aggregated observations, and
reported the result of both aggregation methods for both the
intention-to-treat and treated analysis. Since we performed
multiple t-tests, we used the Benjamini-Hochberg procedure
to obtain corrected p-values to reduce false positive.

In addition to the intention-to-treat analysis, we also looked
at treated analysis. Treated analysis, in contrast with ITT
analysis, only looks at participants who interact with the inter-
vention or treatment. In our work, the treated analysis means
that we would only look at students who asked for help while
they worked on the RCT problem. The reason we also con-
ducted the treated analysis was because a large majority of the
students (67%) in both conditions were able to answer the RCT
problems on their first try without requesting any on-demand
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number of number of problems correctly number of problems where students
problems solved | solved on first try (percent) | requested for assistance or answer (percent)
teacher’s own class 29049 19709 (67.84%) 4857 (16.72%)
control 13857 9377 (67.67%) 2271 (16.38%)
experimental 128153 86877 (67.79%) 20925 (16.32%)

Table 1. A table showing the availability and usages of teacher-created on-demand assistance and the crowd-sourced on-demand assistance.

next problem ctrl exp. t- p- corrected next problem ctrl exp. t- p- corrected
dependent var. | mean | mean | stat | value | p-value dependent var. | mean | mean | stat | value | p-value
correct firsttry | 0.65 | 0.66 | -0.86 | 0.39 0.74 correct firsttry | 0.39 | 0.40 | -0.80 | 0.42 0.42
ask for help 0.17 | 0.16 | 0.86 | 0.39 0.74 ask for help 046 | 043 | 225 | 0.02 0.10
stop out 0.03 | 0.03 | 048 | 0.63 0.74 stop out 0.03 | 0.03 | -0.85 | 0.40 0.42
attempt count 1.53 | 1.52 | 033 | 0.74 0.74 attempt count 1.86 | 1.91 | -1.04 | 0.30 0.42

Table 2. Pilot Experiment: problem-level paired t-test intention-to-treat
analysis on student next problem dependent variables using t-test and
Benjamini-Hochberg. The number of unique problems = 1293

next problem ctrl | exp. t- p- | corrected
dependent var. | mean | mean | stat | value | p-value
correct firsttry | 0.63 | 0.63 | -1.35 | 0.18 0.23
ask for help 0.18 | 0.17 | 2.31 | 0.02 0.08
stop out 0.03 | 0.03 | -0.81 | 0.42 0.42
attempt count 1.57 | 1.53 | 1.90 | 0.06 0.11

Table 3. Pilot Experiment: student-level paired t-test intention-to-treat
analysis on student next problem dependent variables using t-test and
Benjamini-Hochberg. The number of unique students = 4181

assistance. In addition, only a small portion of the students
(16.7%) asked for help. This means the main difference be-
tween conditions (crowd-sourced on-demand assistance vs.
answer) could be observed only on a small fraction of the
students. Thus, in order to detect the effects in ITT analysis,
the effects of the on-demand assistance must be very large to
avoid being overshadowed by most of the samples that were
not treated.

Intention-to-Treat Analysis

Table 2 and 3 shows the problem-level and student-level
intention-to-treat analysis of the effect of crowd-sourced on-
demand assistance using paired t-test. We found no signifi-
cant difference between any next problem dependent mea-
sures using 5% false positive rate (alpha = 0.5) for Ben-
jamini—-Hochberg procedure. This is expected according to
since Table 1 shows that, of all logged solved problems, more
than 60% of the time students were able to solve the prob-
lems correctly on their first attempt without using on-demand
assistance. In addition, students requested for on-demand as-
sistance less than 20% of the time. In another word, a large
majority of the students did not experience the difference be-
tween the control condition and the experimental condition.

Treated Analysis

Table 4 and Table 5 show the paired t-test of problem-level
and student-level treated analysis of the effect crowd-sourced
on-demand assistance. We found that, after applying Ben-
jamini—Hochberg procedure, students who saw the on-demand
assistance were less likely to request for more on-demand
assistance in the next problem with statistical significance
(corrected p-value < 0.01). This result can be interpret as
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Table 4. Pilot Experiment: problem-level paired t-test treated analy-
sis on student next problem dependent variables using t-test and Ben-
jamini—-Hochberg. The number of unique problems = 620

next problem ctrl exp. t- p- corrected
dependent var. | mean | mean | stat | value | p-value
correct firsttry | 0.39 | 0.41 | -1.50 | 0.13 0.23
ask for help 045 ] 041 | 3.39 | <0.01 <0.01
stop out 0.03 | 0.04 | -047 | 0.64 0.64
attempt count 191 | 1.85 | 1.35 | 0.18 0.23

Table 5. Pilot Experiment: student-level paired t-test treated analy-
sis on student next problem dependent variables using t-test and Ben-
jamini—-Hochberg. The number of unique students = 1256

either a positive or a negative effect of crowd-sourced on-
demand assistance on learning. Students may either 1) learned
enough to be able to solve the next problem, thus additional
on-demand assistance was not needed, or 2) did not feel like
on-demand assistance helps (e.g. of poor quality) and decided
that requesting for any more on-demand assistance was not
worth the partial credit cost. Using only the result data from
the pilot experiment, we hypothesize that it was more like that
crowd-sourced on-demand assistance had a positive impact on
learning since, in addition to being well-supported by litera-
ture, while not statically significant, the percent of students
in the experimental condition who answered their problem
correctly on their first try is higher than that of the control, as
well as with slightly lower attempt count.

Repeated Experiment

Using our data from the pilot study, we hypothesize that crowd-
sourced on-demand assistance was of acceptable quality to im-
prove student learning, causing them to answer more problems
correctly while requiring less additional on-demand assistance.
From January 1, 2019 to September 30, 2019, there were
232,248 problems solved in the randomized controlled trial,
208,987 of which received crowd-sourced teacher on-demand
assistance and 23,261 of which only the answer was available.
In said solved problems, 3,515 unique problems were solved
with 3,698 distinct instances of on-demand assistance. Out of
said on-demand assistance, 2,475 were explanations and 1,222
were hints. Similar to the pilot study, we found no significant
difference between the percentage of students in the control
condition and the experimental condition who answered the
RCT problems correctly on their first try without asking for
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next problem ctrl | exp. t- p- corrected
dependent var. | mean | mean | stat | value | p-value

next problem ctrl | exp. t- p- | corrected
dependent var. | mean | mean | stat | value | p-value

correct firsttry | 0.62 | 0.63 | -2.29 | 0.02 0.04

correct firsttry | 0.36 | 037 | -1.41 | 0.16 0.32

ask for help 0.20 | 0.19 | 3.65 | <0.01 <0.01

ask for help 0.49 | 047 | 2.54 | 0.01 0.04

stop out 0.03 | 0.02 | 147 | 0.14 0.19

stop out 0.03 | 0.03 | 0.01 | 1.00 1.00

attempt count 1.60 | 1.58 | 0.85 | 0.39 0.39

attempt count 1.95 | 1.92 | 1.00 | 0.32 0.42

Table 6. Repeated Experiment: problem-level paired t-test intention-to-
treat analysis on student next problem dependent variables using t-test
and Benjamini—-Hochberg. The number of unique problems = 2379

next problem ctrl exp. t- p- corrected
dependent var. | mean | mean | stat | value | p-value

correct firsttry | 0.65 | 0.65 | -1.59 | 0.11 0.15

ask for help 0.17 | 0.16 | 1.65 | 0.10 0.15

stop out 0.02 | 0.02 | 1.14 | 0.25 0.25

attempt count 1.60 | 1.55 | 2.86 | <0.01 0.02

Table 7. Repeated Experiment: student-level paired t-test intention-to-
treat analysis on student next problem dependent variables using t-test
and Benjamini-Hochberg. The number of unique students = 6945

on-demand assistance (p > 0.05). We also found no significant
difference between the percentage of students who requested
for crowd-sourced on-demand assistance (experimental) and
students who requested for the answer (control) (p > 0.05).

Intention-to-Treat and Treated Analysis of the Repeated Ex-

periment

Interestingly, several tests from the intention-to-treat anal-
ysis are statistically significant even after using Ben-
jamini—-Hochberg with alpha = 0.05. Specifically, Table 6
shows that when aggregated on the problem level, students
in the experimental condition were more likely to answer the
next problems correctly on their first attempt as well as ask-
ing for less on-demand assistance on their next problem than
students in the control condition (corrected p-value = 0.04
and <0.01, respectively). In addition, Table 6 showed that
when aggregated on the student level, students in the experi-
mental condition were more likely to have a smaller number
of attempts than students in the control (corrected p-value =
0.02). Since inside ASSISTments, students were required to
answer the problem correctly before they could move on to
the next problem, a lower number of attempts meant students
reached the correct answer faster on average, given there was
no change in other dependent measures.

As for the treated analysis, the result aligned with the result of
our pilot experiment. Table 8 and Table 9 show that the stu-
dents in the experimental conditions asked for less on-demand
assistance in the next problem (corrected p-value = 0.04 and
correct p-value < 0.01 for problem-level and student-level ag-
gregation, respectively). While not statistically significant,
students in the experimental condition were more likely to an-
swer the next problems correctly on their first attempt as well
as asking for less on-demand assistance on their next problem
than students in the control condition similar to the results
we obtained from the pilot study and the intention-to-treat
analysis.
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Table 8. Repeated Experiment: problem-level paired t-test treated anal-
ysis on student next problem dependent variables using t-test and Ben-
jamini—-Hochberg. The number of unique problems = 1312

next problem ctrl exp. t- p- corrected
dependent var. | mean | mean | stat | value | p-value

correct first try | 0.38 | 0.40 | -1.86 | 0.06 0.08

ask for help 0.46 | 0.42 | 3.25 | <0.01 <0.01

stop out 0.03 | 0.03 | -0.68 | 0.50 0.50

attempt count | 2.06 | 1.97 | 2.15 | 0.03 0.06

Table 9. Repeated Experiment: student-level paired t-test treated anal-
ysis on student next problem dependent variables using t-test and Ben-
jamini—-Hochberg. The number of unique students = 1955

CONCLUSION

In this work, we designed and implemented a mechanism that
allows online learning platforms to crowd-source on-demand
assistance from teachers. We developed this scheme in close
collaboration with teachers and educational researchers to en-
sure that it is both convenient and beneficial to teachers, while
remain open enough for researchers to conduct meaningful
research.

To answer RQ1, we interviewed teachers and subject-matter
experts to find out what are the features and requirements
expected of on-demand assistance crowd-sourcing system,
TeacherASSIST. Teachers wanted the system to improve stu-
dent learning without overtaxing them and without additional
work. Educational researchers wanted to be able to investigate
the effectiveness of different kinds of on-demand assistance.
Our ability to conduct RCTs for RQ2 and RQ3 shown that
researchers can use TeacherASSIST to investigate the effec-
tiveness of different kinds of on-demand assistance. While
TeacherASSIST was designed and implemented inside AS-
SISTments, the core design and algorithm are applicable to
other platforms that support on-demand assistance and content
creation. Originally, only 38,194 of 132,738 distinct problems
assigned inside ASSISTments in 2017-2018 academic year
had on-demand assistance. By the end of 2019-2020 academic
year, 27,094 instances of on-demand assistance were created
for those problems through TeacherASSIST, starred teachers
and otherwise. When we looked outside of the 2017-2018
dataset, we found a total of 40,292 instances of on-demand
assistance across 25,957 distinct problems in different curric-
ula, 16,493 of which belong to our 9 starred teachers. We also
found that 14 teachers used TeacherASSIST heavily, creating
more than 1,000 instances of assistance over three years.

To answer RQ2, we conducted the pilot RCT from August
9, 2018 to December 31, 2018. We found that students who
requested the crowd-sourced on-demand assistance were re-
liably less likely to require additional assistance in the next
problem. While the effect was small, it was expected since
the experiment was conducted on the problem-level. Students
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who requested on-demand assistance were also more likely to
correctly answer the next problem on their first attempt with
lower overall average number of attempts, though it was not
statistically significant.

To answer RQ3, we repeated the experiment we ran in RQ2
during the following academic term from January 1, 2019 to
September 30, 2019. The results of the repeated experiment
was in the same direction as RQ2, further confirm our hypothe-
sis that crowd-sourced on-demand assistance is of high quality
enough to improve student learning.

We concluded that we think the future of crowd-sourcing is
bright. While there are several other crowd-sourcing applica-
tions in education such as [27] and [25], we are the first to
crowd-source directly from active users (K-12 teachers) and
redistributed crowd-sourced contents in a live environment.
Our work serves as an evident that teachers are willing and
able to create and improve contents of learning management
systems, given that such contents are helpful to their students.
We believed that a major part of this success was due to the
fact that the designed of TeacherASSIST was heavily focused
on teachers’ need; TeacherASSIST was nicely integrated into
teachers’ routine and the on-demand assistance will directly
benefit both their current and future students.

We also published the anonymized dataset from our large-scale
randomized control trials. In this dataset, we included the data
from both our pilot and the repeated experiments. All logged
data (intention-to-treat) were included.

The code we used for analysis and datasets can be found here.
https://doi.org/10.17605/0SF.I0/EGP5F

FUTURE WORK

In this work, our analysis is limited to next problem analysis.
Ideally, we would like to measure student learning e.g. by
using pre-test and post-test. However, since our randomized
controlled trial was on an individual problem-level, it was
impossible for us to have a proper pre-test and post-test. In
order to solve that, we plan to design and run a different
randomized controlled trial that would allow us to have some
control over what the next and previous problems are using
the problem set structure.

Alternatively, we could measure student learning by using
more history and "future" information. For instance, we could
compare the students history 10 problem before and after the
RCT to get a better estimate of student learning. We would
like to also look at the effects of on-demand assistance over
multiples consecutive RCT problems as opposed to a single
RCT problem. We expect this approach to have significantly
bigger effect on student learning that what we have shown in
this work.

In term of scalability, our method to aggregate on-demand
assistance is currently naive. With better aggregation methods,
we believe that the system would be able to select a better
on-demand assistance, causing better improvement in student
learning.
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