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To Aggregate or Not? Linguistic Features in Automatic Essay Scoring and Feedback Systems
by Scott A. Crossley, Kristopher Kyle, and Danielle S. McNamara

This study investigates the relative efficacy of using linguistic micro-features, the aggregation of such features, and a combination
of micro-features and aggregated features in developing automatic essay scoring (AES) models. Although the use of aggregated
features is widespread in AES systems (e.g., e-rater; Intellimetric), very little published data exists that demonstrates the superiority
of using such a method over the use of linguistic micro-features or combination of both micro-features and aggregated features. The
results of this study indicate that AES models comprised of micro-features and a combination of micro-features and aggregated
features outperform AES models comprised of aggregated features alone. The results also indicate that that AES models based on
micro-features and a combination of micro-features and aggregated features provide a greater variety of features with which to
provide formative feedback to writers. These results have implications for the development of AES systems and for providing
automatic feedback to writers within these systems.

Introduction

Developing automatic essay scoring (AES) systems to assess writing quality is an important component of standardized testing
(Attali & Burstein, 2006), intelligent tutoring systems that focus on teaching writing (e.g., Writing-Pal, McNamara et al., 2012), and,
in some respects, classroom teaching (Warschauer & Grimes, 2008), although many scholars and teachers voice concern over the
use of AES systems in the classroom (Condon, 2013; Deane, 2013; Elbow & Belanoff, 1986; Haswell, 2006; Haswell & Ericsson,
2006; Herrington & Moran, 2001; Huot, 1996; Perelman, 2012, 2014; Wardle & Roozen, 2013). There are generally two approaches
to automatically scoring writing quality: a micro-feature approach and an aggregated feature approach. A micro-feature approach
focuses on using individual variables related to text length, lexical sophistication, syntactic complexity, rhetorical elements, and
essay structure to predict human scores of writing quality. These variables have proven to be strong indicators of essay quality
(McNamara, Crossley, & Roscoe, 2013) and can lead to relatively straightforward interpretations. However, potential concerns with
a micro-feature approach are that statistical models of essay quality may contain redundant variables (e.g., a model may contain
multiple variables of lexical sophistication) and that the developed models may not be stable or representative of larger linguistic
constructs. Thus, some scoring engines such as e-rater (Burstein, 2003; Burstein, Chodorow, & Leacock, 2004) and Intellimetric
(Rudner, Garcia, & Welch, 2005, 2006; Shultz, 2013) use aggregated features to assess writing quality. These aggregated features
are generally average combinations of theoretically related micro-features (e.g., an aggregated score for mechanics may be based on
the combination of the micro-features spelling, capitalization, punctuation, fused words, compound words, and duplicated words).
However, it is yet to be seen whether micro-features, aggregated features, or a combination of both are most predictive of human
judgments of essay quality. Thus, our primary goal in this study is to investigate the potential for scoring models based on micro-
features, aggregated scores, and a combination of both to assess human ratings of essay quality. We also explore the practicality of

using such models in delivering feedback to users in automatic writing evaluation (AWE) systems. !

To investigate the potential for using micro-features, aggregated scores, and a combination of each in AES systems, we developed
statistical scoring models using linguistic indices reported by Coh-Metrix (McNamara, Graesser, McCarthy, & Cai, 2014),
Linguistic Inquiry and Word Count (LIWC, Pennebaker, Booth, & Francis, 2007) and the Writing Assessment Tool (WAT, Crossley,
Roscoe, & McNamara, 2013; McNamara et al., 2013). To develop aggregated scores, we took a novel approach and used a principal
component analysis (PCA) to create weighted component scores (though see Attali & Powers, 2008, and Somasundaran, Burstein,

& Chodorow, 2014 for related approaches).2 PCA is ideal for this purpose because it uses co-occurrence patterns to transform
correlated variables within a set of observations (in this case a corpus of persuasive essays) to linearly uncorrelated variables called
principal components. Correlations between the individual indices and the components themselves can be used as weights from
which to develop overall component scores (i.e., an aggregated scoring model). Thus, unlike previous research, the aggregated
scores used in this study are not based on theoretical selections of averaged microfeatures, but rather on weighted statistical co-
occurrence. We use the derived component scores, the individual micro-features that inform these component scores, and a
combination of both to assess associations between human ratings of essay quality and linguistic features and develop scoring
models that can be used to inform AES systems. The variables that inform these models are discussed in terms of predictive power,
salience, and potential for use in writing feedback.

Automated Essay Scoring and Writing Evaluation

Automated essay scoring (AES) is the use of computers to predict human ratings of essay quality. AES can be helpful in both
classroom settings and in high-stakes testing by increasing reliability and decreasing the time and costs normally associated with
essay evaluation (Bereiter, 2003; Burstein, 2003; Higgins, Xi, Zechner, & Williamson, 2011; Myers, 2003; Page, 2003). In the
classroom, AES systems can provide students opportunities for evaluated writing practice in addition to the evaluation opportunities
a teacher provides (Dikli, 2006; Page, 2003). In high-stakes testing, AES is being used for assessments such as the Graduate Record
Exam (GRE) and the Test of English as a Foreign Language internet-Based Test (TOEFL iBT) in order to provide cost-effective and
reliable scores on performance assessments (Dikli, 2006).

Despite advantages of AES, some scholars have voiced a number of criticisms concerning its use. These criticisms revolve around
the idea that AES systems are not capable of scoring essays in the same manner as do human raters. AES systems, for example, are
not able to attend to essential aspects of writing such as rhetorical effectiveness, argumentation, purpose, or audience (Condon,
2013; Deane, 2013; Haswell, 2006; Haswell & Ericsson, 2006; Herrington & Moran, 2001; Huot, 1996; Perelman, 2012).
Additionally, the effectiveness of AES models has generally been limited to shorter essay types, such as those found on standardized
tests, and have been less effective in scoring more authentic writing assessments (e.g., portfolios, Condon, 2013; Elbow & Belanoff,
1986; Wardle & Roozen, 2013).
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A number of prominent AES systems are currently in use, including e-rater (Burstein, 2003; Burstein et al., 2004; Burstein et al.,
2013), Intellimetric (Rudner et al., 2005, 2006; Schultz, 2013), Intelligent Essay Assessor (IEA, Landauer, Laham, & Foltz, 2003;
Foltz, Streeter, Lochbaum, & Landauer, 2013), LightSIDE (Mayfield & Ros ¢, 2013) and Writing Pal (W-Pal, Crossley et al., 2013).
Although variation exists in the details of how the scoring models produced by AES systems function, they are developed using the
same general methods. The first step in creating a scoring model is to collect a large number of writing samples that have been given
scores by human raters. Textual features that are of theoretical interest to the construct(s) being assessed and can be reliably
identified by a computer program (e.g., grammatical accuracy, lexical sophistication, syntactic complexity, and rhetorical features)
are identified. The textual features are then calculated for each essay, and statistical models are created that use textual features to
predict human scores. These models can be specific to a writing prompt or generalized across a number of prompts (Attali &
Burstein, 2006).

Automatic writing evaluation systems (AWE) are generally built upon AES technology, but go beyond simply providing a predicted
essay quality score by giving feedback on student writing, ideally in a clear, formative manner. Despite the promise of AWE systems
to provide focused, formative feedback, some students are less likely to trust a computer system than a teacher, limiting AWE
effectiveness (Grimes & Warschauer, 2010). Additionally, many AWE systems are still focused more on summative than formative
feedback (Roscoe, Kugler, Crossley, Weston, & McNamara, 2012). Furthermore, AWE systems may not always provide effective
individualized support due to issues some writers have that are generally infrequent within a larger population of writers but
frequent to a specific writer. Nonetheless, there is some evidence that AWE systems are perceived to be effective when used at the
early stages of essay composition (Chen & Cheng, 2008).

Reliability and Accuracy of Automated Essay Scoring Systems

High levels of agreement have been reported in a number of studies between AES systems and human raters (Attali & Burstein,
2006; Landauer et al., 2003; Landauer, Laham, Rehder, & Schreiner, 1997; McNamara et al., 2013; Vantage Learning, 2003;
Warschauer & Ware, 2006; Shermis & Hamner, 2013). This agreement has been reported with regard to both correlations and
quadratic weighted Kappa, the latter of which is the current standard (e.g., Shermis & Hamner, 2013). The level of agreement
between AES systems and human raters is similar to the level of agreement between two human raters. Correlations for between
human raters and human raters and AES systems tend to range from r = .70 to r = .85 (Warschauer & Ware, 2006). Agreement with
regard to quadratic weighted Kappa range from 0.60 to 0.85 (Shermis & Hamner, 2013). Some studies have reported higher levels
of agreement between AES systems and human raters than between two human raters. Weigle (2010), for example, reported that the
two human raters in her study achieved correlations ranging from .64 - .67, while the correlations between the averaged human
scores and e-rater ranged from .76 - .81. Other systems have also reported high AES and human rater agreement such as
Intellimetric (7= .83, Rudner et al., 2006) and W-Pal (» = .81, McNamara et al., 2013).

In addition to computing correlations to measure inter-rater reliability, true agreement between human raters or between human
raters and an AES system is often reported using exact and exact/adjacent agreement. Exact agreement is the ratio of essays that are
given the same score by two raters (human or AES) to those that are given different scores (usually expressed as a percentage).
Exact/adjacent agreement is the ratio of essays that are given either the same scores or scores that only differ by one point. Exact
and exact/adjacent agreement between human raters and AES systems has been reported to be comparable to the exact and
exact/adjacent agreement between two human raters. For example, the e-rater system has been reported to achieve between 57-59%
exact agreement with human raters, as compared to 56-60% exact agreement between two human raters (Attali, 2008; Ramineni,
Trapani, Williamson, Davey, & Bridgeman, 2012). The same studies reported that exact/adjacent agreement between e-rater and
human scores ranged from 98-99%, which was higher in each study than the exact/adjacent agreement between two human raters of
97-98%. Agreement between IntelliMetric scores and human rater scores has also been high (ranging from 42%-65% exact and
92%-100% exact/adjacent agreement, Rudner et al., 2006) as have those for W-Pal (ranging from 44-55% exact and 94-96%
adjacent, Crossley, Kyle, Allen, Guo, & McNamara, in press; McNamara, et al., 2013).

Micro-features and Essay Quality

Most published investigations into the relationship between essay quality and textual micro-features have been in a second language
(L2) context, likely because L2 writers can vary greatly in terms of linguistic production and L2 writing is dependent on both
writing ability and language ability (Weigle, 2013). Many early studies did not focus specifically on AES systems, but rather on
relationships between micro-features and writing quality. These early studies were important, however, in guiding the later
development of AES systems, which occurred in the late 1990s. Micro-feature studies have reported that high-quality L2 essays
tend to be longer (e.g., Ferris, 1994; Frase, Faletti, Ginther, & Grant, 1999; Reid, 1990; Guo, Crossley, & McNamara, 2013), use
longer words (Frase et al., 1999; Grant & Ginther, 2000; Reid, 1986, 1990; Reppen, 1994) that are less frequent, less familiar, and
have fewer associations (Crossley & McNamara, 2012; Guo et al., 2013), and use more varied lexis (Crossley & McNamara, 2012;
Engber, 1995, Grant & Ginther, 2000; Jarvis, 2002; Reppen, 1994). From the perspective of syntactic complexity, high-quality L2
essays tend to use the passive voice more often (Ferris, 1994; Grant & Ginther, 2000) than lower quality L2 essays. With regard to
cohesion, findings have been mixed. In some studies, the presence of cohesive devices has been associated with higher quality L2
essays (e.g., connectives, Jin, 2001), while in more recent studies, the presence of cohesive devices has been associated with lower
quality L2 essays (e.g., lexical overlap, semantic overlap, givenness, and connectives, Crossley & McNamara, 2012; Guo et al.,
2013).

First language (L1) studies that have used micro-features to assess essay quality have found that high quality L1 essays and/or
essays written by students at a higher grade level tend to include more words and word types (Crossley, Allen, Kyle, & McNamara,
2014; McNamara, et al., 2013; Witte & Faigley, 1981), longer words, (Crossley et al., 2014), less frequent words (Crossley et al.,
2014; Crossley, Weston, McLain Sullivain, & McNamara, 2011; McNamara, Crossley, & McCarthy, 2010; McNamara et al., 2013),
less frequent bigrams (Burstein et al., 2004; Crossley, Cai, & McNamara, 2012) and include greater lexical diversity (Crossley,
Weston et al., 2011; McNamara et al., 2010, McNamara et al., 2013). With regard to word information, essays that are of higher
quality or written by more advanced writers tend to be more concrete (Crossley, Weston et al., 2011), and more imageable, but
contain fewer associations (McNamara et al., 2013). Higher quality/more advanced essays also tend to be more syntactically
complex. For example, they tend to have more T-units per sentence (i.e., a main clause and dependent clause combined, Yang, Lu, &
Weigle, 2015), T-units with more words (Witte & Faigley, 1981), and more clauses per T-unit (Yang et al., 2015), but fewer clauses
(Beers & Nagy, 2009) that are longer (Yang et al., 2015). In addition, higher quality/more advanced essays tend to have more
modifiers per word phrase, more modifiers per noun phrase (Crossley, Weston, et al., 2011), include more words before the main
verb (McNamara et al., 2010), more prepositions, more instances of subordination, more passives (Connor, 1990), fewer base forms
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of verbs (Crossley, Roscoe, McNamara, & Graesser, 2011), and more negations (Crossley et al., 2014). In terms of cohesion, higher
quality/more advanced essays also tend to include a higher ratio of given to new information (McNamara et al., 2013; Crossley,
Roscoe, et al., 2011), less content word overlap (Crossley, Weston, et al., 2011), and fewer positive logical connectives (Crossley,
Weston, et al., 2011), though some studies (e.g., Witte & Faigley, 1981) have found that high quality essays contain more cohesive
ties. Advanced academic student writing also includes more approximate hedges, glosses, concessions, and expressions indicating
contrasts than less advanced student writing (Aull & Lancaster, 2014). In general, the findings from these studies indicate that
micro-features related to lexical sophistication, syntactic complexity, and, to some degree, cohesion can be used to distinguish high
proficiency from low proficiency essays.

Aggregated Features and Essay Quality

In contrast to research concerning the relationship between micro-features and essay quality, less research explicitly discussing the
relationship between aggregated features and essay quality has been published even though at least two prominent AES systems rely
on aggregated features to inform scoring models: e-rater and Intellimetric. e-rater, for instance, uses aggregated feature scores to
assign essay scores for the GRE and TOEFL exams. Depending on whether a prompt-specific or general scoring model is used, e-
rater creates scores based on 7-8 aggregated scores or macro-features including grammar, usage, mechanics, style, organization,
development, lexical complexity, and topic-specific vocabulary usage (Enright & Quinlan, 2010; Attali & Burstein, 2006; Burstein,
Tetreault, & Madnani, 2013). Each macro-feature is comprised of a number of micro-features. The macro-feature usage, for
example, is comprised of the micro-features article errors, confused words, incorrect word forms, faulty comparisons, and non-
standard verbs or word forms (Enright & Quinlan, 2010). A review of the pertinent literature indicates that the micro-features that
inform the aggregated scores discussed above are theoretically selected and that micro-feature counts are evenly averaged to
calculate the aggregated score (Enright & Quinlan, 2010; Attali & Burstein, 2006; Burstein, Tetreault, & Madnani, 2013).
Intellimetric (Rudner et al., 2006) also uses aggregated scoring models to assess essay quality. Over 300 micro-features are
calculated for each essay, which are aggregated into five macro-features, including focus and unity, organization, development and
elaboration, sentence structure, and mechanics and conventions (Dikli, 2006; Schultz, 2013). It is unclear how the microfeatures in
Intellimetric are combined into aggregated scores. Despite the use of aggregated feature in AES systems such as e-rater and
Intellimetric, and a large body of research describing the effectiveness of these tools (e.g., Shermis & Hamner, 2013), relatively little
specific information regarding the micro-features used to create the aggregated models or the manner in which the features are
aggregated has been published.

Method

This study investigated the potential for automated linguistic indices to be combined into component scores through a principal
component analysis (cf., Attali & Powers, 2008; Somasundaran et al., 2014). Our goal was to develop aggregated constructs that
might better assess writing quality (e.g., Attali & Burstein, 2006). The study also investigated whether these component scores alone
are an improvement to only using individual linguistic indices (i.e., micro-features) or if a combination of micro-features and
component scores can best explain human ratings of essay quality. To accomplish this, we conducted a principal component analysis
(PCA) using a number of natural language processing indices reported for a corpus of essays to examine if these indices co-occur
with one another. Based on co-occurrence, we developed component scores and tested these scores in a regression model to predict
human judgments of essay quality. We then developed models of essay scoring using micro-features alone and micro-features
combined with the component scores to compare differences between the approaches. The development of component scores based
on linguistic features may prove beneficial in providing summative feedback to users in an automatic writing evaluation (AWE)
system. More importantly, because component scores report on larger linguistic constructs, they have the potential to provide more
accurate formative feedback to students in AWE systems, which may assist them in successfully revising essays.

Corpus

We used a generic corpus comprised of 997 persuasive essays. All essays were written within a 25-minute time constraint. The
essays were written by students at four different grade levels (9th grade, 10th grade, 12th grade, and college freshman) and on nine
different persuasive prompts (Appendix A presents example prompts and assignments and Appendix B presents example essays).
The students came from five different geographical regions in the United States. The majority of the essays were typed using a word
processing system. A small number were hand written and were subsequently transcribed. Details for the corpus are provided in
Table 1. We divided the corpus into a training set and a test set following a 67/33 split (Witten, Frank, & Hall, 2011). Thus, we had a
training set of 673 essays and a test set of 304 essays. The training set was used to develop scoring models while the test set was
used to assess how well the models worked on an independent data set.

Table 1: Descriptive statistics for corpus

Short prompt n Grade level Region
Competition 64 9th-11th Arizona
Competition |126 |10th ‘Washington, D.C.
Fame |133 |10th |Washington, D.C.
|Fitting In |35 |First-year college |Tennessee
|Her0es || 158 ||First»year college “Mississippi
Images | 64 | Oth-11th ‘ Arizona

Images 126 10th Washington, D.C.
Memories 45 Oth-11th New York
Optimism 56 Oth-11th (New York
Uniqueness 155 First-year college Mississippi
‘Winning 35 First-year college Tennessee
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Human scores

Two expert raters with at least 2 years of experience teaching freshman composition courses at a large university rated the quality of
the essays using a standardized SAT rubric (http://sat.collegeboard.org/scores/sat-essay-scoring-guide). The SAT rubric generated a
rating with a minimum score of 1 and a maximum of 6. A high-scored essay, according to the rubric generated a strong point of
view and demonstrated critical thinking. Linguistically, a high-scored essay was coherent with a clear focus, smooth progression of
ideas, and strong organization. In addition, a highly scored essay used a variety of accurate and apt vocabulary, provided appropriate
examples, reasons, and evidence, and demonstrated syntactic variety. Raters were informed that the distance between each score was
equal. The raters were first trained to use the rubric with 20 similar essays taken from another corpus. Once they reached agreement
of =70, they scored the essays in the corpus independently. The final interrater reliability for all essays in the current corpus was r

> .74. Final weighted Kappa for the two raters was .739.3 The raters displayed exact agreement in 59% of the cases. The raters
displayed adjacent agreement 39% of the time. In total, exact-plus-adjacent ratings occurred 98% of the time between the expert
raters. The mean score between the raters was used as the final value for the quality of each essay. The mean score for the essays
was 3.03 and the median score was 3. The scores were normally distributed.

Natural Language Processing Tools

We selected 211 linguistic indices from three natural language processing (NLP) tools: Coh-Metrix (Graesser, McNamara,
Louwerse & Cai. 2004; McNamara et al., 2014), Linguistic Inquiry and Word Count (LIWC, Pennebacker et al., 2007), and the
Writing Assessment Tool (WAT, Crossley et al., 2013; McNamara et al., 2013). These indices measured text cohesion (e.g.,
incidence of connectives, word overlap between sentences), lexical sophistication (e.g., word frequency, word familiarity, word
concreteness), situational cohesion (e.g. causal, temporal, and spatial cohesion), syntactic complexity (e.g., phrasal and clausal
complexity), n-grams accuracy and frequency (e.g., bi- and tri-grams), text relevance (e.g., overlap with prompt terms and key
words in essays), rhetorical strategies (e.g., discourse cue words and terms), grammar (e.g., tense and aspect), psychological terms,
(e.g., negative and positive emotional words, cognitive words), and personal terms (e.g., terms related to religion, money, and
death). These tools and the indices they report on are discussed briefly below. We refer the reader to Crossley et al., (2013);
McNamara et al. (2013), McNamara et al. (2014), and Pennebaker et al. (2007) for further information about the tools.

Coh-Metrix. Coh-Metrix is a computational tool that measures a number of text features related to syntactic difficulty, lexical
sophistication, text structure, and cohesion. Coh-Metrix integrates lexicons, pattern classifiers such as topic sentence identifiers,
part-of-speech taggers, syntactic parsers, shallow semantic interpreters such as Latent Semantic Analysis, and other NLP
components that have been developed to analyze text characteristics. The indices reported by Coh-Metrix are primarily related to
text difficulty and include indices of local and global cohesion. For instance Coh-Metrix uses Latent Semantic Analysis (Landauer,
McNamara, Dennis, & Kintsch, 2007; McNamara et al., 2012) to measure semantic similarity between sentences and paragraphs,
and to provide an index of text givenness (i.e., the amount of information that is recoverable or repeated from the preceding
discourse, Hempelmann, Dufty, McCarthy, Graesser, Cai, & McNamara, 2005). Coh-Metrix also reports on lexical overlap indices
between sentences (nouns, content words [nouns, verb, adjectives, and adverbs], word stems, and arguments [word, word stems, and
pronouns]) along with a number of type-token ratio indices (D; Malvern, Richards, Chipere, & Duran, 2004; MTLD; McCarthy &
Jarvis, 2010) and connective counts. The tool also reports on lexical sophistication (e.g., CELEX word frequency, average syllable
per words, MRC indices related to imageability, concreteness and meaningfulness, Coltheart, 1981; WordNet indices related to
hypernmy and polysemy, Fellbaum, 1998), situational cohesion (e.g., temporal, causal, and spatial cohesion), part of speech (POS)
tags (nouns, verbs, adjectives, infinitives, prepositions, determiners) and phrasal tags (e.g., noun, verb, adjective, preposition, and
adverb phrases), syntactic complexity (e.g., incidence of subordinate clauses, phrase length, mean number of words before the main
verb, and a replication of the Biber tagger, Biber, 1988), and syntactic similarity (e.g., the uniformity and consistency of syntactic
constructions in the text at the clause, phrase, and word level), and basic text measures (e.g., text, sentence, and paragraph number
and length, type counts).

LIWC. LIWC reports on words and terms for grammatical variables, psychological variables (e.g., social, affective, and cognitive
word incidence scores), and personal variables (leisure, work, religion, home, and achievement word incidence scores).
Grammatical categories include pronouns, negation, function words, auxiliary verbs, articles, and words related to past, present, and
future. Affective variables reported by LIWC relate to emotion words such as sadness, anxiety, and anger. Cognitive categories are
related to certainty, inhibition, and inclusion/exclusion, while personal variable measure the incidence of words related to social
items such as friends and family.

Writing Assessment Tool. WAT represents the state-of-the-art in computational tools and computes linguistic features specifically
developed to assess student writing. These features include indices related to global cohesion (e.g., LSA semantic overlap between
paragraph types such as essay introductions, body paragraphs, and conclusion and verb cohesion), lexical sophistication (e.g.,
academic words, vague nouns), topic development (e.g., key word use in essays), topic relevance (i.e., LSA semantic similarity
between prompt and essay), n-gram use (e.g., bi-gram and tri-gram accuracy, frequency, and proportion scores, Crossley et al.,
2012), and rhetorical features (e.g., amplifiers and emphatics [extremely, definitely], discourse connectors [conjuncts], and
downtoners and hedges [slightly, somewhat, almost]).

Statistical Analysis

To compute the component scores, we adopted an approach similar to Graesser, McNamara, & Kulikowich (2011). We conducted a
principle component analysis (PCA) to reduce the number of indices selected from the NLP tool to a smaller set of components,
each of which is comprised of a set of related features. The PCA clustered the indices into groups that co-occurred frequently within
the texts allowing for a large number of variables to be reduced into a smaller set of derived variables (i.e., the components).

For inclusion into a component, we set a conservative cut off for the eigenvalues to ensure that only strongly related indices would
be included in the analysis. For inclusion in the analysis, we first checked that all variables were normally distributed. We then
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controlled for multicollinearity between variables (defined as » > .90) so selected variables were not measuring the same construct.
After conducting the factor analysis, we then used the eigenvalues in the selected components to create weighted component scores.
These component scores were then correlated against the human essay scores to examine potential associations with essay quality.

The component scores that demonstrated a significant correlation and at least a small effect size (» > .100) were then used in a
regression analysis to model the human scores of essay quality. Those component scores that demonstrated significant correlations
with the human scores in the training set were retained as predictors for the regression analysis. Using stepwise method, the
component scores were next regressed against the holistic scores for the training set essays with the human scores as the dependent
variable. The regression model weights were then applied to the essays in the test sets to predict the holistic scores. We report on the

rand R? values, which provide us with an estimate for the amount of variance in the human scores that the model explains and a
measure to compare the results of the regression model to the human raters (i.e., comparing the r values between the human raters
and the model). The model from this regression analysis was then applied to the held back essays in the test set to assess how well
the model worked on an independent set of essays (i.e., how generalizable the model is to essays it was not trained on).

We also report exact and adjacent matches between the model and the human score. The premise behind such an analysis is that a
score that is only off by one point (i.e., adjacent accuracy) is more acceptable than a score that is off by 2 or more points and, in
human rating, generally scores that are one-point different are averaged, while scores that are two or more points off require
adjudication (Attali & Burstein, 2006; Dikli, 2006; Rudner et al., 2006; Shermis, Burstein, Higgins, & Zechner, 2010). We rounded
all half scores to convert them to integers. This rounding meant that all half scores were rounded up such that a 4.5 became a 5. For
the exact scores, we calculated a quadratic weighted kappa, which allowed for comparisons between the human scores and the
regression model scores. Similar regression methods were used for the micro-feature only analysis and then for the combined micro-
feature and component score analysis.

Results

Assumptions for Principle Component Analysis

Of the 211 selected variables, 68 were not normally distributed and were removed from the analysis. The majority of these variables
were bag-of-word counts taken from LIWC or the Biber tagger found in Coh-Metrix. In both cases, the words that informed the
variables were highly infrequent in the essays leading to positively skewed distributions. Of the remaining variables, an additional
20 variables were removed because of strong multicollinearity with another variable. After controlling for both normal distribution
and multicollinearity, we were left with 123 variables to include within the PCA.

Principle Component Analysis (PCA)

The PCA reported 32 components with initial eigenvalues over 1. Within the rotated components, there was a break in the
cumulative variance explained between the ninth and tenth component. These nine components explained approximately 37% of the
shared variance in the data for the rotated components. Considering this break, we decided on a 9-component solution when
examining the PCA. Each of these components and the indices that inform them along with their weighted scores and correlations
with human ratings are discussed below.

Component 1: Lexical and Nominal Simplicity. The first component (see Table 2) seemed to capture lexical and nominal
simplicity. From a lexical simplicity standpoint, the component included more frequent words, shorter words, more frequent
trigrams, more familiar words, more specific words, fewer academic words, and more social words (i.e., common words like family,
people, and talk). From a nominal perspective, the component had lower lexical density, fewer nouns, fewer nominalizations, and
more s-bars (i.e., more sentences with ellipsed nouns).

We calculated a correlation between the weighted scores for this component for each essay and the human ratings for essay quality.
The correlation reported #(997) = -.359, p <.001, indicative of a moderate negative relation with essay quality. The correlation
reflects the notion that essays with more frequent words and fewer nouns are scored lower by expert raters.

Table 2:Component 1 indices and loadings: Lexical and nominal simplicity

Index

HEigen loading

CELEX frequency (all words) ‘ 0.818
Average syllables per word -0.809
CELEX frequency (content words) 0.748
Proportion spoken trigrams 0.735
Lexical density -0.709
‘Word familiarity 0.648
Incidence of all nouns -0.643
Hypernymy |—0.587
INomina]izations |-0.583
|Academic words H—0.514
Incidence of s-bars ‘ 0.472
Incidence of singular nouns -0.461
Minimum CELEX frequency sentence 0.411
Length of noun phrases -0.408
Social words 0.400
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Component 2: Text Brevity and Common N-Grams. The second component (see Table 3) appeared to represent text brevity and
common n-gram use. From a brevity perspective, the component loaded shorter texts, texts with fewer word types, and text with
fewer sentences. From an n-gram standpoint, the component loaded more frequent trigrams and bigrams for both written and spoken
texts.

A correlation between the weighted scores for this component for each essay and the human ratings for essay quality reported #(997)
=-.554, p <.001, indicative of a strong negative relation with essay quality. The correlation indicates that essays containing fewer
words and more frequent n-grams are scored lower by expert raters.

Table 3: Component 2 indices and loadings: Text brevity and common n-grams

Index |Eigen loading
Written bigram frequency logarithm 0.880
Number of words ‘ -0.855

Spoken trigram frequency logarithm ‘ 0.816

'Written bigram frequency 0.803

Type count -0.802
(Number of sentences -0.793

‘Written trigram frequency 0.763

Spoken trigram frequency 0.663

Component 3: Semantic Repetition. The third component (see Table 4) encapsulated semantic repetition, including higher text
givenness, semantic similarity (i.e., between sentences and paragraphs), and referential overlap (i.e., word, stem, and argument
overlap), as well as lower lexical diversity.

The correlation between the weighted scores for this component for each essay and the human ratings for essay quality, #(997) =
-.239, p <.001, indicated a weak negative relation with essay quality. The correlation indicates that essays with greater repetition of
words are of lower quality.

Table 4: Component 3 indices and loadings: Semantic repetition

Index ‘ Eigen loading
LSA givenness ‘ 0.849

LSA sentence to sentence 0.824

LSA paragraph to paragraph 0.806

Content word overlap 0.715

Type token ratio -0.709

Stem overlap 0.680

Lexical diversity (MTLD) -0.662
Argument overlap 0.655

Lexical diversity (D) -0.624

Component 4: Verbal Properties. The fourth component (see Table 5) captured verbal properties. For instance, this component
loaded more verb phrases, incidence of infinitives, incidence of simple sentences (which contain a single main verb), and more verb
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base forms. The component also negatively loaded prepositions, prepositional phrases, and determiners, which are syntactically
linked to nouns and not verbs.

The correlation between the weighted scores for this component for each essay and the human ratings for essay quality reported
r(997) = -.314, p <.001, indicating a moderate negative relation with essay quality. The correlation demonstrates that essay with
more verbs are of a lower quality.

Table 5: Component 4 indices and loadings: Verbal properties

Index | Eigen loading ‘
Incidence verb phrases | 0.794 ‘
Density verb phrases 0.794

Incidence of infinitives 0.713

Incidence of simple sentences 0.664

All verb incidence 0.597

Incidence of preposition phrases -0.570

Incidence of prepositions -0.554

Incidence of verb base forms |0.529

Incidence of determiners ||—0.442

Component 5: Prototypical Words. The fifth component (see Table 6) represented prototypical words. The indices that loaded
positively into this component included human ratings of concreteness (how concrete a word is), imageability (how imageable a
word is), and meaningfulness (the number of associations a word contains).

The correlation between the weighted scores for this component for each essay and the human ratings for essay quality reported
r(997) = .188, p <.001, indicative of a weak positive relation with essay quality. The correlations indicate that essays that contain
more prototypical words (i.e., those that are more concrete, imageable, and have more associations) are scored higher by expert
raters.

Table 6: Component 5 indices and loadings: Prototypical words

IIndex ”Eigen loading l
|Word imageability ”0.807 ‘
Word concreteness | 0.751 ‘
Word meaningfulness | 0.717 ‘

Component 6: Syntactic Simplicity. The sixth component (see Table 7) appeared to encapsulate syntactic simplicity. The
component positively loaded syntactically similarity between sentences and paragraphs at the lexical and phrase level while
negatively loading sentence length and number of words before the main verb, which are both indicators of syntactic complexity.
The correlation between the weighted scores for this component and human ratings for essay quality, 7(997) = .008, p > .050,
indicated a negligible relation.

Table 7: Component 6 indices and loadings: Syntactic simplicity

Index |Eigen loading

Syntactic similarity across sentences |0.853

IAverage sentence length ”»04830 ]
|Symaclic similarity across paragraphs ||0.825 ‘
|Words before main verb ”-0.365 ‘
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Component 7: Future Time. The seventh component (see Table 8) seemed to capture future time. The component positively
loaded more future words, modal verbs, and discrepancy words, which include modals and words such as hope, desire, and expect.
The component negatively loaded a verb cohesion index, likely as a result of a lack of association between verb cohesion and
auxiliary verb use. The correlation between the component scores and essay quality, 7#(997) =-.217, p <.050, reflected a weak
relation with essay quality. Thus, essays that contain more future words are scored lower.

Table 8: Component 7 indices and loadings: Future time

|Index ”Eigen loading |
IFuture words ”0.806 |
|M0dal verbs ||0.789 |
Discrepancy words | 0.623 |
Verb cohesion | -0.482 |

Component 8: Nominal Simplicity. The eighth component (see Table 9) represented nominal simplicity. The component positively
loaded more noun phrases, but negatively loaded adjectives, which can provide complexity to noun phrases as well as modify
nouns. The correlation between the weighted scores for this component and the human ratings for essay quality, 7(997) = -.163, p <
.050, reflected a weak relation with essay quality. The correlations indicate that essays that contain more noun phrases without
accompanying adjectives are scored lower.

Table 9: Component 8 indices and loadings: Nominal simplicity

Index Eigen loading

Density noun phrases -0.756

Ilncidence of adjectives “04707 |
|Incidence of noun phrases H-0.643 |
|lncidence of adjectival phrases H0.624 |

Component 9: Global Cohesion. The ninth component (see Table 10) represented global cohesion. The component positively
loaded indices that assessed links across large chunks of texts (paragraph types and essay to prompt). The correlation between the
weighted scores for this component and the human ratings for essay quality, #(997) = .113, p <.050, reflected a weak relation with
essay quality. The correlation demonstrates that essays with greater global cohesion were scored higher.

Table 10: Component 9 indices and loadings: Global cohesion

Index ||Eigen loading
LSA body to body |[0.789
LSA body to conclusion | 0.787
LSA introduction to conclusion 0.657
LSA introduction to body 0.633
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“LSA essay to prompt ||0A561

Regression Analysis: Component Scores Assumptions. None of the component scores were highly correlated with one another
and, thus, all component scores that reported a significant correlation with essay quality were used (see Table 11 for correlations).

Table 11: Correlations between component scores and essay quality

IComponent score “r “p |
|Text brevity and common n-grams ||»04554 H< .001 |
Lexical and nominal simplicity | -0.359 ‘ <.001 |
Verbal properties -0.314 <.001

Semantic repetition -0.239 <.001

Future time -0.217 <.001

Prototypical words -0.217 <.001

[Nominal simplicity 0.188 <.001

Global cohesion 0.113 <.001

Syntactic simplicity 0.008 0.79

Training set. A regression analysis using the eight significant component scores as the independent variables to predict the human

scores yielded a significant model, F (3, 670) = 155.718, p <.001, r = .641, RZ= 411, for the training set. Three component scores
were included as significant predictors of the essay scores: text brevity and common n-grams, lexical and nominal simplicity, and
global cohesion.

The model demonstrated that the component scores together explained 41% of the variance in the evaluation of the 673 independent
essays in the training set (see Table 12 for additional information).

Table 12: Stepwise regression analysis for component scores predicting essay quality

|Entry ||C0mponent score added ||r “RZ “B ||B “SE |
[Entry 1 |[Text brevity and common n-grams |[0:549 |[0301 |[-0.003 [0516 |lo |
|Emry 2 ||Lexical and nominal simplicity ”0.636 ”0.405 H—0.00S ”»04314 H0.00I |
[Entry 3 |[G1obal cohesion |[0.641 [[o.an1 [[s.073 |[0.078 | EXIE |

Note: B = unstandardized B B = standardized; S.E. = standard error. Estimated constant term is 2.668.

Test set. We used the model reported for the training set to predict the human scores in the test set. To determine the predictive
power of the three component scores retained in the regression model, we computed an estimated score for each essay in the
independent test set using the B weights and the constant from the training set regression analysis. This computation gave us a score
estimate for the essays in the test set. A Pearson correlation was then calculated between the estimated score and the actual score
assigned on each of the integrated essays in the test set. This correlation and the R2 were then calculated to determine the predictive
accuracy of the training set regression model on the independent data set.
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When applied to the test set, the regression model reported » = .635, R? = 403. The results from the test set model demonstrated that
the combination of the three component scores accounted for 40% of the variance in the assigned scores of the 304 essays in the test
set, providing increased confidence for the generalizability of our model.

Exact and adjacent matches. We used the scores derived from the regression model to assess the exact and adjacent accuracy of
the regression scores when compared to the human-assigned scores. For this analysis, we rounded the essay scores to the closest
integer (i.e., a score of 4.5 was rounded to a 5). The regression model produced exact matches between the predicted essay scores
and the human scores for 509 of the 977 essays (51% exact accuracy, see Table 13). The model produced exact or adjacent matches
for 946 of the 977 essays (95% exact/adjacent accuracy). The measure of agreement between the actual score and the predicted
score produced a weighted Cohen’s Kappa of .515, demonstrating a moderate agreement.

Table 13: Confusion matrix for exact matches: Component analysis

[Scores [ us) [z as) D) |[4 as) |Is as)
1(MS) | [+ o o o

2 (MS) |24 [[ss [[46 [I5 o

3 (MS) 11 91 345 173 30

4 (MS) 0 5 43 96 53

5 (MS) 0 0 0 3 3

Note: HS = human score; MS = machine score

Regression Analysis: Micro-features

Assumptions. We used the same indices that informed the component score analysis in the micro-feature regression analysis. Thus,
none of micro-features demonstrated strong multicollinearity and all micro-features were normally distributed. All of the micro-
features that reported a significant correlation with essay quality and reported at least a small effect size (i.e., » > .100) were
included in the regression analysis (n = 68).

Training set. A regression analysis using the 68 significant micro-features as the independent variables to predict the human scores

yielded a significant model, F (10, 665) = 90.638, p <.001, r = .744, R? = 554, for the training set. Ten micro-features were
included as significant predictors of the essay scores: type count, incidence of nominalizations, average paragraph length, type-
token ratio, content word frequency, key type count, number of sentences, verb incidence, lexical diversity (D), and verb hypernymy.

The model demonstrated that the 10 micro-features explained 55% of the variance in the evaluation of the 675 independent essays in
the training set (see Table 14 for additional information).

Table 14: Stepwise regression analysis for micro-features predicting essay quality

Entry |Micro—feature added |r IRZ |B B |S.E
Entry 1 [Type count [0:560 [0313 [0.006 0.262 [0.001
Entry 2 |[meidence of nominalizations J[0-629 [[0:395 |[4.972 J[o114 [[1:345
Entry 3 | Average paragraph length | 0.664 | 0.441 | 0.441 ‘ -0.229 | 0.006
Entry 4 |[Type-token ratio [[0.691 |[0.478 |[-2.606 o242 |[0.408
Entry 5 Content word frequency 0.713 0.509 -0.888 -0.171 -0.187
Entry 6 Key type count 0.728 0.530 0.035 0.161 0.006
Entry 7 (Number of sentences 0.734 0.539 0.024 0.194 0.006
Entry 8 Incidence of verbs 0.739 0.546 -0.004 -0.082 0.001
Entry 9 Lexical diversity (D) 0.742 0.551 0.005 0.105 0.002
Entry 10 Verb hypernymy 0.744 0.554 0.368 0.064 0.162
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Test set. The regression model, when applied to the test set, reported r = .722, R%= .522. The results from the test set model
demonstrated that the combination of the 10 micro-features accounted for 52% of the variance in the assigned scores of the 302
essays in the test set, providing increased confidence for the generalizability of our model.

Exact and adjacent matches. The regression model produced exact matches between the predicted essay scores and the human

scores for 539 of the 977 essays (54% exact accuracy, see Table 15). The model produced exact or adjacent matches for 958 of the
977 essays (96% exact/adjacent accuracy). The measure of agreement between the actual score and the predicted score produced a
weighted Cohen’s Kappa of .603, demonstrating a substantial agreement.

Table 15: Confusion matrix for exact matches: Microfeature analysis

Scores [ cas) 2 a1s) 3 @) 4 (HS) 5 (HS)
1 (MS) 19 2 o o o

2 (MS) 22 95 65 6 1

3 (MS) 1 56 316 164 26

4 (MS) 0 5 53 106 56

5 (MS) 0 o o 1 3

Note: HS = human score; MS = machine score

Regression Analysis: Combined Micro-features and Component Scores

Assumptions. We used both the micro-features and the component scores that showed significant correlations and at least a small
effect size with the essay scores for this analysis. Lexical Diversity D was strongly collinear with Component 3. Because Lexical
Diversity D demonstrated a stronger correlation with essay quality, it was retained and the component score was removed. Number
of words and number of types were strongly collinear with Component 2, but were removed because Component 2 showed a
stronger relationship with essay quality. A similar result was found with the incidence of nouns and Component 1 leading to the
removal of the incidence of nouns index. In total, this left us with 71 variables for the regression analysis.

Training set. A regression analysis using the 71 variables scores as the independent variables to predict the human scores yielded a
significant model, F (8, 669) = 93.691, p <.001, r =.727, R* = .528, for the training set. Eight variables were included as significant
predictors of the essay scores: Component 2 (Text Brevity and Common N-Grams), Component 1 (Lexical and Nominal
Simplicity), number of paragraphs, key type count, word familiarity, incidence of nominalizations, incidence of verbs, and noun
hypernymy.

The model demonstrated that the mixture of component scores and micro-features explained 53% of the variance in the evaluation
of the 676 independent essays in the training set (see Table 16 for additional information).

Table 16: Stepwise regression analysis for component scores and micro-features predicting essay quality

[ [ R A T
|Emry 1 ||C0mponent 2 (Text brevity and common n-grams) ”0.548 ||0.300 H—0.002 ||—0.357 ”0 ‘
Entry 2 | Component 1 (Lexical and nominal simplicity) | 0.640 | 0.410 ‘ -0.001 | -0.062 | 0.001 ‘
Entry 3 Number of paragraphs 0.676 0.456 0.155 0.239 0.020
Entry 4 Key type count 0.695 0.483 0.034 0.155 0.007
Entry 5 Word familiarity 0.707 0.500 -0.016 -0.114 0.005
Entry 6 Incidence of nominalizations 0.714 0.510 6.005 0.139 1.403
Entry 7 Incidence of verbs 0.722 0.521 -0.005 -0.113 0.001
Entry 8 Noun hypernymy 0.727 0.528 -0.165 0.090 0.050
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Notes: B = unstandardized B B = standardized; S.E. = standard error. Estimated constant term is 2.668.

Test set. The regression model, when applied to the test set, reported r = .727, RZ = .528. The results from the test set model
demonstrated that the combination of the component scores and the micro-features accounted for 53% of the variance in the

assigned scores of the 301 essays in the test set, providing increased confidence for the generalizability of our model.

Exact and adjacent matches. The regression model produced exact matches between the predicted essay scores and the human

scores for 540 of the 977 essays (54% exact accuracy, see Table 17). The model produced exact or adjacent matches for 964 of the
977 essays (97% exact/adjacent accuracy). The measure of agreement between the actual score and the predicted score produced a
weighted Cohen’s Kappa of .614, demonstrating a substantial agreement.

Table 17: Confusion matrix for exact matches: Combined analysis

Scores 1 (HS) 2 (HS) 3 (HS) 4 (HS) 5 (HS)
1 (MS) 18 4 0 0 0

2 (MS) 21 86 56 3 0

3 (MS) 3 62 323 164 21

4 (MS) 0 6 55 109 61

5 (MS) 0 0 0 1 4

Note: HS = human score; MS = machine score

Comparison Between Regression Models

We used Fisher r-to-z transformation to assess the significance of the differences between the correlations reported for each
regression model (i.e., the component score, micro-feature, and combined regression models). The z transformations demonstrated
that both the micro-feature regression and the combined regression were significantly different than the component score regression.
No differences were reported between the micro-feature and the combined regression (see Table 18 for details).

Table 18: Fisher r-z transformation results between models

Comparison -
Micro-features > Component Scores -1.98 <.050
Combined > Component scores -2.11 <.050
Micro-features = Combined -0.13 > .050

Discussion

This study examined the strengths of linguistic micro-features, component scores, and a combination of both in predicting essay
quality. The findings support the notion that scoring models based on micro-features and a combination of micro-features and
component scores are significantly better than scoring models based on component alone. This finding has important implications
for AES and AWE systems and has strong potential to be used to guide the development of both. The study is also unique because it
introduces a statistically viable method to develop aggregated scores (i.e., a principal component analysis) and provides explicit
information about the micro-features used and how these micro-features are combined into aggregated features. This information
should allow for more precise replications and afford researchers and teachers with specific information about how micro-features
are computed and how they can be combined to assess larger linguistic constructs. Below, we discuss the developed component
scores, the scoring models, the accuracy of the scoring models, the comparison of these scoring models, and how these models may
aid in formative feedback to users in AWE systems.
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Our factor analysis led to the development of nine aggregated features, eight of which demonstrated significant correlations with
essay quality. Of these eight components, the strongest predictor of essay quality was related to text length and n-gram production
such that higher-quality essays were longer and contained less common n-grams. Four components were related to the production of
nouns and verbs. The correlations for these features indicated that essays that contained fewer simplistic noun phrases, more
sophisticated words, and more verbal properties were scored higher. The exception was the use of future time, which was related to
lower essay quality. Two components were related to cohesion with the first related to semantic repetition and the second related to
global cohesion (i.e., links between larger chunks of text such as paragraphs). The semantic repetition indices correlated negatively
with essay quality, indicating that less semantic repetition is indicative of more successful writing. The global cohesion indices
correlated positively, suggesting that essays that linked paragraphs together were more successful. Only one component score did
not correspond to human judgments of writing quality: syntactic complexity. Overall, the component scores indicated essays that
were longer, had greater verbal properties, contained more complex noun phrases, were more lexically sophisticated (both with
words and n-grams), and had greater global cohesion but less semantic repetition were scored higher. This finding is in line, to some
degree, with previous aggregated scores (see Attali & Burstein, 2006); however, the component scores reported here are more
specific to the tools used and thus more linguistic in nature. We did not develop aggregated scores related to usage, grammar, and
mechanics, but did develop aggregated scores related to verbal and nominal properties, prototypical words, different types of
cohesion, and future time.

A combination of three of these component scores (7ext brevity and common n-grams, Lexical and nominal simplicity, and Global
cohesion) reported a correlation of » = .641 and explained 41% of the variance in the training set and 40% of the variance in the test
set. Overall, the model based on these features had an exact accuracy of 51% and an exact/adjacent accuracy of 95%. This is
generally equivalent to that reported by other AES systems, but both of these accuracies are a bit lower than expected. The r values
and reported Kappa values were also lower than that reported for the human raters. This may be because the model is matched to
average scores between two raters as compared to one rater (as found in other scoring models) or because the tools used in this
analysis did not include component scores related to grammar, usage, style, or development, which are common in other AES
systems such as e-rater (Enright & Quinlan, 2010) and Intellimetric (Dikli, 2006; Schultz, 2013). However, such concerns should
also be an issue with the micro-feature and mixed regression models, but the results from these models were stronger.

For instance, our regression analysis using micro-features yielded a significant model that reported a correlation of » = .744, and
explained 55% of the variance in the training set and 52% of the variance in the test set using nine variables related to text length
(number of paragraphs and sentences), nouns, verbal properties, lexical sophistication, breadth of vocabulary, key word use, and
cohesion. Overall, the model based on these features had an exact accuracy of 54% and an exact/adjacent accuracy of 96%. This is
more in line with the accuracies reported by other AES systems when compared to the component score regression and is in line
with » and Kappa values for the human ratings. In addition, the Fisher r-to-z transformations demonstrated that the correlation
reported for the micro-feature regression was significantly better than that reported for the component score regression. In total, the
findings from this model show that essay quality is related to the use of a greater number of word types, a greater number of
sophisticated words (more nominalizations, more verbs with a greater number of senses, and more infrequent words), greater text
length (more paragraphs and sentences), less word repetition (type token ratio), more key word types, and more verbs.

Our regression analysis using both component scores and micro-features reported a significant model. The model yielded a
correlation of » =.727 and explained 53% of the variance in the training set. The model relied on eight features, two of which were
component scores (fext brevity and common n-grams and Lexical and nominal simplicity) and six of which were micro-features
(number of paragraphs, key type count, word familiarity, nominalizations, incidence of verbs, and noun hypernymy). Overall, the
model based on these features had an exact accuracy of 54% and an exact/adjacent accuracy of 97%. Like the micro-feature
analysis, this is similar to that reported by other AES systems and by the human raters in this study. Also, like the micro-feature
analysis, the Fisher r-to-z transformations demonstrated that the correlation reported for the mixed regression was significantly
better than that reported for the component score regression. However, no differences were reported between the mixed regression
and the micro-feature regression. Overall, the findings from the mixed model show that essay quality is related to greater text length,
nominal simplicity, lexical sophistication (both n-grams and single words), number of paragraphs, the production of key types, and
the use of verbs.

In total, these analyses indicate that AES models that use either micro-features alone or a mix of micro-features and component
scores out-perform AES models that use component scores alone. Such a conclusion is based on the correlations reported by the
regression models and the exact and exact/adjacent accuracies reported. In all cases, the accuracies reported by the micro-features
and the mixed models were superior to those reported by the component scores only model. In the case of the correlations, the
differences were significant. In the case of the exact and the exact/adjacent accuracies, the reported Kappas for the micro-features
and mixed models reached the level of substantial agreement whereas the Kappa for the aggregated model reached the level of
moderate agreement.

Overall, the three models depended on similar features. The shared features among the models included text length, lexical
sophistication, and nominal simplicity with text length always the strongest feature. The strength of text length in the regression
model may explain why exact matches reported for all models are higher for lower scored essays than higher scored essays (see
Tables 13, 15, and 17) in that essay length is a strong predictor of lower scored essays but not higher scored essays (Crossley et al.,
2014). Missing from the micro-feature and mixed analysis but included in the component score analysis were indices related to
global cohesion. However, it should be noted that global cohesion accounted for only 1% of the variance in the component score
regression. In addition, the micro-feature analysis included two indices of cohesion (lexical repetition) that explained about 3% of
the variance. Missing from the component score regression, but shared in the micro-feature and mixed models were variables related
to key word use, and paragraph length. These variables explained 6% and 10% of the variance in the micro-feature and mixed
models respectively.

In general, a greater number and variety of indices informed the micro-feature and the mixed models. An increased number of
features should theoretically provide the opportunity to give a greater depth and breadth of feedback to users of an AWE system.
With the component score model reported in this study, we could only provide users with feedback on text length, n-gram use,
lexical and nominal simplicity, and global cohesion. Using our micro-feature model, we would not be able to provide feedback on
global cohesion, but we could provide additional feedback in terms of lexical breadth (i.e., the number of word types used),
paragraph and sentence length, lexical repetition (cohesion), key type use, and verbal properties. Our mixed model would not
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provide feedback on cohesion; but, like the micro-feature model, it could provide additional feedback in terms of number of
paragraphs, key type use, and verbal properties. Thus, not only are the micro-feature and mixed models more accurate in providing
summative feedback (i.e., matching holistic scores), they should also afford greater opportunities to provide relevant feedback to
AWE users.

It is also worth noting that the nine component scores only explained 37% of the variance within the essays. While this variance is
not linked to estimated quality, it does indicate that there are numerous factors beyond the linguistic variables calculated for this
study that interact with essay writing. In some respects, this is expected because there was not direct overlap between the developed
components and the all the language features found in the rubric. While there was overlap between many of the linguistic features in
the rubric and the component scores (i.e., the component scores covered language features such as vocabulary, cohesion, appropriate
examples, and sentence variety), there were a number of features not covered by the component scores. These included linguistic
features such as grammar and spelling, but also features related to point of view and critical thinking. It is also likely that variables
not found in the rubric or the component scores such as argument strength, prompt, and writer attributes (i.e., individual differences
such as age, gender, aptitude, literacy skills) may explain additional variance within the human scores of essay quality.

Conclusion

This study introduces a novel approach to developing aggregated scores and compares this approach to using micro-features alone
and a combination of micro-features and aggregated scores. Overall, the findings from this study support the use of micro-features
or a mix of micro-features and component scores in developing scoring models for AES systems. Models developed using these
features show significant gains over those using component scores alone and the number and variety of features available in these
models provide the possibility of giving a greater depth of feedback to users in an AWE system. We find no strong evidence that a
micro-feature approach leads to models of essay quality that contain redundant variables nor do we find that the reported models are
not stable, as seen in the similarity between or training and test set results. Lastly, while the component approach leads to more
representative constructs, both the micro-feature and mixed models included similar variables along with a greater number of
divergent variables.

It should be noted, however, that the findings from this study are specific to the writing prompts, tasks, and the tools used. That is to
say, these findings may not transfer to other prompts or writing tasks, although they do appear generalizable across a number of
independent writing prompts. In reference to the tools used, Coh-Metrix, LIWC, and WAT do not calculate micro-features that

examine grammar or mechanics, which are common in other AES systems.> In addition, the tools used in this study may not
measure elements of style or development in the same manner as found in other AES systems such as e-rater and Intellimetric. Thus,
the use of different tools to calculate different variables may lead to more or less robust findings then reported here for aggregated
scores. Future studies should consider such possibilities along with using larger sets of scored essays if available.

Notes
1. AWE systems are similar to AES systems but, in addition to providing a predicted essay quality score, they also give feedback on
student writing.

2. Attali and Powers (2008) used a confirmatory factor analysis to determine the construct coverage of e-rater micro-features in
examine if there were similar underlying structures for essays written across grade levels (in this case 4th grade to 12th grade). They
reported a three-model solution corresponding to “fluency” (essay length and style features), conventions (grammar usage and
mechanics), and word choice (vocabulary and word length) that defined the structure of essays written at various grade levels.
Somasundaran et al. (2014) used a PCA to reduce features sets related to discourse coherence.

3. A weighted Kappa takes into account the degree of disagreement between observed scores.

4. Component six, Syntactic Simplicity, was not included in the regression model because it was not significantly correlated with
essay score.

5. In the case of Coh-Metrix and WAT, grammar and mechanics indices are not calculated because a number of studies demonstrate
that these features are not strong predictors of essay quality (Crossley et al., 2014), nor does feedback on these features lead to
improved essay quality (Graham & Perin, 2007).
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Appendix : Example Prompts and Assignments

Fitting in Prompt and assignment

From the time people are very young, they are urged to get along with others, to try to "fit in." Indeed, people are often rewarded for
being agreeable and obedient. But this approach is misguided because it promotes uniformity instead of encouraging people to be
unique and different. Differences among people give each of us greater perspective and allow us to make better judgments.

Is it more valuable for people to fit in than to be unique and different? Plan and write an essay in which you develop your point of
view on this issue. Support your position with reasoning and examples taken from your reading, studies, experience, or
observations.

Winning prompt and assignment

From talent contests to the Olympics to the Nobel and Pulitzer prizes, we constantly seek to reward those who are "number one."
This emphasis on recognizing the winner creates the impression that other competitors, despite working hard and well, have lost. In
many cases, however, the difference between the winner and the losers is slight. The wrong person may even be selected as the
winner. Awards and prizes merely distract us from valuable qualities possessed by others besides the winners.
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Do people place too much emphasis on winning? Plan and write an essay in which you develop your point of view on this issue.
Support your position with reasoning and examples taken from your reading, studies, experience, or observations.

Appendix B: Example Essays

Fitting in Essay (Human score = 2)

I honestly believe that the question sends people to two totally opposite ends of the spectrum and speaks of the same people. In my
opinion neither person is different because they are both followers. People who try and fit in are following the crowd that goes one
way and does the “popular” thing. People who try to be unique and different are followers as well because they follow a group or
idea that being different is an independent idea but all of the people you see trying to be different have to fit into a group of “unique
people.”

I personally feel like I am a strong leader. Coming from my personal experience you can fit in but still be different and unique.
Although I may be influenced by ideas or clothing styles or many other things. Although I may fit in by my style or by my
personality, I have an opportunity to be different and unique by my beliefs morals and faith. People who fit in but who are different
from the people in that group are the ones who come to lead people and influence them most of the time in a good way. I think
people who are in the crowd but don't follow the crowd are the ones who find the most value in this and usually those people can
influence the "in crowd" as well as those who try to be unique and different. If you look at both categories of people, they usually
both end up in the same place in life. They are constantly looking for something more or they are involved in crime. People who are
followers usually tend to follow the wrong group of people. If you are a follower of God usually things produced from you are good
but those who follow groups that dwell in materialism cause things such as what is going on with America today.

Winning (Human score = 5)

Yes, I do believe we place too much emphasis on winning. To most people, lie is some sort of contest that each person is trying to
win. Each person wants the best job, the nicest car, the big house with a pool, and every other nice thing they can think of. Most
people do not feel as if they have "won" this game of life unless they get all of these things that in reality they do not even need. 1
believe we should lessen the emphasis on winning because it takes away from those who have worked as hard as they possibly
could and still lost.

One example that makes me think this is in the case of my girlfriend. She has participated in many singing contest and beauty
pageants. She has won a few, and has also lost a few. Everything is fine and dandy when she wins, but when she does not get first
place, it is very upsetting for her. I see first hand the work she puts in to each competition and how many hours she spends trying to
perfect the art she is practicing. She is one of the hardest working people I know and when she does not get first, it seems that all
that practice is for nothing. For instance, in one of the beauty pageants she lost, it was not even because the other girls were better.
She was clearly one of the best out there, but because of her age, she was not chosen as the winner, or even runner up. The judges
specifically told her that her age was a big reason for her not winning. Is this right? After countless hours of work and late nights
without sleep because of practicing, for her to be good enough, but not win because of age? If there was not such an emphasis on
winning first place, it would be easier for her to see that the experience was a great one for her, and that she did the absolute best she
could. She would also have more confidence in her abilities. Instead, it makes her think that she is not as good when she really is.

Another example of the negative effects of placing too much emphasis on winning is with the Olympics. I personally know people
who train everyday for the Olympics. This contest comes around every four years and is held in many different places around the
world and is between many different countries. One of my friends trains for gymnastics every day. She wakes up at 4 AM every
morning to go to the gym to train, goes to school from 7 AM to around 2:30 PM, then goes straight to the gym from school and
trains from 3 PM to around 9 PM. Not only does she train that much every weekday, but all day Saturday and most of the day
Sunday is spent in training. That's nearly 60 or more hours a week spent training for events that will last for about a week. So, she
trains this hard for years leading up to the Olympics. What happens if during one of her routines, she makes one tiny mistake or
mental lapse and loses? In her mind, that one tiny mistake makes all of those hours practiced mean nothing. She does not mean to
think this way, but because of the emphasis put on winning the gold medal, or getting in first place, she feels like she has failed if
she does not win. Is it right for someone to work that hard and lose? I do not believe so. I believe that if someone gives everything
they have to something, then they should be considered a winner, and that emphasis on first place or failure should be abolished.

These are just two examples of many I could give of why too much emphasis being placed on winning is a bad thing. There are so
many people that devote their lives to something and end up being called a "loser". Now, I am not saying that winning is a bad
thing. To those who devote their lives to something and win their dream, there is absolutely nothing wrong with that. However, for
those who devote their lives to something and lose, it is not right for the world to make them feel like failures.
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