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explicit rule presentation) appears more useful for features like the plural -s, past 
-ed, and third person singular -s, which are phonologically insalient, yet 
morphologically regular. Output-based instruction (e.g., corrective feedback or recasts), 
in contrast, appears more effective with grammatical features such as questions, phrasal 
verbs, conditionals, and articles, which are syntactically or semantically complex. 
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or pedagogical interventions are designed. (State University of New York, Korea)
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I. Introduction 

  Grammar instruction has consistently swung along a pendulum, moving 

from an emphasis on accuracy at one end, toward an emphasis on meaning 

and fluency at the other. Initially, a more explicit, synthetic approach 

toward linguistic accuracy, called focus on forms (FonFS), was employed 
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to convey grammar rules needed for proficiency. Via this approach, a 

language was broken down into constituent parts and modeled for the 

learner (Long and Robinson 1998). Learners then used pattern drills and 

grammatical generalizations (Hendrickson 1978), which only included a 

limited amount of pragmatic information for natural communication 

(Muller 1965). Using this approach, students were able to utter some 

phrases or grammatical structures (Miller and Ney 1967), yet they had 

problems conveying meaning in real situational contexts (Chastain and 

Woerdehoff 1968; Hendrickson 1978; Samimy 1989). 

  Following widespread recognition that explicit instruction was, at least 

in part, ineffective, research highlighting the impact of implicit cognitive 

processes of language development became more prevalent (Broszkiewicz 

2011). Theorists like Chomsky (1975, 1981, 1986) suggested that an 

unconscious, innate language acquisition device governed linguistic 

development (Mitchell and Myles 2004). Because learners could discern 

complex rules of syntax from limited amounts of input, termed Poverty 

of Stimulus (POV), innate cognitive processes became regarded as the 

key components of language development (Berwick, Pietroski, Yankama, 

and Chomsky 2011; Foraker, Regier, Khetarpal, Perfors, and Tenenbaum 

2009). Due to this largely cognitive view of language learning, researchers 

concluded that, while careful manipulation of input could foster 

morphosyntactic development, conscious knowledge of grammatical 

features was superfluous for acquisition (Krashen and Terrell 1983). 

Instead of explicitly emphasizing grammatical accuracy or drills, educators 

like Prahbu (1987) developed communicative approaches that emphasized 

authentic, meaningful tasks (Beretta and Davies 1985). These approaches 

did facilitate communication, yet they failed to cultivate grammatical 

competence needed for advanced proficiency. French immersion programs 

in Canada, for example, which utilized large amounts of input and 

numerous communicative tasks, continued to promulgate glaring errors 
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with morphology and syntax (Williams 1995).

  Although more recent meta-analyses appear to settle the debate, 

affirming the efficacy of explicit grammar instruction (Norris and Ortega 

2000; Spada and Tomita 2010), opponents continue to assert that explicit 

techniques for grammatical emphasis are ineffective. VanPatten (2014: 

107), for example, points out that prescriptive rules are not what “winds 

up in the learner’s mind/brain.” Although it is true that cognitive 

conceptions of grammar do not match instructional designs, pedagogical 

emphasis of grammar still appears to have an impact. Research of the 

Teachability Hypothesis, for example, suggests that introduction of a 

grammatical feature at the proper cognitive stage of development could 

be effective (Pienemann 1989, 1999, 2005). While research does indeed 

suggest a link between type of grammatical feature and the effectiveness 

of instructional emphasis, understanding of this relationship remains 

limited. More research of the impact of grammar type on form-focused 

instruction is needed so that educators can develop more effective 

curricula and instruction.

II. Literature Review

  Concerning education, Pogrow (2006: 143-144) stated, “The problem 

is not progressivism, traditionalism, or good intentions. All are essential 

components of good education. The problem is that influential groups 

seeking to establish their philosophical dominance invariably take their 

ideas to illogical extremes.” As with other aspects of education, 

polarization of language educators toward ideological extremes may have 

precluded identification of a necessary balance between emphasis on 

grammatical accuracy and promotion of communication. In addition, 

arguments over supremacy of individual techniques for form-focused 

instruction may have hampered the identification of mitigating 
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circumstances (e.g., type of grammatical feature) which make pedagogical 

techniques effective or ineffective (Schenck 2017). Researchers, eager in 

their attempts to provide support for a teaching technique, may neglect 

to identify circumstances in which a technique is ineffective.

  Currently, there is a range of potential techniques to foster grammatical 

accuracy while maintaining communicative competence. These 

techniques, which range along a spectrum from more implicit to explicit, 

differ based upon their modification of either input or output. While 

research suggests that the input/output distinction may have a significant 

impact on form-focused instruction (Schenck 2017), controversy over this 

and other mitigating factors continue to fuel debate, thereby preventing 

concrete determinations of effectiveness. Because each type of 

form-focused instruction (input vs. output) may be influenced by 

mitigating factors like grammar type, more evaluation of these 

controversies, as well as avenues for further inquiry, must be gleaned from 

the corpus of existing research. 

2.1 Input-Based Instruction

  Pedagogical techniques that manipulate input, referred to as 

input-based instruction (Ellis 2012), may come in many forms. 

Concerning the modification of text, input-based instruction may come 

in two forms: textual enhancement and input enrichment. Textual 

enhancement (TE), which describes the use of underlining, bolding, 

capitalization, or other forms of highlighting, has been hypothesized to 

increase acquisition through consciousness raising (Smith 1981, 1991, 

1993). Several studies reveal that textual enhancement can have a 

positive impact on noticing or the acquisition process (Alanen 1995; Lee 

2007; Rassaei 2012, 2015a), yet there appears to be little impact on 

production (Cho 2010). Moreover, while careful structuring of TE may 
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have a significant impact on efficacy (Sarkhosh, Taghipour, and Sarkhosh 

2013), it may adversely decrease comprehension of content (Lee 2007). 

Input enrichment (IE), which refers to “the process of seeding input with 

extra tokens of the target structure” (Rassaei 2012: 5), may promote 

noticing of a grammatical feature through frequent exposure within input 

(Reinders and Ellis 2009). As with TE, the efficacy of IE is not unilaterally 

effective within all studies (Leow 1997; Rassaei 2012). Loewen, Erlam, 

and Ellis (2009), for example, found that flooding input with third person 

singular -s, while focusing explicit attention on another grammatical 

feature, had little impact on either implicit or explicit knowledge. 

  In addition to textual enrichment and enhancement, methods of aural 

input modification have been used to focus attention on grammatical 

features. One traditional form of aural input enhancement is explicit rule 

presentation, which is often taught deductively before learner production 

(Sheen 2002). Different forms of rule presentation may be effective, such 

as positive evidence, which provides exemplars describing the correct 

usage of grammar, or negative evidence, which denotes the presentation 

of common learner errors (Kubota 1997). As with other forms of 

input-based instruction, rule presentation may only be effective in some 

circumstances. The approach appears useful with some features like 

participial adjectives, yet is relatively ineffective with grammatical 

features like the passive voice (Williams and Evans 1998). More research 

is needed to identify the grammatical features best served by this 

pedagogical technique. 

  Processing Instruction (PI) is yet another form of input modification 

which can promote more efficient processing of form/meaning 

connections (Benati 2005; Uludag and VanPatten 2012). In the sentence, 

“I walked to school yesterday,” PI may be used to emphasize the past 

-ed, a phonologically insalient feature that is often ignored when a lexical 

equivalent (e.g., yesterday) is present (VanPatten 2004). While this 
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technique does not overtly emphasize rules, explicit inductive rule 

learning may occur in referential activities, which provide feedback about 

learner interpretation of morphological meaning (Marsden and Chen 

2011). Like other forms of input-based instruction, efficacy of PI may 

differ based upon implementation. Contextual factors like language or 

type of grammatical feature may impact the effect of treatments. In a 

study by Comer and deBenedette (2011), for example, traditional pattern 

drills had a larger effect for production over PI for Russian prepositional 

phrases. Albeit insignificant, the finding suggests that characteristics of 

a grammatical feature may impact the efficacy of PI. 

2.2 Output-Based Instruction

  In contrast to techniques that modify input, output-based instruction 

attempts to enrich and enhance learner production of a grammatical form 

(Rassaei 2012). Following the research of Swain (1993, 2005), who 

claimed that comprehensible input alone is insufficient to ensure 

interlanguage development, studies examined the impact of utilizing 

output to push noticing and acquisition (Izumi 2002; Izumi, Bigelow, 

Fujiwara, and Fearnow 1999). Results suggested that increased output 

could be more beneficial than input modification for grammatical features 

like the passive (Izumi 2002). In addition to increased output, studies 

have also shown that output enhancement, through provision of 

corrective writing feedback, can promote acquisition of grammatical 

features like the English article (Bitchener and Knoch 2008, 2009a, 

2009b, 2010a, 2010b). Like corrective feedback, recasts, clarification 

requests, and prompts are forms of output enhancement that promote 

grammatical accuracy (Harris and Duibhir 2011; Long and Robinson 

1998; Lyster and Saito 2010; Rassaei 2015b). Prompts, in particular, 

which cue learners that a particular morphosyntactic feature is required, 
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have been shown to improve acquisition of the past simple tense (Yang 

& Lyster 2010). 

  As with input-based instruction, forms of output-based instruction have 

received criticism. While some feel that corrective feedback for writing 

is effective (Bitchener, Young, and Cameron 2005; Ferris 2004), others 

believe that it has little or no effect on the acquisition process (Truscott 

1996, 1999). Concerning recasts, some researchers feel that their impact 

is substantial (Goo and Mackey 2013; Sakai 2011), yet others claim it 

has been “overstated”(Ellis and Sheen 2006; Sheen 2010). Conflicting 

results garner doubt for the utilization of pedagogical techniques designed 

to hasten the acquisition of grammar, explaining claims by researchers 

like VanPatten (2014), who suggest that explicit forms of instruction have 

little or no impact on learner development of implicit knowledge. 

2.3 Form-Focused Instruction: What to Use

  Although extensive study of both input-based and output-based 

instruction has been conducted, research has not been able to definitively 

conclude the efficacy of either approach. The problem appears to be 

caused by widespread adoption of a one-size-fits-all methodology, which 

fails to consider the impact of mitigating contextual factors (Goo and 

Mackey 2013). Among the contextual influences largely ignored in 

experimental studies is the disparity of grammatical features. Albeit 

limited, some research has examined the impact of different grammatical 

features on the efficacy of form-focused instruction (Schenck 2017; Spada 

and Tomita 2010). Not surprisingly, results are mixed. Some studies 

suggest, for example, that instructional emphasis is more effective with 

simple grammatical features (Williams and Evans 1998), while others 

imply that emphasis is equally effective for both types of grammatical 

feature (Housen, Pierrard, and Van Daele 2005). One major issue with 
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such studies appears to be categorization of grammatical features. 

Assignments of difficult and easy grammatical attributes may be overly 

simplistic or even inaccurate. In a study by Spada and Tomita (2010), 

for example, complex and simple categorizations were determined by using 

transformations, despite evidence suggesting that there is no link between 

transformations and degree of difficulty or ease of acquisition 

(Goldschneider and DeKeyser 2005: 53). 

  In contrast to the simple and complex attributes often assigned in 

research methodologies, grammatical features differ in a myriad of ways 

(Schenck and Choi 2011). As pointed out by White (2009), grammatical 

features differ according to lexical and grammatical information encoded 

within the feature. Whereas verbs, nouns, adjectives, prepositions, and 

adverbs include meaning associated with agents and actions, tense, 

negation, determiners, inflection, and number have a grammatical 

function, modifying lexical aspects of an expression. In addition to lexical 

and functional characteristics, grammatical features vary according to 

perceptual salience, semantic complexity, morphological regularity, and 

syntactic complexity (Goldschneider and DeKeyser 2005). Some features 

are more phonologically salient within input than others, which may 

impact the acquisition process (Song, Sundara, and Demuth 2009). 

Lexical features like irregular past verbs, for example, are more salient 

within verbal input, since they include an entire word with sonorant 

consonants and vowels, whereas features such as the plural -s often 

contain only one non-voiced consonant (e.g., books) (Yavas 2006). Yet 

another difference between morphosyntactic features is regularity of form. 

Some features are more systematic than others. The past -ed, for example, 

is highly systematic, while irregular past tenses and phrasal verbs vary 

significantly. Like irregularity of form, interphrasal complexity may differ 

significantly depending on grammatical feature type. Whereas question 

formation requires syntactic movements between phrases (subject noun 
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phrase and verb phrase), the plural -s feature does not need to be moved 

from the adjacent noun phrase which it modifies. Pienemann (1999, 

2005) confirms that these characteristics do indeed impact the acquisition 

process. Finally, some grammatical features like the definite and indefinite 

article, while highly systematic in form, are imbued with a variety of 

meanings that include general cultural use (e.g., the sun), immediate 

situational use (e.g., Don’t go in there. The dog will bite you!), perceptual 

situational use (e.g., Pass me the salt.), and local use (e.g., the car/the 

pub) (Celce-Murcia and Larsen-Freeman 1999). 

  Despite large differences between grammatical features, they are often 

treated as a uniform component in which to test the efficacy of various 

pedagogical techniques. In truth, some forms of instruction may be 

effective only with specific grammatical features. More research is needed 

to establish the impact of grammar type on the efficacy of form-focused 

pedagogical techniques. 

III. Research Questions

  According to the need for further research of the relationship between 

form-focused instruction and grammatical feature type, the following 

questions were posed:

  1. How does grammatical feature type impact the efficacy of a 

form-focused treatment? In what ways is form-focused instruction that 

emphasizes either input or output (input-based or output based 

instruction) impacted by type of grammatical feature targeted?

  2. How does grammatical feature type impact the efficacy of specific 

techniques for form-focused instruction (e.g., textual modification of 

input, modification of oral input, explicit rule presentation, output 

modification through writing feedback, output modification through oral 

feedback and increased output)?
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IV. Method

  The purpose of this study was to examine the impact of various types 

of grammatical features on the efficacy of form-focused instruction. 

Theories for the development of form-focused instruction may be divided 

into two groups based on their emphasis of either input or output. For 

the purposes of this study, any form-focused technique that modified input 

to enhance learner production was defined as input-based instruction, 

whereas any technique that modified or enhanced learner output was 

defined as output-based instruction.

  To locate research studies for the meta-analysis, various sources such 

as Ebscohost, Proquest, Sage journals, and Google Scholar were 

systematically searched using keywords for grammatical features (plural, 

past tense, past regular, past irregular, passive, third person, questions, 

article, definite article, indefinite article, phrasal verb, verb particle, 

conditional) with keywords that identify treatments or methods (control 

group, form-focused instruction, focus-on-form, focus-on forms, PI, recasts, 

text enhancement, dictogloss, output, input, explicit). 

4.1 Independent Variables

  The search for grammatical treatments yielded 350 studies, which were 

systematically analyzed to ensure that each had a treatment which could 

be separated into two independent variables: input-based or output-based 

instruction. Treatments that modified the input that learners are exposed 

to or are required to process (Ellis 2012: 285) were labeled input-based 

instruction. Text enhancement, text enrichment, Processing Instruction, 

comprehension enhancement, and explicit rule presentation were 

included within this category. In contrast, treatments that modified the 

output that learners produce was labeled output-based instruction. 
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Corrective feedback, metalinguistic feedback, recasts, prompts, 

clarification requests, dictogloss, and increased output were included in 

this category. In addition to distinctions between input- and output-based 

instruction, each study had to have a control group, as well as both pretest 

and posttest scores. After evaluating the studies discovered through the 

initial search, 46 met the criteria for inclusion in the present study 

(studies denoted by an asterisk in the bibliography).

4.2 Dependent Variable (Effect Size)

  Assessments from the selected studies were used to determine effect 

sizes, which served as the dependent variable. An important point is that 

these assessments fell along a continuum, which ranged from explicit to 

implicit evaluation of knowledge. The link between these two types of 

knowledge is still controversial (Tarone 2014). Although some researchers 

have taken a non-interface position (Krashen 1981; Paradis 1994), which 

posits that there is no link between the two types, extensive research 

suggests, at the very least, that there is a weak interface (DeKeyser 1994; 

Ellis 1994; Kim and Rebuschat 2010; Sonbul and Schmitt 2013). Since 

there may, indeed, be a link between explicit and implicit knowledge, 

holistic collation of assessment types may reveal grammatical relationships 

which warrant further inquiry. Simultaneously looking at assessments 

based upon explicit or implicit knowledge could yield more insights, yet 

the number of available experimental studies is currently limited. This 

issue is confounded by utilization of assessments which integrate 

knowledge types. 

  Effect size was computed in a series of steps. First, an effect size for 

the experimental group was obtained by inserting pretest scores (M2), 

posttest scores (M1), and associated standard deviations (SD2 and SD1) 

into the Cohen’s d formula for effect size (Spada and Tomita 2010: 307):
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d = [M1 - M2] / [SQRT[(SD1SD1 + SD2SD2]/2]

If information about pretest/posttest scores was unavailable, and the 

percentage of improvement was available, effect size was determined using 

an arcsine transformation chart (Lipsey and Wilson 2001: 204). 

  Next, effect size for the control group was obtained using the Cohen’s 

d formula. As a final step, the effect size for the experimental group was 

subtracted from that of the control group. Subtracting the effect size of 

the control group helped to ensure that the effect size obtained reflected 

the treatment itself, rather than extraneous contextual factors. 

  All effect sizes for the same grammatical feature and type of instruction 

were averaged and graphically compared. First, input-based and 

output-based instructional types were compared. Next, instructional types 

were further separated into six types of input-based and output-based 

instruction: textual modification of input (text enhancement and 

enrichment); modification of oral input (PI and comprehension-based); 

input through explicit rule presentation; output modification through 

writing feedback (corrective and metalinguistic feedback); output 

modification through oral feedback (recasts, prompts, and clarification 

requests); and increased output (dictogloss or additional tasks). This 

subdivision allowed for more detailed analysis of instructional techniques 

and the impact of grammatical feature types.

V. Results and Discussion

  Comparison of effect sizes for input-based and output-based instruction 

yielded several differences based upon grammatical feature. Effect sizes 

for the plural -s (d = 2.94), past regular -ed (d = 2.00), passive (d = 

1.89), and third person singular -s (d = 1.32) were each larger for 

input-based instruction (See Figure 1). Each of these grammatical features 
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includes highly systematic morphological components. The plural -s, third 

person singular -s, and past -ed are all highly regular in form. Whereas 

the passive tense may include both regular and irregular forms, it does 

have a substantial systematic component (-ed as in “the car was fixed”). 

Overall, results suggest that careful modification of input is most effective 

for less salient and systematic grammatical features. This finding may be 

explained by the Lexical Preference Principle (VanPatten 2004). As 

pointed out by VanPatten (2004), learners focus attention on lexical 

features before grammatical ones. Because lexical features often convey 

the same meaning as functional grammar (e.g., I painted [functional] a 

fence yesterday [lexical]), the less salient functional features are often 

rendered redundant and unnecessary. Priming a learner’s lexicon may help 

learners utilize a less salient, systematic target feature without disrupting 

cognitive resources needed for other aspects of production. Results suggest 

that like PI, other forms of input modification or enhancement promote 

learning and/or acquisition of this grammatical feature type. 

  In contrast to less salient and redundant features, effect sizes for 

questions (d = 1.60), the article (d = 1.56), phrasal verb (d = 2.14), 

conditional (d = 2.23), past irregular (d = 5.76), and so/such (d = 6.20) 

were larger for output-based instruction (See Figure 1). All of the features, 

in contrast to those better served by input-based instruction, were 

phonologically salient, consisting of words or phrases. This finding 

suggests that special modification of input for such features may be less 

effective or unnecessary. Because learners tend to concentrate on these 

highly salient and lexical features (Lexical Preference Principle), smaller 

amounts of input or exemplars may be needed; instead, output-based 

instruction may be needed to encourage correct use of the features.

  In addition to salience, features with large effect sizes for output-based 

instruction had many lexical variants and syntactic complexity. With the 

exception of the article, all features include multiple words and 
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grammatical features. Phrasal verbs, for example, include verbs, particles, 

and embedded objects; questions, which require inversion of a noun 

phrase (subject) with a verb phrase (auxiliary), include a number of words; 

the conditional requires the combination of multiple clauses, each of 

which has a number or lexical and grammatical elements; finally, the 

so/such distinction requires use of both adjective and noun phrases, 

Figure 1. Efficacy of different treatment types, separated based 
on grammatical feature.

which must be utilized in a distinct word order. The complexity of 

relationships between multiple elements within these grammatical 

features may explain why output-based instruction is more effective. 

While the learner may comprehend features within input, they may have 
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little experience utilizing the components in correct word order. 

Output-based instruction may facilitate the operation of a cognitive 

syntactic encoder, which handles assembly of lexical constituents and 

inflection (Bock and Levelt, 1995). Via output-based instruction, 

operation of the cognitive syntactic and encoding mechanism may be 

encouraged, explaining larger effect sizes for features that are more 

syntactically complex. Because these same features are also phonologically 

salient, verbal recasts, prompts, and clarification requests may be easier 

to hear, further explaining larger effect sizes for output-based instruction. 

5.1 Effect Size Based on Instruction Type

  Analysis of distinct instructional types also yielded new insights 

concerning the impact of different grammatical features (Appendix A). 

While text enhancement tended to have a lower effect size for most 

grammatical features, it was highest for the article (d = 1.90). Perhaps 

text enhancement increases saliency of this feature, yet retains a focus 

on the complex pragmatic and semantic information needed to 

understand usage. Explicit rule presentation had a low effect size (d = 

.58) for the article. It appears that highlighting of morphological forms 

is effective, but the semantic complexities of the feature cannot be easily 

conveyed through explicit discussion of rules. This view may also explain 

lower scores for questions (d = .59), which are imbued with a variety 

of rhetorical and pragmatic meanings, making understanding of situational 

contexts essential. 

  Explicit rule presentation was most effective for the third person 

singular -s feature (d = 1.84). It was also high for the conditional (d 

= 2.05) feature, albeit not the highest. Correct use of these grammatical 

features requires inter-phrasal or inter-clausal cognitive processing for 

correct construction. Explicit instruction may facilitate an understanding 
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of syntactic links between lexical elements of phrases and clauses. Rule 

presentation appeared less effective when more salient grammatical 

features with simple form/meaning mappings were emphasized. Explicit 

instruction was ineffective for the past irregular feature (d = .96), which 

had a much larger effect size for recasts (d = 5.76). Phrasal verbs, likewise, 

had smaller gains for explicit presentation of rules (d = 1.18). Results 

suggest that explicit pedagogical explanations of grammar should be 

isolated to syntactically complex grammatical features. 

  Recasts appeared more effective with salient features with many simple 

form/meaning mappings. For the past irregular verb, effect size was very 

large (d = 5.76). Since past tense verbs each have a one to one 

form/meaning mapping, learners may easily perceive and benefit from 

recasts. Learners may also benefit from recasts that target salient lexical 

features like the prepositional phrase. In contrast to the past irregular 

tense, recasts had relatively little impact on the past regular and third 

person singular -s features, yielding effect sizes of .14 and .33 respectively. 

Since these features are less phonologically salient, learners may have 

difficulty hearing teacher feedback, explaining this finding.

  Corrective feedback appeared more effective for syntactically complex 

grammatical features. Conditional sentences (d = 3.25) and questions (d 

= 3.46) both had the highest effect sizes for corrective feedback and 

metalinguistic explanation. This pedagogical approach may help learners 

to correct problems with syntactic and semantic encoding. An explicit 

focus on errors in output may stimulate a monitor, thereby facilitating 

heightened cognitive processing. Phrasal verbs may also benefit from 

corrective feedback, yet no research was located to confirm this notion. 

This feature did reveal a large effect size for the dictogloss (d = 2.14), 

which was nearly twice as large as explicit instruction (d = 1.18).
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VI. Conclusion

  Results suggest that efficacy of form-focused instruction differs 

significantly based upon type of grammatical feature. Input-based 

instruction, which primes the lexicon before production, appears more 

useful for features like the plural -s, past -ed, and third person singular 

-s, which are phonologically insalient, yet morphologically regular. 

Output-based instruction, in contrast, appears more effective with 

grammatical features that are syntactically or semantically complex. 

Features like questions, phrasal verbs, conditionals, and articles, for 

example, revealed a benefit from pedagogical interventions that pushed 

output or provided feedback. Overall, the results suggest that differences 

in grammar be considered before curricula or pedagogical interventions 

are designed. 

  In addition to study of input- and output-based instruction, inquiry 

of individual pedagogical techniques yielded the following suggestions:

1. Input enhancement may be more effective for semantically or 
pragmatically complex features (e.g., articles and questions). 

2. Explicit instruction may help learners identify syntactic 
relationships between phrases (e.g., third person singular or 
conditionals).

3. Explicit instruction may be less effective for grammatical features 
with complex semantic or pragmatic meanings (e.g., articles and 
questions).

4. Recasts may be useful with phonologically salient grammatical 
features that have many different form/meaning mappings (e.g., 
past irregular). 

5. Corrective feedback may be more effective for teaching 
semantically or syntactically complex grammatical features; 
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explicit rule presentation may not provide all the semantic, 
pragmatic, or syntactic information necessary for production. 

6. Additional output (e.g., dictogloss) may be more effective with 
questions, conditionals, and phrasal verbs, which require syntactic 
ordering of constituents. 

Results suggest that input enhancement may be useful in focusing learner 

attention on minor aspects of form, while retaining an intense focus on 

meaning. This technique is beneficial for features like the English article, 

which are syntactically simple, yet semantically very complex. Secondly, 

explicit presentation of rules appears useful for outlining simple syntactic 

relationships between grammatical features or word order. Finally, various 

forms of output-based instruction appear to promote correction of highly 

salient features with multiple words or word forms.

  While information obtained from this study was insightful, it should 

be evaluated with caution. Methodological differences between studies, 

such as differences in type of assessment, may impact the results. 

Moreover, several types of instruction lack data concerning a number 

of grammatical features (See Appendix A). Despite such limitations, 

interesting relationships between instruction and grammatical features 

have emerged, which warrant further investigation. As illustrated by this 

study, more holistic inquiry may clarify questions about different 

pedagogical techniques, thereby increasing the effectiveness of 

form-focused instruction. 
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Appendix A

Table A1

Effect Sizes for Different Types of Instruction

Instruction Target Feature Effect Size Target Feature Effect 
Size

Modification of 
text input 

(Text 
Enhancement 

or Enrichment)

3PS 1.18 phrasal verb
article 1.90 plural
conditional 1.68 possessive determiner
participial adjective .86 quantifiers 1.66
passive 1.07 questions
past . so / such 3.24
past irregular . WILL 4.74
past regular .

Modification of 
oral input 

(PI and 
Comprehension 

Based)

3PS . phrasal verb
article . plural 4.86
conditional . possessive determiner
participial adjective . quantifiers
passive 3.16 questions 1.14
past . so / such 
past irregular . WILL
past regular 1.98
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Explicit Rule 
Presentation

3PS 1.84 phrasal verb 1.18
article .58 plural 1.02
conditional 2.05 possessive determiner 1.85
participial adjective 1.96 quantifiers .54
passive 1.46 questions .59
past . so / such 1.82
past irregular .96 WILL
past regular .87

Modification 
of written 

output

(Corrective and 
Metalinguist. 

Feedback)

3PS . phrasal verb .
article 1.64 plural .
conditional 3.25 possessive determiner .
participial adjective . quantifiers .
passive .74 questions 3.46
past . so / such .
past irregular . WILL .
past regular .16

Modification 
of oral 
output 

(Recasts, 
Prompts, and 

Clarif.)

3PS .33 phrasal verb .
article 1.13 plural .
conditional . possessive determiner .
participial adjective . quantifiers .
passive . questions 1.09
past . so / such .
past irregular 5.76 WILL .
past regular .14

Additional 
Output 

(Dictogloss, 
Output, and 
Interaction)

3PS . phrasal verb 2.14
article 1.46 plural 1.27
conditional 1.37 possessive determiner .
participial adjective . quantifiers .
passive 1.65 questions .77
past -.46 so / such 6.20
past irregular . WILL
past regular .60




