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Introduction and summary

The formula is simple: Highly effective teachers equal student academic success. 
Yet, the physics of American education is anything but. Thus, the question facing 
education reformers is how can teacher effectiveness be accurately measured in 
order to improve the teacher workforce?

There is a growing body of quantitative research showing teaching ability to be 
the most important school-based factor influencing student performance. The 
evidence that effective teachers significantly influence student achievement is 
clear. Unfortunately, improving the effectiveness of the teacher workforce is not 
a straightforward proposition; while research shows teacher effectiveness to be 
a highly variable commodity, it also shows that it is not well explained by factors 
such as experience, degrees, and credentials that are typically used to determine 
teacher employment eligibility and compensation.

When faced with high-stakes personnel decisions such as laying off teachers, 
granting tenure, or even paying out bonuses, many school districts, several states, 
and even the federal government are increasingly pushing for the use of measures 
of teacher effectiveness. From the Department of Education’s Race to the Top 
initiative that urges states and districts to use teacher performance to inform 
personnel decisions, to the District of Columbia’s IMPACT system that led both 
to significant bonuses for high-performing teachers and the dismissal of low-per-
forming teachers, educational policy makers and administrators increasingly need 
transparent and accurate methods to quantify teacher performance. 

The importance placed on identifying good teachers and bad teachers stands in 
stark contrast to the teacher evaluation system. Recent research suggests that 
teacher evaluation is a broken system. Drive-by classroom visits and binary ratings 
systems are insensitive to teaching assignments and typically assign unsatisfactory 
ratings to less than 1 percent of teachers. This “Lake Wobegon effect,” where the 
great majority of a group is characterized as above average, fails to acknowledge 
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and represent the variation in teacher quality we know exists in the teaching 
workforce.1 It is nearly impossible to use many existing evaluation methods for 
high-stakes personnel decisions such as: When all teachers are above average, how 
do you decide which teachers to lay off? Which teachers should receive tenure? 
Which teachers have earned bonuses in a performance-based system?

Given the demand for objective, quantitative measures of teacher performance 
and the shortcomings of many existing evaluation systems, it is not surprising 
that a number of districts and states have begun to utilize so called value-added 
models, or VAMs, to evaluate teachers. Based on the notion that gains in student 
test scores can be attributed to their teachers, VAMs are designed to measure the 
impact of individual teachers on student achievement, isolating their contribution 
to student learning from other factors (such as family background or class size in 
the early grades) that also influence student achievement. 

The use of VAMs is highly controversial and tends to center, at least rhetorically 
around the notion that VAM measures of teachers will lead to perverse incentives 
or the misclassification of teachers. I would argue, however, that at least some of 
the policy debate on this issue masks the more fundamental issue of whether any 
system ought to differentiate teachers and act upon differences.

Today most teacher-evaluation systems rely on observational protocols (by 
principals or other trained professionals) and generally provide little real informa-
tion about teacher effectiveness. Part of the reason is that teacher ratings are often 
on a binary scale where teachers are judged to be either “satisfactory” or “unsat-
isfactory.” Even when the scale used allows for more nuanced judgments, most 
teachers receive a top-tier rating that fails to differentiate among teachers to any 
significant degree.

There are various ways teacher performance measures might be utilized were they 
to provide more information about the variation in teacher effectiveness. These 
range from low-stakes uses such as determining professional development, men-
toring, or other means of remediating teachers deemed to be underperforming, to 
high-stakes uses such as compensation, promotion, or lay-off decisions. 

When it comes to VAM estimates of performance, we actually know quite a bit. 
Researchers find that the year-to-year correlations of teacher value-added job 
performance estimates are in the range of 0.3 to 0.5. These correlations are gener-
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ally characterized as modest, but are also comparable to those found in fields like 
insurance sales or professional baseball where performance is certainly used for 
high-stakes personnel decisions. Part of the reason that the correlations are only 
modest is that VAM estimates of effectiveness include measurement error, both 
because standardized tests are imprecise measures of what students know and 
because there are random elements such as classroom interaction that influence 
the performance of a group of students in a classroom. 

The fact that measurement error exists may suggest that VAM effect estimates are 
too unstable to be used for high-stakes purposes because they will lead to teachers 
being misclassified into the wrong effectiveness categories. This is certainly a valid 
point to consider, but it is also essential to ground debates over changes to teacher 
evaluation in what is best for students. Classification error will occur with any 
evaluation system, but an exclusive focus on the potential downside for teachers 
ignores the fact that misclassification that allows ineffectiveness in the teacher 
workforce to go unaddressed is harmful to students. Ultimately, one has to make a 
judgment call about the risks of misclassification, but it is important to stress here 
that VAMs should be compared to the human capital systems currently in place 
and not to a nirvana that does not exist.

The argument for using VAMs is not merely based on the notion that its esti-
mates provide important information about teacher effectiveness, as there is little 
doubt that they do. Rather it is an argument rooted in the idea that using VAMs is 
fundamentally important given the evidence that school systems, facing cultural 
or political constraints, have generally been institutionally incapable of differen-
tiating among teachers. VAMs can be an honest broker when it comes to teacher-
performance evaluation, ensuring any performance evaluation system recognizes 
that teachers are not widgets when it comes to helping students learn. Given this, 
it should come as no surprise that I believe we ought to experiment with the use 
of VAM teacher-effectiveness estimates to inform teacher policy.

Concerns about using VAMs are legitimate, but they overlook the fact that any 
type of teacher-performance evaluation with high-stakes consequences for teach-
ers would be controversial. This controversy, however, rarely arises today because 
the performance evaluations that are currently being used typically are not 
high-stakes for teachers, either because they are not designed to be or because 
the evaluation itself is so inexact that the issue is rarely relevant for teachers. But 
the issue is very relevant for students. The misclassifications under the evaluations 
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governing the teacher workforce today come almost entirely in the form of false 
positives. I would hazard to say that few would disagree that there is at least some 
(possibly small) share of the teacher workforce in classrooms who should not be 
in the classroom despite the fact that they have the credentials and evaluations 
required to practice.

Unfortunately, much of the policy debate about VAM performance estimates is 
framed around the potential consequences for teachers rather than focusing on 
the consequences for students. It is entirely possible that the interests of teachers 
are not entirely congruent with the interests of students when it comes to teacher 
evaluation and classification. Certainly imperfect evaluation systems (the only 
types that exist), for example, that are connected to high-stakes policies, will lead 
to some incorrect teacher dismissals or rewards. The question however, should 
not be whether this is good or bad for teachers, but whether the number of incor-
rect classifications is acceptable given the impact on student learning. 

My judgment is that current teacher policies lean too far in the direction of 
protecting teachers from the downsides of misclassification at the expense of the 
overall quality of the teacher workforce. It is for this reason that I advocate experi-
menting with teacher-evaluation system reforms (VAM-based and otherwise) that 
allow policy to better reflect the variation in performance that we know exists in 
the teacher workforce. 

Given the high-stakes issues of student classroom achievement and teacher 
outcomes even up to dismissal, it is imperative that teacher evaluation methods 
provide spot-on performance assessments. The key then is having a system like 
VAM that truly differentiates among teachers while avoiding the pitfalls of mis-
classification. Still, regardless of the method used to evaluate teacher performance 
at the very least it must:

•	 Be rigorous and substantive while allowing for nuance.
•	 Provide meaningful teacher feedback.
•	 Be directly linked to consequences and outcomes.
•	 Be seen as trustworthy.
•	 Ultimately result in improved learning and achievement for students.
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VAMs can be the honest broker when it comes to teacher-performance evalua-
tion, ensuring that any performance evaluation system recognizes that teachers 
aren’t widgets when it comes to helping students learn. Yet, having said that, VAM 
is often treated as if it is the magical elixir for all that ails the teacher workforce. 
There are good reasons to believe this is not the case. Thus, I also recommend that 
school systems implement a performance evaluation infrastructure that builds 
confidence in performance measures and provides teachers with timely feedback.
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Teachers as widgets: The failure 
to recognize effectiveness

There are good reasons to critically examine teacher-evaluation systems. The 
weakness of today’s evaluation systems effectively means that the differences in 
teacher effectiveness that we know exist appear not to influence teacher workforce 
decisions.2 We know from value-added measures that teachers vary considerably 
from one another in effectiveness. The differences among teachers however, are 
not well explained by the kinds of teacher characteristics and credentials such as 
licensure, experience, and degree level that are used to determine employment 
eligibility and compensation.3

When determining compensation, most school districts rely on the single-salary 
schedule, meaning that teacher pay is determined almost exclusively on degree 
and experience level. And while there is clear evidence that teachers become more 
effective in their first few years in the classroom, the research also shows that this 
relationship levels out beyond the first three to six years of experience.4 While 
experience does predict teacher effectiveness, there is still a significant share of, 
for instance, novice teachers who are more effective than third-year teachers and 
vice versa.5 Further, teacher degree level appears to be completely unrelated to 
effectiveness outside of a few narrow exceptions.6

The fact that measured teacher performance varies so significantly, and that 
input measures do not accurately define teacher effectiveness, puts a premium 
on the evaluation of teachers. Unfortunately, much of the existing school system 
infrastructure for in-service evaluation appears to be weak. In their report “Rush 
to Judgment: Teacher Evaluation in Public Education”, Tom Toch, who is cur-
rently executive director of the Association of Independent Schools of Greater 
Washington, and Robert Rothman, a senior fellow with the Alliance for Excellent 
Education, provide a comprehensive review of teacher-evaluation systems. They 
suggest that teacher evaluation is, on the whole, a broken system. Evaluations 
often constitute educational “drive-bys,” quick classroom visits by principals or 
other school administrators that produce no substantive feedback for teachers 
on classroom practices. Teacher rating systems themselves, often reduced to a 
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simple “satisfactory” or “unsatisfactory” summary judgment, usually are incon-
siderate of differences in the contexts (subjects, types of students, grade level, 
etc.) in which teachers work.

Given the state of affairs with teacher-evaluation systems, it should come as no 
great surprise that teacher evaluations appear to be far less than rigorous. It is 
clear that there is little variation in teacher evaluations, even when performance-
rating systems allow for it. In 2007, for instance, an assessment of teacher 
evaluations in Chicago Public Schools by the New Teacher Project found that 
93 percent of the system’s teachers received ratings of “excellent” (61 percent) or 

“superior” (32 percent), and less than .5 percent of teachers received an “unsatis-
factory” rating. 

Why are teachers treated like widgets?

The generally dismal teacher-evaluation system can be summarized by two words: 
cost and consequences. First, rigorous evaluation—at least one that would be 
seen as credible—is likely to be costly. The typical drive-by evaluation system 
requires little beyond one visit to a teacher’s classroom. Yet this brief encounter 
complies with most state requirements for teacher evaluation.7 But as Robin 
Chait and Raegen Miller, both with the Center for American Progress, describe in 

“Treating Different Teachers Differently,” rigorous evaluation likely entails frequent 
classroom visits (possibly by multiple evaluators) and assessing different types of 
evidence of teaching practices and student outcomes. Such an evaluation system 
requires an infrastructure that is probably far more costly than what is currently in 
place in many states and school districts.

Much the same could have been said for VAM several years back. Today, however, 
the extensive testing and accountability systems introduced under No Child Left 
Behind guarantees there are state assessments in third- through eighth-grade 
in math and reading. This does not necessarily mean the assessments are well-
designed to facilitate VAM or that using VAMs in smart ways does not require 
ancillary investments. It certainly does, however, imply that in most states and 
localities the costs of utilizing a value-added system are far lower than they would 
have been a decade ago. Surely, most school systems could better take advantage 
of the student achievement information that could be derived from the vast 
amounts of data already being collected.



8  Center for American Progress  |  When the Stakes Are High, Can We Rely on Value-Added?

Second, typically there are no direct consequences associated with the evalua-
tion that teachers receive. In the private sector much of the managerial control 
over employee quality is influenced by compensation. Such control is absent in 
a system that relies on the single-salary schedule. This means teacher evaluations 
default to the much higher stakes of whether or not teachers are allowed to remain 
in the profession. In theory, teacher tenure decisions or dismissals (in the case of 
layoffs) might be based on performance evaluations, but in practice this has been 
rare (though as I discuss later, the situation may be changing). Beyond compen-
sation, principals often lack any direct managerial control over hiring, firing, or 
teacher placement. Given that there are often few consequences associated with 
a performance evaluation, evaluators are responding to the incentives they face 
when making judgments about teachers. Why would principals take evaluation 
seriously if it has no bearing on teacher performance? Moreover, in teacher cul-
ture, anything less than a satisfactory evaluation is contrary to the norm and thus 
likely to raise the ire of those receiving an unsatisfactory rating. Indeed there is 
some empirical evidence that school administrators are reluctant to give teachers 
a negative evaluation for fear of hurting the morale of the teaching faculty.8 Again, 
why create waves if those waves are likely to be meaningless?

The bottom line is teacher input and evaluation policies fail to recognize the differ-
ences in performance we know exist among teachers. This is perhaps best exempli-
fied by a report by Daniel Weisburg, vice president of policy and general counsel 
with the New Teacher Project, and colleagues in their New Teacher Project report, 

“The Widget Effect,” which true to its title argues that the education system treats 
teachers like widgets, despite the substantial evidence that teachers are anything but. 
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Teacher performance measures 
and the move toward value-added

Teacher-evaluation systems differ from one another, but most rely on evaluation of 
observational protocols (by principals or other trained professionals); a far smaller 
proportion rely on examinations of portfolios that include teacher lesson plans 
and demonstrated commitment to practice and profession (or a combination of 
the two).9 A 1996 study of evaluation in 68 of the 100 largest U.S. school districts 
found that about 95 percent use direct teacher observations as part of the evalua-
tion system. Less than half (46 percent) use self-evaluations, and even less portfolio 
(24 percent), peer (16 percent), or student (9 percent) based evaluations.

Regardless of the method of teacher evaluation, it appears that evaluations generally 
provide little information about teacher performance, as the vast majority of teach-
ers are labeled as some form of satisfactory. This statement should not necessarily 
be interpreted as a critique of the method of evaluation. Rather it reflects the fact 
that most evaluation systems suggest that all teachers are at the top of whatever scale 
is used to judge their performance. This point is exemplified in a study by Pamela 
Tucker, an associate professor in the Department of Leadership, Foundations, and 
Policy at the University of Virginia, in her analysis titled “Lake Wobegon: Where 
All Teachers Are Competent (Or, Have We Come to Terms with the Problem 
of Incompetent Teachers?).’’ Tucker’s study focuses on principals and teachers 
in Virginia and finds that far fewer teachers are classified as incompetent than are 
believed to be so by either their principals or other teachers. Specifically, principals 
reported teacher incompetence rates averaging 5 percent, but only about half of 
those were formally identified as being incompetent. And, interestingly, the rates of 
formal identification were actually slightly higher for tenured teachers (about 1.5 
percent) than untenured teachers (about 1.1 percent), possibly because formal doc-
umentation is far more important for the removal of a tenured than an untenured 
teacher. Tucker’s results were corroborated a decade later in “The Widget Effect.”

Part of the problem is that binary (satisfactory or unsatisfactory) measures of 
teachers provide little room for nuance in any assessment. The authors of “The 
Widget Effect” report that more than 99 percent of teachers in districts with a 
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binary evaluation system are rated as satisfactory. But even when a multitiered 
system is utilized, there still appears to be little teacher differentiation. Again from 

“The Widget Effect”: More than 94 percent of teachers in districts with broader rat-
ing options receive one of the top two ratings, and less than 1 percent of teachers 
receive an unsatisfactory rating.

It is conceivable that existing teacher-evaluation tools could be used to distinguish 
among teachers more productively, but unless there really are only about 1 per-
cent of teachers who are not meeting society’s expectations, it is also quite clear 
that the culture or political constraints in schools make honest assessments of 
performance difficult. I believe this is leading the march toward the use of value-
added. A key advantage this methodology has compared to many existing meth-
ods of evaluation is that, while imperfect, it brings greater objectivity and thus has 
the potential to surmount cultural and political obstacles.

Observational-based performance systems and student achievement

Research by Brian Jacob, a professor of education policy with the Gerald R. Ford 
School of Public Policy at the University of Michigan and Lars Lefgren, associate 
professor of economics at Brigham Young University, finds evidence that confi-
dential (so not necessarily reflecting documented performance) principal evalu-
ations of teachers are significantly correlated with teacher VAM effect estimates, 
implying that these subjective evaluations can serve as predictors of teacher 
contributions to student learning. Interestingly, they also find evidence that 
principal evaluations of teachers predict student achievement in statistical models 
that include estimates of the prior VAM measures, implying that these subjective 
assessments provide performance information about teachers that goes beyond 
that provided by VAM measures.10

In 2004 the Peabody Journal of Education devoted a special issue to exploring the 
link between observational-based evaluations and student achievement.11 Many 
of the papers in this special issue sought to validate the use of these evaluations 
by assessing the relationship with the estimated value-added of teachers. Three 
observational studies in this issue, covering three different sites—Ohio, California 
and Nevada—show that non-VAM measures hold promise. Specifically, the stud-
ies all find statistically significant positive relationships between evaluation scores 
using the Framework for Teaching—an evaluation method that combines results 
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of standards-based principal evaluations with nonclassroom observations, reflec-
tion forms, unit plans, logs of professional activities, and parent contacts, along 
with measures of value-added teacher performance.12 

Two recent studies further explore the correlation between non-VAM evaluation 
systems and quantitative measures of teacher performance. First, there is a 2010 
study that estimates the association between evaluation scores using Cincinnati’s 
Teacher Evaluation System, based on the Framework for Teaching evaluation and 
student achievement in Cincinnati. The study found that having a teacher with a 
one point higher rating, equivalent to moving up one step in the rating categories 
of—unsatisfactory, basic, proficient, and distinguished—corresponds to a large 
improvement in student achievement; roughly 15 percent of a standard devia-
tion improvement in math achievement and 20 percent of a standard deviation 
improvement in reading achievement.

Second, a 2010 study that evaluated middle school language arts teachers using 
a combination of the Classroom Assessment Scoring System (widely know as 

“CLASS”), and a new observation system they developed specifically for second-
ary English/language arts instruction, found that teachers in the highest quartile 
of value-added scored better than teachers in the second quartile on all 16 ele-
ments of instruction they measured.13

Portfolio and other evaluation systems

Portfolio-based evaluations are one alternative, or a complement, to the use of 
observational ratings for teacher evaluation. Probably the best known assess-
ment that relies heavily on a portfolio is that designed by the National Board for 
Professional Teaching Standards (NBPTS). The NBPTS-credential has been 
widely adopted and teachers who are certified by the National Board often receive 
additional compensation.14 Thus, the validity of the credential has attracted signifi-
cant research attention. 

Some empirical evidence shows a statistically significant positive relationship 
between teachers being NBPTS-certified and student achievement, but the 
findings are not universal.15 And even though my previous research does show 
that this credential is predictive of student performance, I also illustrate that the 
variation in teacher performance due to being credentialed is swamped by other 
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differences within the groups of credentialed and noncredentialed teachers. In the 
case of my research, about 60 percent of teachers who become certified are more 
effective than their noncertified counterparts when judging them by students’ 
achievement in mathematics tests and about 55 percent when judging them based 
on students’ achievement on reading tests.16

Outside of the research on NBPTS, there is relatively little quantitative evidence 
tying teacher ratings based on portfolio evaluations to student achievement. 
Likewise, the research base informing what we know about other forms of teacher 
evaluation—peer, self, and student ratings of instruction—is also sparse.17 This 
significant gap in the literature will likely be addressed in the near future as private 
and federal efforts are being made to identify ways to evaluate teachers. A num-
ber of philanthropic organizations are funding research on new teacher evalua-
tion techniques. The Bill and Melinda Gates Foundation’s Measures of Effective 
Teaching study, for example, is focused on assessing the relationship between vari-
ous methods of evaluating teachers—including video-taped observations, student 
surveys, and tests of teacher pedagogical knowledge and student achievement.18 
Importantly, all the teachers voluntarily participating in the study agreed to be ran-
domly assigned to their classrooms in one year, allowing the study to address one 
of the central critiques of performance-based evaluation systems, which is that the 
system in general may be unable to accurately distinguish teacher contributions to 
students from the effects of having students with particular backgrounds grouped 
together in a classroom. Teacher evaluation is also a central theme in the federal 
government’s Race to the Top competition. 

 Finally, there is growing attention to the teacher policies in other countries. This 
is due to evidence that U.S. students score in the middle of the pack on interna-
tional assessments and some international competitors to the United States are 
perceived to be very successful in recruiting, training, and evaluating teachers.19

Growing interest in using value-added measures of teachers

Over the last decade, and increasingly now, a number of districts and states have 
begun utilizing VAM methods to evaluate teachers based on the notion that gains 
in student test scores can be attributed to their teachers. VAMs have been used for 
teacher evaluation as far back as the 1990s in Tennessee and Dallas. More recently 
many proposals for the Race to the Top federal grant program, including a win-
ning entry from Delaware that makes the bold statement that “satisfactory student 
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growth is the minimum requirement for any educator to be rated effective,” pro-
pose using value-added measures to inform teacher evaluations. Moreover, some 
states and districts are considering using VAM estimates as the primary criterion 
for awarding teacher tenure,20 the potential consequences of which I recently 
explored in a paper with Michael Hansen, a researcher with the Education Policy 
Center at the Urban Institute.21

The growing interest in using VAMs to evaluate individual teachers likely arises 
because it is now possible, at least in theory, to use VAMs in most states since stu-
dents in third-grade through eighth-grade are tested annually, so one can obtain 
value-added estimates.22 But perhaps more important in driving the current policy 
interest is the finding mentioned above, for myriad reasons, that few teachers 
ever receive anything but a satisfactory evaluation, regardless of the rating system 
utilized (and regardless of whether there are consequences attached to the rating). 
This point is well-documented and cannot be emphasized enough. 

Policymakers likely see VAMs as a way to address the “Lake Wobegon effect”—
specifically, the political and cultural constraints leading most evaluation systems 
to conclude that all teachers are excellent. And while VAMs have the potential to 
do this, using student achievement to judge teacher performance is limited. First, 
VAM measures currently could only cover roughly 25 to 35 percent of the teacher 
workforce; the majority of teachers are in classrooms or grades not covered by 
state assessments, such as music, art, or first and second grades. 

Second, for many, the idea of using student achievement on tests to make judg-
ments about teachers (or schools) is problematic given that tests are limited in 
terms of what they measure. Specifically, tests can only be used to assess a subset of 
the myriad objectives of schooling. It is unlikely, for example, that tests will cover 
socialization behavior that is taught in schools. Even when it comes to academic 
competence, tests are necessarily limited in terms of their ability to identify the 
extent to which students have learned important topics covered in the classroom.23 

And third, focusing accountability narrowly on tests may result in perverse incen-
tives, leading teachers to try to “game” the system by drilling in on test-taking 
skills that are not generally beneficial to students, or outright cheating to make the 
performance of their students appear to be better than it really is. 

It is worth noting that one must weigh these limits against other factors. The state 
assessments often used for value-added are typically constructed with input from 
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numerous stakeholder groups that help to drive educational policies (such as 
school accountability), and thus presumably reflect educational goals. Student 
achievement on these tests has been shown to be related to both the later life 
outcomes of students and aggregate country growth rates, and there is very little 
evidence supporting the idea that perverse incentives associated with test-based 
accountability has been detrimental to student achievement.24

Beyond the question of whether tests are a good way of measuring the important 
lessons that students learn in schools is the issue of whether student assessments 
can be used to assess teacher performance. I do not delve too deeply into the com-
plex statistical issues here, but it is worth noting that the models used to predict 
the factors that influence student learning rely on a number of strong assumptions 
about both the student learning process and the psychometric properties of the 
tests themselves.25

One of the most important issues that arise is the amount of true information 
about teacher effectiveness that can be gleaned from value-added and whether this 
information can be used to classify teachers. It would, for instance, be question-
able to attach great meaning to changes in student test performance if a teacher 
only has a small handful of students. One reason is that standardized tests are 
imprecise measures of what students know. Time and resources limit the amount 
of content that they cover, and random occurrences, such as the amount of sleep a 
student gets prior to taking a test, will influence individual performance. This issue 
is exacerbated at the classroom level because of the potential that other random 
occurrences—the dynamics between students in a class in a particular year, or the 
oft-cited distracting dog barking outside the classroom on testing day—influence 
the performance of the entire class of students. In a small class the achievement of 
one or two students can greatly affect the estimate of teacher performance. 

Further, teachers whose measures of effectiveness are based on only a few student 
test scores are far more likely to be influenced by these random factors—“noise” 
or “measurement error” in statistical parlance. Given that VAM estimates are, to 
some degree, going to be noisy estimates of true teacher performance, one must 
worry about using them for high-stakes purposes. It is possible that some teach-
ers, who are for instance, classified by VAMs as highly effective or very ineffective, 
actually fall into the other category.

 I want to emphasize that the problem of misclassification exists whether or not 
one uses a VAM approach to judge teacher performance. Any evaluation/perfor-
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mance assessment system is subject to classification error. Observers of teacher 
behavior or those who judge portfolios, for instance, may make mistakes that 
lead to teachers being misclassified. The single-salary schedule that determines 
teacher pay clearly leads to classification errors (if the desire is to classify accord-
ing to effectiveness). VAMs simply make the potential for classification errors 
more transparent and explicit because they are less subjective and can be easily 
evaluated given that they are statistically-based measures. Consequently, it is far 
easier to determine the likelihood that they lead to misclassification, even if they 
perform better than other methods of evaluation.
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How could teacher performance 
measures be utilized?

Low-stakes use of VAM

There are various personnel decisions that might be informed by teacher perfor-
mance measures. Low-stakes uses of these measures might be to make decisions 
about professional development, mentoring, or other means of remediating teach-
ers deemed to be underperforming. But it is the atypical school or school system 
that actively uses evaluations to help determine individual teacher needs. When 
it comes to professional development for example, schools usually employ one of 
two strategies; either they bring the professional development to the school in the 
form of a workshop, or they leave it up to individual teachers to determine their 
professional development needs (often from a menu of approved offerings).26 In 
the case of the former, there is no differentiation in the professional development 
since all teachers in the school are receiving the same training.

The latter model offers greater opportunity for differentiation, but it is left up to 
teachers to decide on training and, given that performance evaluations tend to be 
undifferentiated, they may not have information on what areas to improve when 
choosing. Moreover, one might argue that even if teachers are aware of their areas 
of weakness, they do not have terribly strong incentives to choose professional 
development that addresses those weaknesses. The loose connection between 
performance evaluation and professional development implies that evaluation is 
not typically being used in an effective way, even for low-stakes purposes.

Medium-stakes use of VAM

The default in thinking about how VAM estimates are used is usually one of the 
poles: high- or low-stakes, but there are actually at least two of what I would con-
sider to be medium-stakes ways in which VAM estimates might be utilized. One 
is to gauge the effectiveness of teachers graduating from different training institu-
tions and use these measures to inform accountability policies at the institution 
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level.27 This obviously would be a high-stakes use of VAM to institutions, but have 
no immediate direct impact on individual teachers. A second would be to help 
determine which teachers might qualify for differentiated roles in schools. There 
is increased interest in creating career path options for teachers that allow them to 
stay in the classroom, but help other teachers with their craft, or reach students in 
other ways.28 Of course these differentiated roles may also lead to greater compen-
sation, which would put them in the realm of high-stakes.

High-stakes use of VAM

High-stakes uses of performance evaluations would include using them to help 
determine compensation, renewal of teacher contracts (for untenured teachers), 
teacher tenure, and/or dismissal of chronically ineffective teachers. Using perfor-
mance evaluations as a factor in compensation—the lowest-stakes of these high-
stakes options—is precluded in most school systems based on their use of the 
single-salary schedule. I argue that teacher compensation is the lowest-stakes use 
of performance evaluations because the other uses are all or nothing outcomes 
that involve determining whether or not teachers will have a teaching job.

Tenure decisions or dismissals are rarely based on performance evaluations. The 
issue of using performance as a basis for teacher dismissals has recently been in 
the public eye, most notably in the recent dismissal of 241 teachers by Michelle 
Rhee, Washington, D.C. Public Schools Chancellor. Of that number, 165 of these 
dismissals were the result of poor performance on DC’s new teacher-evaluation 
system known as IMPACT, which uses value-added estimates along with a rigor-
ous rubric-based observation system to evaluate all teachers in the district.29 The 
Chicago Public School District also recently approved a policy that allows admin-
istrators to dismiss tenured teachers who were rated “ineffective” before following 
the “last hired, first fired” procedure spelled out in the district’s collective bargain-
ing agreement. These policies have garnered considerable public attention and 
have ignited a heated debate about the use of teacher performance over seniority 
in teacher layoffs. 

Despite these controversies, a number of studies show that the teacher dismissal 
rate is typically in the neighborhood of 1 to 2 percent per year.30 That dismissals 
are rare is not surprising, particularly dismissals of tenured teachers. As CAP’s 
Robin Chait reports in “Removing Chronically Ineffective Teachers,” teacher 
dismissals are quite costly; the dismissal of a tenured teacher can cost in the hun-
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dreds of thousands of dollars.31 This is consistent with data from the Schools and 
Staffing Survey showing tenure to be the “barrier to dismissal of poor or incompe-
tent teachers” most likely to be identified by school principals.32

There is, however, an important caveat to the 1 percent figure cited above; the 
surveys on teacher dismissals document only formal dismissals, so it may be that 
many untenured teachers are counseled out of schools without formal docu-
mentation so that what is tantamount to a dismissal flies under the radar. The 
downside to this informal approach is that there is no track record of performance 
so teachers can easily obtain a job in another school or district, even if they may 
not be well suited to the profession. In fact, in a forthcoming paper with Betheny 
Gross and Daniel Player, researchers at the University of Washington’s Center 
on Reinventing Public Education and Mathematica Policy Research respectively, 

“Teacher Career Paths, Teacher Quality, and Persistence in the Classroom: Are 
Public Schools Keeping Their Best?” we offer empirical evidence supporting this 
notion.33 We investigate the mobility patterns of teachers who fall into different 
effectiveness categories (judged based on value-added models) and find that the 
least effective teachers are more likely than more effective teachers to leave teach-
ing (at least in the North Carolina public school system), but they are also more 
likely to “churn” through the public school system moving from school to school. 

These findings suggest that performance evaluation could be used more effec-
tively to identify the lowest performing teachers for dismissal and/or create a 
track record of performance that would follow teachers so that evaluations from 
a prior teaching position would contain real information about performance 
that could inform decisions about teachers who move from school-to-school or 
district-to-district.

The use, or nonuse, of performance to inform tenure may be on the cusp of change. 
The federal Race to the Top grant program specifically encourages states to use 
teacher performance to inform “key decisions in such areas as evaluation and 
development, compensation and advancement, tenure and removal,” and each of 
the winning applications in the first round pledged to use teacher performance to 
inform tenure decisions. 34 Tennessee’s application has a set of policy changes that 
includes “denying tenure to teachers who are deemed ineffective as gauged partly 
by student growth,”35 while Delaware will grant tenure to teachers only “if they 
demonstrate satisfactory student growth for two or more years, and have no more 
than one year of ‘ineffective’ teaching.”36 
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Moreover, even states that have not received Race to the Top grants have been 
able to use the program to give them “the political cover they need to push 
through reforms unpopular with unions.”37 One of those states is Colorado, which 
recently overhauled its teacher tenure and evaluation rules so students’ academic 
progress now counts for half of a teacher’s evaluation rating, and teachers are now 
required to receive three consecutive years of positive evaluations to earn tenure.

Lastly, the issue of teacher layoffs has arisen as a consequence of the economic 
downturn. The evidence on the importance of teacher quality clearly implies that 
when layoffs are necessary it matters a great deal to students which teachers are 
laid off. Not surprisingly, layoffs are typically addressed in collective bargaining 
agreements, and in the overwhelming majority of these agreements, seniority is 
the primary criterion for determining which teachers are laid off. An analyses of 
the National Council on Teacher Quality TR3 database shows that “last hired, 
first fired” seniority provisions exist in all of the 75 largest school districts in the 
nation, and seniority is the sole factor that determines the order of layoffs in over 
70 percent of these districts.

The implications of using seniority rather than effectiveness as the determinant 
of layoffs is explored in a new policy brief published by the National Center for 
the Analysis of Longitudinal Data in Education Research. In the brief, the authors 
simulate seniority-based versus performance-based (as measured by value-added) 
layoffs in New York City and find that there would be significant differences in the 
average performance of teachers who are laid off. Specifically, they estimate that 
teachers laid off based on value-added judgments of teacher performance would 
be about a 25 percent of a standard deviation (in student achievement) less effec-
tive than those laid off under a seniority-based system.38

Throughout this report I have suggested that performance evaluations could be 
used to inform both low- and high-stakes teacher workforce decisions, but this 
presumes the performance evaluations are in fact predictive of teacher quality. I 
will next explore this question in more detail, describing new findings on the 
extent to which a particular type of teacher performance measure—value-added 
estimates of teacher effectiveness—actually predict future teacher performance, an 
important quality if they are used to determine employment eligibility.
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Are VAM measures good predictors 
of future teacher performance?

There are good reasons to be concerned about whether teacher performance 
measures in one time period are related to those measures in other time periods. 
The “intertemporal stability” (how correlated the measure is in one period of 
time to the next) of the measure provides an indication of whether the measure is 
providing true teacher performance information. The notion here is that under-
lying teacher quality is unlikely to change radically from one period to another. 
Therefore, radical change in the measure of teacher performance suggests that it 
may be a poor proxy for true performance. Moreover, measures with really low 
intertemporal correlations are likely to be poor predictors of future job perfor-
mance. This does not mean that a measure having very high intertemporal stability 
is necessarily going to mean it is a good predictor of job performance. As noted in 
the introduction, the degrees held by a teacher serve as very poor predictors of his 
or her effectiveness, even though that factor is quite stable; once a teacher gets a 
master’s degree, they always have it.

As I noted earlier, outside of a few exceptions, there is relatively little quantitative 
evidence linking non-VAM measures of teacher performance to student achieve-
ment, hence it is no surprise that we know little about whether these types of 
evaluations predict future teacher performance. There exists far more information 
about the intertemporal properties of VAM effect estimates.

Intertemporal properties of VAM teacher performance measures

Researchers generally find that the year-to-year correlations of teacher value-
added job performance estimates are in the range of 0.3 to 0.5, with correlations 
of teacher value-added in math generally found to be higher than value-added in 
reading/English language arts.39 These correlations have been characterized as 

“modest,” as would be expected given that a significant proportion of the inter-
temporal variation in these effects appears to be due to “statistical noise.”40
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Unfortunately, it is impossible to know precisely how much of the intertempo-
ral instability of these VAM measures is due to measurement error versus true 
year-to-year changes in teacher performance. But, we do know from a statistical 
perspective that many estimated teacher effects will not be statistically distin-
guishable from the effect of the mean teacher on student achievement.41 And the 
more fine-grained we try to be, the less likely teachers will be truly distinguish-
able in a statistical sense.42 Finally, we know that teacher rankings based on these 
estimates will change from year to year and some of this is due to chance.43

A simple way to improve the stability of VAM performance estimates is to use 
more information about student achievement to inform teacher effect estimates. 
Calculating multiyear estimates of teacher performance, for example, are likely 
to be less noisy because a lucky draw in one year is offset by an unlucky draw the 
next.44 Recent simulation work by Peter Schochet and Hanley S. Chiang, research-
ers with Mathematica Policy Research, examines this issue by using VAM esti-
mates to identify teachers whose performance differs in a statistically significant 
way from an average teacher. They conclude that using three years of data for esti-
mating teacher effectiveness, the probability of identifying an average teacher as 
being “exceptional” (Type I error)—defined by them as teachers who are roughly 
one standard deviation of teacher performance above (or below) the mean—is 
about 25 percent.45 Conversely, the probability that a truly exceptional teacher is 
not identified for special treatment (Type II error) is also roughly 25 percent.

The work by Schochet and Chiang is useful in framing the potential for misclas-
sification that exists when using VAMs to inform policy, but it is worth noting that 
they picked cutoffs such that the Type I and Type II error rates were equivalent. 
In practice, districts might pick very different cutoff scores to minimize the likeli-
hood of sanctioning a teacher who ought not to be sanctioned (a Type I error) or 
failing to reward a teacher who deserves a reward (a Type II error). Even so, the 
numbers presented by Schochet and Chiang may suggest to some that VAM effect 
estimates are too noisy, and therefore too unstable, to use for high-stakes purposes. 

Ultimately this is a judgment call, but there are two points worth considering. The 
first is that the estimates are strikingly similar to estimates we see in sectors of 
the economy that consider them for job retention and pay determination.46 And 
second, as I mention above, the teaching profession is currently utilizing creden-
tials and evaluations for high-stakes purposes (or in some sense not utilizing them 
for in-service teachers since there is rarely any variation in evaluations) that are 
themselves noisy, but less transparently so. Advocating for more stability of VAM 
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(or any other) measures may be setting a higher bar for change (possibly a much 
higher bar) than the status quo.

Moreover, as Mike Hansen, a researcher with the Education Policy Center at the 
Urban Institute and I show in a recent report, “Is it Just a Bad Class? Assessing 
the Stability of Measured Teacher Performance,” there are reasons to believe that 
focusing on the transition of teachers between different effectiveness categories 
(e.g. quintiles) may overstate the degree of instability of performance estimates 
because the baseline assumption is that the transitions are due to measurement 
error. Specifically, we present evidence (using a simulation approach) that some 
of the year-to-year transitions between effectiveness categories result from true 
changes in teacher performance.47 If so, VAMs may be somewhat more accurate 
than they have been portrayed to be in the literature.

Using VAM estimates for tenure determination

The ultimate test of any teacher job performance estimate used for employment 
determination is whether the estimate predicts teacher performance in the future. 
If it does not, or does so poorly, one probably would not want to use the measure 
for this type of high-stakes purpose.48 

I investigate the question again with Mike Hansen in “Using Performance on the 
Job to Inform Teacher Tenure Decisions.” We estimate teacher performance for a 
group of elementary school teachers in North Carolina using their first two years 
of classroom performance to inform VAM math estimates. We then compare how 
these early career performance estimates perform relative to a host of observable 
teacher characteristics and credentials ( licensure test scores, experience, and degree 
levels, etc.) by using each to predict student achievement out of a sample and then 
comparing each of these predictions to actual student achievement.49 Given the well-
established literature showing that observable teacher credentials are at best weak 
predictors of student achievement, it is not terribly surprising that early career VAM 
estimates are considered far superior to teacher characteristics and credentials at pre-
dicting student achievement in the future (in this case after a three-year gap between 
the estimated VAMs and the student achievement predictions).

What would using VAM effect estimates to inform tenure determination mean 
for workforce quality? We assess this by investigating a hypothetical case where 
school systems opted not to tenure teachers who fall into the lowest quartile of 
the pre-tenure math performance distribution (based on their first two years in 
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the classroom). Twenty-five percent of the 
workforce may seem like a very high propor-
tion of the workforce to select out (or “de-
select”) from the teacher workforce, but it is 
not as large as it may sound at first blush. The 
reason is that early career teacher attrition is 
relatively high and many of those teachers who 
leave tend to be ineffective.50 In our dataset, the 
natural attrition that takes place implies that 
districts would need to de-select an additional 
14 percent of the teachers eligible for tenure in 
order for the weakest 25 percent to be weeded 
out through a combination of purposeful 
de-selection and attrition. Figure 1 shows the 
estimated post-tenure (fifth year) VAM effects 
(in student achievement terms) for those 
teachers who would be de-selected (the lowest 
25 percent), the remaining teachers who are 
selected for tenure (the upper 75 percent), and 
the pooled distribution of all teachers (impos-
ing no selection rule). 

The difference in effectiveness between the 
de-selected and selected distributions is edu-
cationally significant: the de-selected teachers 
are estimated to have math impacts that are more than 11 percent of a standard 
deviation of student achievement lower than selected teachers. This is certainly 
a large effect for students who would be educated by selected versus deselected 
teachers. To put this in context, the study by Schochet and Chiang suggests that 
20 percent of a standard deviation of student achievement is roughly equivalent to 
three months of typical learning growth, so our findings suggest the average differ-
ence between selected and de-selected teachers is about 1.5 of months of typical 
learning growth. And, the estimated impact on the quality of the teacher workforce 
overall is also large: the difference between the selected distribution and a distri-
bution with no de-selection is almost 3 percent of a standard deviation of student 
achievement.  Taking the thought-experiment a step further and assuming that de-
selected teachers are replaced with teachers who have effectiveness estimates that 
are equal to the average effectiveness of teachers in their first and second years, the 
average effect for post-tenure teachers under the VAM-based screen is still about 
2.5 percent of a standard deviation larger than if no screen had been applied.
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Conclusion

The notion that we ought to use student performance to help guide low-stakes 
decisions, like the types of professional development that are offered, seems 
pretty benign. Who would argue that we ought to disregard all the information 
we are collecting about student achievement? Similarly, the idea that teacher 
performance ought to be used to inform high-stakes personnel decisions is likely 
to be uncontroversial; again, who would argue that we should not care about how 
effective a teacher is when deciding, for instance, whether he or she ought to be 
allowed to be in a classroom? It is only when these two ideas are grouped together 
using student performance to guide high-stakes personnel policies that sparks fly.

I would argue that, at a more fundamental level, the controversy over using VAM 
estimates is about whether school systems actually act on the differences that 
exist between teachers. If true, VAM is a convenient foil for the larger debate, and 
if policymakers were implementing non-VAM teacher evaluation reforms that 
led to the same degree of differentiation of teachers, as does VAM, the policy 
conversation would look very similar. Thus, the argument for VAMs goes beyond 
whether it provides useful information (the evidence is that it does) to whether it 
is necessary to use a system that yields objective assessments of teachers to help 
sidestep the political and/or cultural impediments to rigorous evaluation and 
teacher differentiation. The key then is having a system that really does differenti-
ate among teachers. And regardless of the methods used to evaluate teachers, this 
likely requires that school systems have performance ratings that allow for greater 
nuance than the binary satisfactory-unsatisfactory option.

The policy conversation about using VAMs for high-stakes purposes is mostly 
about the possibility that VAM measures of teachers will lead to perverse incen-
tives or the misclassification of teachers. Most of the academic evidence about 
VAMs explores these issues. But while it makes sense to try to limit dysfunctional 
teacher behavior and classification errors, particularly those that may cost teachers 
their jobs, it is also essential to ground debates over changes to teacher evaluation 
in what is best for students. Any evaluation system can create incentives for teach-
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ers and is subject to classification errors. I would argue that today much of the 
debate about VAMs tends to focus on the downsides—the fact that some teachers 
are likely to cheat—rather than the limitations of the status quo. 

There is no doubt that under VAMs or any other system that classifies teachers as 
ineffective, there exists the potential that some good teachers will be deemed to 
be ineffective. Focusing on this potential harm to teachers is appropriate, but one 
should not ignore the fact that misclassification in the other direction is harmful 
to students. No one wants misclassification, but the socially optimal number of 
misclassifications is certainly not zero.

The research suggests that given the limitations of any one way of evaluating teach-
ers, there are benefits to using multiple methods or indicators. As CAP’s Raegen 
Miller notes in a recent report, “Adding Value to Discussion About Value-Added”, 

“…the more serious a decision is, the more important it is that multiple indicators 
of effectiveness inform the decision [and]… the more serious a decision is, the 
more important it is that indicators of effectiveness be trust-worthy.” In fact, mul-
tiple indicators are likely to both limit classification errors and increase confidence 
in the ultimate judgments about effectiveness. In practice, for instance, one might 
use VAM methods to identify a pool of teachers for special consideration and 
then alternative methods might be used to better understand the strengths and 
weaknesses of those teachers.

VAMs can be the honest broker when it comes to teacher-performance evaluation, 
ensuring that any performance evaluation system recognizes that teachers are not 
widgets when it comes to helping students learn. This is fundamentally important 
given the evidence that school systems, under cultural or political constraints, 
have generally been institutionally incapable of differentiating among teachers.

Having systems that do differentiate among teachers and act on those differ-
ences is a good first step towards improving the effectiveness of the teacher 
workforce, but it is not likely to be a panacea or even generate much short-term 
benefit. This conclusion was recently illustrated by a 2010 study of a pay-for-
performance incentive experiment in Nashville where teachers were being judged 
and rewarded for student achievement, but the evidence suggests little systemic 
benefit from the incentive system. There are myriad potential reasons why the 
incentive did not make a difference in Nashville, but what I want to mention here 
is that a single reform is unlikely to be a magic bullet. To really harness the power 
of good evaluation and incentives, school systems need a performance evaluation 
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infrastructure that instills confidence in the evaluation system, and, importantly, 
provides teachers with timely feedback about their performance so that they have 
the opportunity to act on any assessment. But, more than that, hoping for a large 
immediate student achievement effect is probably shortsighted. One of the pow-
erful ways that evaluation and incentives are likely to play out is through changing 
the mix of people who opt to teach or, over time, the performance of those who 
act on their evaluations.51 These types of outcomes clearly take time to occur.

There are, of course, myriad potential effects associated with any fundamental 
change of the consequences of teacher-performance evaluations, VAM-based or 
otherwise. Teaching is a low-risk occupation when it comes to compensation and 
job security, so introducing greater risk in the form of consequential performance 
evaluations might reduce the number of people aspiring to become teachers in the 
absence of other complementary changes. For this reason it might be advisable for 
policymakers considering VAM-based reforms to think about building resources 
into any plan that could be used to pay teachers a “risk premium.”

Obviously, some of the prior discussion is based on theoretical speculation; it is, 
of course, not possible to really know the general equilibrium effect of implement-
ing a VAM-based evaluation system in the absence of actual policy variation. Thus, 
it is ultimately a judgment call as to whether the potential benefits of VAM-based 
reforms offset the potential risks. And it is important that the risks be juxtaposed 
against the Lake Wobegon status quo where nearly all teachers are deemed to be 
equally excellent. The true risk of the status quo is not just that it fails to recognize 
and reward effective teachers, but more importantly it results in too many stu-
dents being educated by ineffective teachers. 

Clearly, we ought to be experimenting with reforms of the teacher-evaluation 
system(VAM-based and otherwise) that focus on teacher effectiveness and better 
reflect the variation in teacher performance to inform policy that will improve the 
teacher workforce. 
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typical learning growth.

	 46	 For instance, the productivity of realtors, insurance salespeople, and 
professional baseball players. For more on this, see D.A. Hoffman, 
R. Jacobs, and S.J. Gerras, “Mapping Individual Performance Over 
Time,” American Psychological Association 77 (2) (1992):185–195; 
D.A. Hoffman, R. Jacobs, and J.E. Baratta, “Dynamic Criteria and 
the Measurement of Change,” Journal of Applied Psychology 78 
(2) (1993):194–204; Goldhaber and Hansen, “Is It Just a Bad Class? 
Assessing the Stability of Measured Teacher Performance”; Mc-
caffrey and others, “The Intertemporal Variability of Teacher Effect 
Estimates”;  and Michael C. Sturman, Robin A. Cheramie, and Luke 
H. Cashen, “The Impact of Job Complexity and Performance Mea-
surement on the Temporal Consistency, Stability, and Test-Retest 
Reliability of Employee Job Performance Ratings,” Journal of Applied 
Psychology 90 (2005): 269–283.

	 47	 For instance, teachers may become more effective because they 
have a professional experience that enhances their classroom abili-
ties, or less effective because they lose the motivation to teach.

	 48	O ne might still argue, however, for its use in an incentive program.

	 49	T eachers in North Carolina are tenured after their forth year of 
consecutive service in the same school district.

	 50	I ndeed some proportion are likely to have been counseled out 
of the profession (Goldhaber, Gross, and Player, “Teacher Career 
Paths, Teacher Quality, and Persistence in the Classroom: Are Public 
Schools Keeping their Best?” ) 

	 51	T he Nashville study was primarily concerned with whether 
performance incentives increased the effort level of those teachers 
currently in the workforce.
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