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Abstract 
 

The National Council for Accreditation of Teacher Education (NCATE, 2002) 
requires teacher education units to develop assessment systems and evaluate both the 
success of candidates and unit operations.  Because of a stated, but misguided, fear of 
statistics, NCATE fails to use accepted terminology to assure the quality of institutional 
evaluative decisions with regard to the relevant standard (#2).  Instead of “validity” and 
”reliability,” NCATE substitutes “accuracy” and “consistency.”  NCATE uses the 
accepted terms of “fairness” and “avoidance of bias” but confuses them with each other 
and with validity and reliability.  It is not surprising, therefore, that this Standard is the 
most problematic standard in accreditation decisions.  This paper seeks to clarify the 
terms, using scholarly work and measurement standards as a basis for differentiating and 
explaining the terms.  The paper also provides examples to demonstrate how units can 
seek evidence of validity, reliability, and fairness with either statistical or non-statistical 
methodologies, disproving the NCATE assertion that statistical methods provide the only 
sources of evidence.  The lack of adherence to professional assessment standards and the 
knowledge base of the educational profession in both the rubric and web-based resource 
materials for this standard are discussed.  From a policy perspective, such lack of clarity, 
incorrect use of terminology, and general misunderstanding of high quality assessment 
must lead to confused decision making at both the institutional and agency levels.  This 
paper advocates for a return to the use of scholarship and standards in revising 
accreditation policy to end the confusion.   
 
Introduction 
 

The rubric for NCATE Standard 2, Assessment System and Unit Evaluation, is 
fuzzy.  This fuzzy rubric leads to fuzzy decisions about the Standard at both the 
accreditation agency and university levels.  Deans and directors of education are left in a 
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state of confusion about how to operate within this fuzzy context.  So are members of the 
Board of Examiners who recommend the accreditation decisions.   

 
This paper is written with the minimum goal of bringing clarity to this aspect of 

the NCATE accreditation process – the assessment of assessment systems.  Increased 
clarity can help college of education deans and directors make policy level decisions 
about assessment system design and technology support based on a scholarly 
understanding of the issues at hand.  A more ambitious goal is to serve as a call for 
change, assisting NCATE, and its constituent organizations, in fixing the problem at its 
root – the rubric for the standard itself.   

 
The fundamental problem addressed in this paper is that NCATE has chosen to 

use terminology in the Standard 2 rubric that is non-standard – or not commonly 
accepted.    In an effort to make a more user-friendly process (what these authors assert to 
be an inappropriate policy decision for an agency entrusted with facilitating public 
accountability), the agency uses the terms “accuracy” and “consistency” as substitutes for 
“validity” and reliability.”  It also provides non-standard and confounded definitions for 
the professionally accepted terms “fairness” and “avoidance of bias.”  Here an attempt is 
made to untangle the language, showing its sources, and where things went off-track.    
 

is that institutions are left groping for solutions to solve ill-defined targets (i.e., 
accuracy vs. validity) with their fear of measurement professionals reinforced and 
endorsed by NCATE explanations.  Software producers that have become proficient in 
calculating descriptive statistics are now moving incorrectly into the world of inferential 
statistics, filling the void for statistical help with easy but badly applied math.   

 
Sources of Information 
  
NCATE 
 

Several documents from the NCATE web site have been reviewed and are used.  
The main NCATE reference is, of course, the current version of the NCATE Standards, 
Professional Standards for the Accreditation of Schools, Colleges, and Departments of 
Education. Standard 2, Assessment System and Unit Evaluation, which reads as follows:   
 

The unit has an assessment system that collects and analyzes data on applicant 
qualifications, candidate and graduate performance, and unit operations to 
evaluate and improve the unit and its programs. 

 
The Standard has three elements:  (1) Assessment System; (2) Data Collection, Analysis, 
and Evaluation; and (3) Use of Data for Program Improvement.  The focus here is on the 
first element, and the rubric for that element is presented in Figure 3, with the main words 
of interest for this paper in boldfaced font.   
 

Unacceptable Acceptable Target 
The unit has not involved its 
professional community in the 

The unit has developed an 
assessment system with its 

The unit, with the involvement of its 
professional community, is 
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development of an assessment 
system.  The unit’s system does 
not include a comprehensive and 
integrated set of evaluation 
measures to provide information 
for use in monitoring candidate 
performance and managing and 
improving operations and 
programs.  The assessment 
system does not reflect 
professional, state, and 
institutional standards.  Decisions 
about continuation in and 
completion of programs are not 
based on multiple assessments.  
The assessments used are not 
related to candidate success.  The 
unit has not taken effect steps to 
examine or eliminate sources of 
bias in its performance 
assessments, or has made no 
effort to establish fairness, 
accuracy, and consistency of its 
assessment procedures. 

professional community that 
reflects the conceptual 
framework(s) and professional 
and state standards.  The unit’s 
system includes a comprehensive 
and integrated set of evaluation 
measures that are used to monitor 
candidate performance and 
manage and improve operations 
and programs.  Decisions about 
candidate performance are based 
on multiple assessments made at 
admission into programs, at 
appropriate transition points, and 
at program completion.  
Assessments used to determine 
admission, continuation in, and 
completion of programs are 
predictors of candidate success.  
The unit takes effective steps to 
eliminate sources of bias in 
performance assessments and 
works to establish the fairness, 
accuracy, and consistency of its 
assessment procedures.   

implementing an assessment system 
that reflects the conceptual 
framework(s) and incorporates 
candidate proficiencies outlined in 
professional and state standards.  The 
unit continuously examines the 
validity and utility of the data 
produced through assessments and 
makes modifications to keep abreast 
of changes in assessment technology 
and in professional standards.  
Decisions about candidate 
performance are based on multiple 
assessments made at multiple points 
before program completion.  Data 
show the strong relationship of 
performance assessments to candidate 
success.  The unit conducts thorough 
studies to establish fairness, 
accuracy, and consistency of its 
performance assessment procedures.  
It also makes changes in its practices 
consistent with the results of these 
studies. 

 
Figure 3:  NCATE Rubric for Element 1 of Standard 2 – Assessment System 
 
Other NCATE sources are as follows: 
 

Assessing the Assessments:  Fairness, Accuracy, Consistency, and the Avoidance of 
Bias in NCATE Standard 2.  The authors are not identified and will be referenced 
merely as “NCATE.”  This is the primary source document used for this paper, since 
it begins with the following statement:  “Fairness, accuracy, consistency, and the 
elimination of bias are important concepts in the first element of NCATE Unit 
Standard 2, Assessment and Unit Operations” (p. 1).  In order to cite the entire 
resource paper within this paper, to avoid confusion, we have shadowed the text so 
that it stands out from the interpretations provided herein.  The paper provides the 
rubric language and then states its purpose as follows:   
 

This paper is written to 1.) define the concepts of fairness, accuracy, 
consistency, and the elimination of bias; and 2.)  provide examples of how 
institutions can ensure that their assessments adequately reflect these 
concepts. (p. 1) 

 
Specifications for a Performance-Based Assessment System for Teacher Education 
(Stiggins, 2000).  This document appears to be the primary source for the Assessing 
the Assessments paper, although it is not directly quoted other than as a footnote.   
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Other NCATE resources, although not directly cited herein, cite the Stiggins’ 
resource, indicating its continuing influence on NCATE policy and procedures.  
These include:   

 
Aligning Assessments with NCATE Standards (Elliott, 2001) 

 
Student Learning’ in NCATE Accreditation (Elliott, 2005)  

 
Criteria for Evaluating Performance Assessments (Beggar and Zornes, 
2006)  

 
Professional Measurement Standards  
 
 The standards used by the measurement profession are contained in the Standards 
of Educational and Psychological Measurement, published in 1999 by a joint committee 
of three influential and important organizations:  the American Association of 
Educational Research (AERA), the American Psychological Association (APA), and the 
National Council on Measurement in Education (NCME).  These Standards are used by 
all professionals who construct tests or other measurement instruments (e.g., performance 
assessments and portfolios), especially in a high stakes context such as teacher 
certification.  When high stakes decisions are challenged in the courts, these Standards 
serve as the legal standard to which the assessment process and results are held.  Because 
of these two critically important applications, the Standards outweigh in importance and 
credibility all textbooks and scholarly literature in defining the requirements of high 
quality assessment.  They are the standards that set the bar.   
 

Even though the word “accuracy” appears often in the literature, particularly 
textbooks, it is not a viable substitute for “validity.”  James Popham, for example, who 
has written many popular assessment textbooks and is one of the most respected and 
prolific authors in the measurement field, uses the term “accuracy” for explanatory 
purposes but them makes the following statement about the necessity to use the real 
language (i.e., “validity”) of measurement in the world of practice:  
 

Well, as any student of language will tell you, the meanings we attach to words 
are basically conventions….In a technical field such as education where precision 
of communication is imperative, it makes sense to rely on widely used 
conventions.  Otherwise, educators will be employing all sorts of aberrant 
expressions to describe technical phenomena, with the result that confusion, rather 
than clarity ensues.  As a consequence, it will be strategically sensible for us to 
rely on the terminology conventions most recently sanctified by APA, AERA, and 
NCME, and this means the terminology endorsed in the Standards.” (p. 94) 

 
Scholarly Literature 

 
Scholarly literature adds to our practical understanding of the field in many 

important ways, so this paper also cites some mainstream references from peer reviewed 
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journals, textbooks, and encyclopedias in the assessment, evaluation, and measurement 
field.   These references will be used to help clarify the terms and to provide some 
practical solutions and examples of what BOE members can expect and teacher education 
units can produce to provide evidence of validity, reliability, and fairness.   
 

NCATE, of course, has clear expectations of colleges and their faculty with 
regard to scholarship; yet, the argument here is that the agency does not apply its own 
standards to its own practice, and the references used in their work stand in sharp contrast 
to that which is proposed herein.  For the two primary NCATE resources used in this 
paper, the first, Assessing the Assessments (author unknown) has no list of references at 
the end.  It does footnote the Stiggins’ (2000) commissioned paper (mentioned above) as 
its only source.  The Stiggins’ paper includes just six references; three are by Stiggins 
himself, and one is the NCATE Standards.  The remaining two are from the literature but 
are somewhat far removed from the requirements of a scholarly version of a conceptual 
framework.  This is particularly disconcerting since this framework provides the 
specifications for systems focused on measuring the quality of teacher preparation 
programs that have the well-being of children at their core.   (Cited are:  Inside the Black 
Box in Phi Delta Kappan and Administrator Certification Requirements in Applied 
Measurement in Education.)  These two papers are not representative of the type of 
classic pieces one would expect to see used in defining a set of national requirements for 
assessment.  This lack of scholarship would not be tolerated in the BOE evaluation of a 
conceptual framework, which must be “knowledge-based,” or the onsite evaluation of 
faculty scholarship as part of the review for NCATE Standard 5.   
 

It is common practice in the scholarly world to use and cite the literature in the 
implementation of practice.  Failure to use the literature to provide constitutive and 
operational definitions is “unacceptable.”  Definitions, then, are the next focus of this 
paper, beginning with the definition of the term “accuracy,” since that is the initial source 
of much of the confusion.  Definitions of reliability, fairness, and avoidance of bias will 
follow. 
 
Accuracy (vs. Validity) 
 
The NCATE Interpretation from the Assessing the Assessments Resource Paper 
 

In Assessing the Assessments, NCATE begins its discussion of the 
term “accuracy” with the following statement: 

 
Assessments are accurate when they measure what they purport to 
measure.  To this end the assessments should be aligned with the 
standards and/or learning proficiencies that they are designed to 
measure.  (p. 1) 
 
This first statement is a classic textbook definition of validity that has a long 

historical use (Cronbach, 1949; Cureton, 1951).  Alignment to standards is a practical 
application of the development of test blueprints, a typical strategy to develop a validity 
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argument traditionally called content validity, an application used since the earliest 
modern discussions.   The NCATE authors continue with a discussion of three 
characteristics to determine alignment, taken largely from the resource paper by Stiggins 
(2000), and providing additional linkages to the form of validity evidence called “content 
validity.”  These characteristics and subsequent discussion are: 

 
 the same or consistent categories of content appear in the assessments that 

are in the standards; 
 the assessments are congruent with the complexity, cognitive demands, 

and skill requirements described in the standards; and 
 the level of effort required, or the degree of difficulty is consistent with 

standards and reasonable for candidates who are ready to teach or take on 
other professional responsibilities. 

 
Most institutions already employ several activities that ensure accuracy of 
assessments.  One activity is simply reviewing assessments to ensure alignment 
and appropriateness, and documenting the review. This can happen once a year at 
a staff meeting, or in programmatic committees, or could be done by one person 
and discussed with a larger group. Accuracy can also be supported by 
documenting the relationship between assessment results and candidate 
performance on related assessments, grades, and program completion. 
 

 Note that in the first characteristic (a), even the word “content” is used.  In fact, 
both the first and second characteristics are used typically as evidence of content validity. 
The alignment function is a typical content validity study.  The final suggestion of 
documenting the relationship between assessment results and candidate performance on 
related assessments, grades, and program completion is most frequently accomplished 
through correlational studies (predictive or concurrent validity studies) or sometimes 
regression or discriminant function analysis.  In fact, the term “predictor” is used in the 
actual rubric for the “acceptable” level.  Nonetheless, near the end of the discussion (and 
preceding this last paragraph on “accuracy,” NCATE makes the following incorrect 
statement about validity, attempting to avoid the statistics it has just suggested (italics 
added for emphasis):   

 
Accuracy is closely related to the statistical term “validity.”  However, 
establishing validity requires statistical analysis beyond what is called for in the 
NCATE standards. 
 
As demonstrated to this point, “validity” is not simply a statistical term, although 

statistical methodologies are useful in some forms of validity evidence, and even 
recommended in this NCATE resource piece.  The literature on validity provides many 
opportunities for judgmental studies, most notably content validity –one that is clearly 
being strongly recommended by NCATE.  There is no logical reason to avoid the term, 
given the above discussion.   

 
The NCATE Interpretation from the Resource Paper by Rick Stiggins  
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As noted above, the NCATE staff seem to be reliant on the paper commissioned 

for them by Richard Stiggins (2000).  There, Stiggins uses the terms “accurate” or 
“accuracy” at least 12 times.  (See Appendix A for the complete set of citations.)  Of 
most importance in this comparison between the Assessing the Assessments resource and 
the Stiggins’ resource is the conclusion written by Stiggins.  There he writes about the 
benefits of building a strong assessment system, citing, among other things, the following 
(emphasis added):   

 
The evidence of competence in teaching will be of higher quality.  Both formative 
and summative assessments will be more valid and reliable because those 
developing and implementing them will know what they are doing.” (p. 23). 
 
This conclusion is then repeated in the NCATE executive summary of Stiggins’ 

work on page 2 of the paper – a summary which never mentions the word “accuracy” but 
keeps the words “valid and reliable.” 

 
It appears from quotations in the appendix and the above summary, that it was 

never the intention of Stiggins to substitute the term “accuracy” for “validity,” and that 
earlier versions of NCATE interpretations were appropriate and consistent with 
Stiggins’s work.  He, like Popham, seems to understand the difference between a popular 
term and a professionally acceptable one.   

 
Stiggins writes about accuracy as an all-encompassing term, making clear 

references to validity and bias throughout his paper as well as references to sources of 
error and reliability issues in point #6.  He uses much of the language of typical 
discussions of validity, such as ensuring coverage of targets or content, “representative 
samples” and “relevant domains.”  These concepts are fundamental aspects of a content 
validity study.   

 
The Scholarly Interpretation 
 

So what are accuracy and validity, why is validity more important, and why is it 
so unwise for NCATE to tell institutions that NCATE does not require validity?  These 
questions point to the nationally accepted standards that guide (1) the measurement 
profession in developing and using assessment devices and (2) the legal profession in 
defending or prosecuting claims that an illegal result has occurred.  These standards are 
called the Standards of Educational and Psychological Testing (1999).  In these 
Standards, the term “accuracy” is neither in the index nor in the table of contents.  
Validity and reliability are discussed in separate chapters.  Part II of the three-part 
Standards book is devoted to fairness.   The Standards define validity as follows: 

 
Validity is, therefore, the most fundamental consideration in developing and 
evaluating tests… Validity refers to the degree to which evidence and theory 
support the interpretations of test scores entailed by proposed uses of tests.   (p. 8 
and 9) 
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While the definition may sound a bit technical, in essence, it says that validity 

means that assessors are making justifiable interpretations about their data and good 
decisions.  In a world where teacher preparation institutions are preparing teachers for 
American’s children, what is wrong with that and why should NCATE be so afraid of it?   

 
Tests are later defined to include performance assessments, portfolios, and other 

methods of assessment.  The Standards recommend the collection of multiple forms of 
evidence of validity gathered from a broad range of studies.  It is in this form of evidence 
that concepts such as representativeness and domain sampling are introduced.  This 
advice was well heeded in the two NCATE documents, with these terms used in one or 
both.    

 
The Standards make it clear that there are many forms of evidence that can be 

collected.  Forms of evidence listed include evidence based on four general areas:  
response processes, internal structure, relations to other variables, on the consequences of 
testing.  The more familiar forms of validity (predictive, concurrent, discriminant, 
convergent, instructional, and so forth) are embedded within these organizational 
categories to demonstrate the on-going and unitary nature of the evolution of the term and 
its application in the field.  The important thing, however, is to recognize the criticality of 
validity as the “sine qua non” of assessment (that without which nothing else matters in 
the assessment world).  Stiggins’ conclusion, remembered in his posted NCATE paper, 
but lost in the current NCATE application, was correct.  

 
 It is time now to move to a brief discussion of some of the best of the literature 

that predates and supports the current version of the Standards as published in 1999 but 
does not support the use of the term “accuracy” as a substitute term.  In a definitive book 
entitled Test Validity (Wainer & Braun, 1988) the term “accuracy” is neither in the index 
nor the table of contents.  In Educational Measurement (3rd): A Handbook sponsored by 
the National Council of Measurement in Education and the American Council on 
Education (Linn, 1989), the same is again true.  In Educational Research, Methodology, 
and Measurement: An International Handbook (Keeves, 1988), the term “accuracy” is 
again absent.   

 
What is “accuracy”, then, if it is not listed under reasonable reference sources? 

“Accuracy,”as a technical term, is the state of being precise or correct according to a 
traceable reference standard such as those found in the International System of Units 
whose current website lists 76 citations on the keyword “accuracy” or the National 
Institute of Standards and Technology where a site search reveals 5,520 hits.  It is always 
computed as a statistical process based on known and defined units.    

 
Accuracy, then, is decidedly statistical in scholarly literature, but what about 

validity?  Does it have to be statistical?  Above the argument was made for use of content 
validity as a judgmental process.  Leading scholars in the previously mentioned works 
confirm this: 
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In Test Validity (Wainer & Braun, 1988), the first entry on page 4 is “Validation 
as Evaluation Argument”—a judgmental approach.   

 
In Educational Measurement (3rd) A Handbook, it states in the chapter on validity 

(Messick, 1989), “By evidence is meant both data, or facts, and the 
rationale or arguments that cement those facts into a justification of test-
score inferences,” again a qualitative approach (p.15-16).  

 
In the Educational Research, Methodology, and Measurement: An International 

Handbook, Zeller (1988) writes, “…the key question underlying validity-
inferring the dimensional nature of the posited theoretical concepts-is not a 
question that lends itself to a solely statistical solution” (p. 330).   

 
Again, it appears that the best reflective thinking on the definition and use of the 

term “validity” clearly allows both judgmental and empirical evidence produced in a 
variety of ways, while NCATE misinterprets the term validity as “statistical” only. 

 
 There are many, many acceptable ways to develop evidence of validity, providing 
colleges of education with many choices in how they can approach the gathering of 
evidence of validity for accreditation assessments.   This paper describes some of these in 
more detail under “fairness” where they appear embedded incorrectly (by NCATE).  
There are obviously variations and overlaps among techniques, but the idea here is to 
illustrate the wide variety of methods that are described and used for obtaining evidence 
of validity in assessments so that institutional decision-makers can set assessment 
policies from a position of choice and information.   
 

A number of practical applications are provided by Author (2007) and are 
summarized below:   

 
Content validity (judgmental with frequency counts):  Alignment charts showing 
coverage of standards and indicators across assessment tasks  
 
Content validity (judgmental with percents):  Stakeholder survey for criticality and 
authenticity of performance assessments  
 
Content validity (empirical, formula-based):  Computation of the Lawshe (1975) 
Content Validity Ratio (CVR) based on stakeholder ratings of criticality  
 
Content validity (empirical, IRT – Rasch model):  Calibration of items on a logistic ruler 
showing gaps in coverage  
 
Consequential validity (judgmental with frequency counts): Study of the 
appropriateness of reasons for teacher failures or program dropouts  
 
Consequential validity (judgmental with percents and potentially a chi square): Study of 
disparate impact on protected populations  
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Predictive validity (empirical with correlation coefficient):  Correlation of scores on 
selected assessments or measures during the program (e.g., scores on internship 
evaluation or GPA) with future measures (e.g. principals’ satisfaction ratings or 
hire/rehire status of graduates)  
 
Concurrent validity (empirical with correlation coefficient):  Correlation of scores on 
selected assessments or measures during or near the end of the program (e.g., scores on 
internship evaluation or GPA) with other measures during the or near the end of the 
program (e.g., PRAXIS scores).   
 
Convergent validity (empirical with correlation coefficient):  Correlation of scores on 
selected assessments or measures with other measures offered that provide similar 
information (e.g., two sets of similar tasks).   
 
Divergent validity (empirical with correlation coefficient):  Correlation of scores on 
selected assessments or measures with other measures offered that provide different 
information (e.g., two different measures that tap different attributes such as cognitive 
and affective).   
 
 Note that many of the validity studies proposed above are judgmental with 
nothing more than frequency counts (or possiblY percents) suggested.  Descriptive 
statistics are possible, just as they are in data aggregation techniques currently used in 
most institutional reports.  Most of the current accreditation software producers provide 
means and standard deviations on virtually everything they report, and there is no 
widespread uproar asking them to stop this practice.   
 

Many of the other studies require nothing more than some simple correlations – 
Pearson’s product moment, Spearman’s rho, or point biserial, depending on the level of 
the data – interval, ordinal, or nominal.  These can be easily prepared in Excel or free 
statistical shareware.  Mastery of SPSS and SAS are not prerequisites to these studies.  
Data input is simple, and most master’s level students know the levels of measurement 
and that a correlation coefficient of .70 is not bad (except for divergent validity, where 
one would want it to be much lower.)   

 
Undergraduate (not to mention graduate) students study validity.  “Validity” is a 

term that appears in virtually every assessment, evaluation, research, or measurement 
book across the country.  NCATE needs to accept the terminology, applying the 
Standards for Educational and Psychological Testing and best practices of the 
assessment world to the standards of the accreditation world. 

 
Consistency (vs. Reliability) 
 
The NCATE Interpretation 
 

In Assessing the Assessments the authors state: 
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Assessments are consistent when they produce dependable results or results that 
would remain constant on repeated trials. Essentially, in approaching consistency, 
the standards are requiring that the assessments and results be trustworthy. In 
other words, if the same information were assessed on different occasions, with 
no intervention, and the results were largely the same, then the assessment could 
be said to be consistent.  
 
The NCATE authors are correct that the term “consistency” is often linked with 

reliability, perhaps more so than “accuracy” is to “validity.”  The problem here, though, 
is that they limit the discussion to a specific form of reliability, test-retest reliability, 
which is not likely to be useful in the accreditation process.  How often are college 
faculties likely to replicate an assessment task just to see if they obtain consistent results?  
It is not typically possible or even advisable.  Repeated trials are not the norm.  Similarly, 
it is not normal to repeat the measure without intervention.  How could we explain to 
teacher education candidates that they need to take the same assessment a second time 
just to see if they provide a similar response, or worse, to see if they have not improved 
since no intervention was provided?  The NCATE authors continue: 

 
Consistency is closely related to the statistical term “reliability.” However, 
NCATE consciously chose not to use the term “reliability” because the concept 
can be adequately addressed with methods that can be inclusive of, but also other 
than statistical analysis.   
 
Institutions can document consistency through providing training for raters that 
promote similar scoring patterns, using multiple raters, conducting simple studies 
of inter-rater reliability, and/or by comparing results to other internal or to 
external assessments that measure comparable knowledge, skills and/or 
dispositions.  

 
Here, the authors of the posted NCATE paper talk in circles, even suggesting 

studies of inter-rater reliability but avoiding the use of the term “reliability”.  There is no 
explanation as to why they failed to rename it “inter-rater consistency.  Virtually all of 
the strategies suggested – determination of similar scoring patterns, inter-rater reliability, 
and comparison of results to other measures require a number or two despite the stated 
intent to avoid statistics.    The third item in the NCATE list, comparison to other 
measures, is really much more a measure of concurrent validity than it is a measure of 
reliability.  Again, there is support in the literature for judgmental approaches to ensuring 
reliability, although it is less common than it is for validity.   

 
The Scholarly Interpretation 

 
The AERA, APA, NCME Standards define reliability as “the consistency of such 

measurements when the testing procedure is repeated on a population of individuals or 
groups.”  Here, the word “consistency” is used as a definition, unlike the case of validity 
and accuracy.  The discussion of reliability in these Standards and any other reputable 
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sources involves an assessment of error in scores.  The Standards discuss sources of 
errors that constitute reliability problems and those that do not.  They note that 
measurement error (lack of reliability) is generally viewed as random and unpredictable.  
Typical sources of measurement error are broadly categorized as those which are rooted 
within the examinee and those that are external to the persons tested. 

 
Examples of errors rooted within the examinee are fluctuations in motivation, 

interest level, or attention, and the inconsistent application of skills.  Examples of 
external sources are differences in test site, freedom from distractions, the random effects 
of score subjectivity, and variation in scoring.  (P. 26) 

 
Raters are trained, scores compared, alternative tests provided, retesting 

administered, all with the ultimate goal of reducing error present in a score.  The NCATE 
use of the term “consistency” does not change that.   Using the term consistency does not 
reduce the use of statistics! 

 
Scannell & Ingersoll (2002) and Author (2007) both suggest that the traditional 

Cohen’s Kappa can be computed to estimate error across raters, and the formula is simple 
to apply.  Free calculators are available online.  Expert rescoring of instruments and the 
insertion of artificial cases to check the consistency of new scorers with established 
exemplars is another easy way to look for reliability. 

 
What is of particular interest, here, though, is the close alignment of “accuracy” 

and “consistency” in a scholarly treatment of reliability.  In the previously mentioned 
Estimating the Consistency and Accuracy of Classifications Based on Test Scores 
published in the Journal of Educational Measurement, the following definition is 
provided:   
 

The term consistency refers to the agreement between the 
classifications based on two non-overlapping, equally difficult 
forms of the test.  (p. 184) 
 

Within modern item response methods there are improved statistical methods of 
estimating reliability as internal consistency and individual student estimates of error on 
each item response (Smith, 2004).  Also, new statistical methods of the Rasch model 
have contributed greatly to detecting and correcting rater effects (Myford & Wolfe, 
2004).  Even though the use of statistics is necessary for some methods, the math is now 
done with readily available software for the most complex analyses (Winsteps, FACETS, 
RUMM, 2005). 

 
Again, Author (2007) have suggestions and examples of methods to produce 

evidence of reliability typical of assessment in the accreditation process: 
 

1. Inter-rater reliability (judgmental with narrative):  Experts rescore submissions 
to check the extent to which they agree with raters’ decisions, or new raters score 
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artificial or anchor cases to determine if they are interpreting the rubrics correctly.  
Differences are noted for further analysis. 

 
2. Inter-rater reliability (empirical with kappa statistic): Cohen’s kappa is used to 

check the consistency of pairs of raters on multiple items.   
 

3. Inter-rater reliability (empirical with rater calibration and score adjustment): 
Rater effects are estimated using FACETS (Rasch model) so that individual 
students’ scores can be adjusted to a score that compensates for the leniency or 
harshness of the individual raters, avoiding the need to rescore once a reliability 
issue is found.   

 
4. Internal Consistency Reliability (empirical with alpha): Cronbach’s alpha is 

computed to see if the items on the assessment all tend to measure the same 
construct. 

 
5. Confidence Intervals (empirical with standard error): The standard error is used 

to determine confidence intervals for student scores, so that the unit can decide if 
the assessments are adequately precise and accurate (minimal error) to have 
confidence in the decisions being made. 

 
6. Separation and Fit Analysis:  (empirical with separation and fit statistics): 

Separation and fit statistics are calculated using the Rasch model of Item 
Response Theory.  The separation statistic is similar to Cronbach’s alpha and is an 
indicator of reliability.  The fit statistic results from a differential person fit 
analysis, which is conducted to determine if there are measurement problems 
associated with students’ responses to individual items based on factors external 
to their knowledge and skill related to the construct. 

 
Fairness  
 
The NCATE Interpretation 
 

In Assessing the Assessments, the authors treat fairness and bias as two separate 
sections of their resource.  In actuality, bias is a subset of fairness, and this discussion 
will address bias in more detail in the next section.  The two NCATE resources are so 
entangled and incorrect on these constructs that is difficult to sort out the problems in a 
coherent way.  Again, quotations from the relevant section (fairness) in the Assessing the 
Assessments piece serve as a starting point:   
 

Assessments are fair when they assess what has been taught. Candidates should 
be exposed to the knowledge, skills, and dispositions which are measured in the 
assessments. Without this type of exposure, it is not fair to expect candidates to 
have mastered the material.  
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One example of how institutions can demonstrate fairness in their key 
assessments is through curriculum mapping (e.g., a chart that shows where in the 
curriculum candidates have the opportunity to learn and practice what is specified 
in the standards). Institutions should identify where in the curriculum candidates 
have had the opportunity to learn and practice the material being assessed.  
  
In addition, fairness also means that candidates understand what is expected of 
them on the assessments. To this end, instructions and timing of assessments 
should be clearly stated and shared with candidates. In addition, candidates should 
be given information on how the assessments are scored and how they count 
toward completion of programs.  

 
 There is much confusion here with content and instructional validity, and it is 
appropriate to again address it through a review of the literature.  Had validity been used 
appropriately in the NCATE Standard, the need to confound it with fairness would not 
have occurred.  Here, the key elements of fairness from a technical standpoint are 
missing.  In Stiggins’ commissioned paper, the word “fairness” is not used at all.  He 
discusses, instead, bias. 
 
The Scholarly Interpretation -- Fairness 
 

As just stated, to “assess what has been taught” is not fairness, but it is 
instructional validity.  This term was mentioned earlier in the Introduction as the form of 
validity that surfaced as a result of the Debra P. v. Turlington (1979) case.  It is now 
commonly used in legal (Rebell, 1998) and educational (Hardy, 1984) discussions to 
mean that the assessment is constructed of material that was adequately taught.  For a 
detailed description of instructional validity and the related phrase, opportunity to learn, 
see Jaeger (1989, pp. 500-509).   This interpretation of the resource paper is supported by 
the next paragraph which refers to curriculum mapping, where the phrase “opportunity to 
learn” is actually used.  The term “curriculum mapping,” however, was defined by Jacobs 
(1997) to have yet a different meaning.  Perhaps the paper meant curriculum validity 
sometimes used as a synonym for instructional validity (Jaeger, 1989).  The implication 
is that units need to demonstrate that the assessment material is balanced or covers the 
standards.  This is what is more commonly called content validity.  Of course, the paper 
may have been pointing to curriculum mapping (Jacobs, 1997), a planning method that 
has no obvious use as psychometric evidence of fairness.   Instead, Jacobs conceived of 
curriculum mapping in terms of lesson planning within a planned scope and sequence of 
materials?  Finally, there is concept mapping (Wilson, 2005, p. 6) that is defined as a way 
to create a “more precise concept than a construct” within the context of a conceptual 
framework as a pretext to the measurement process.  

 
Giving this level of possible misunderstanding with similar terms it becomes 

useful to clarify the technical definition of “fairness”.  The Standards for Educational 
and Psychological Testing (1999) describe fairness” as (1) lack of bias, (2) equitable 
treatment in the testing process, (3) equality in outcomes of testing, and (4) opportunity to 
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learn (remember the related term instructional validity?).  Having noted that bias is more 
appropriately a part of fairness, it is time to turn to that term.   
 
Avoidance and Elimination of Bias  
 
The NCATE Interpretation 
 

Again, this discussion of avoidance and elimination of bias starts with the 
citations from Assessing the Assessments:  

 
Closely related to accuracy is the elimination of bias.  To ensure that the results of 
assessments adequately reflect what candidates know and can do, it is important 
to remove any contextual distractions and/or problems with the assessment 
instruments that introduce sources of bias and thus adversely influence candidate 
performance. Contextual distractions include inappropriate noise, poor lighting, 
discomfort, and the lack of proper equipment. Problems with assessments include 
missing or vague instructions, poorly worded questions, and poorly reproduced 
copies that make reading difficult.   
 
The elimination of bias also means that the assessments are free of racial and 
ethnic stereotypes, poorly conceived language and task situations, and other forms 
of cultural insensitivity that might interfere with candidate performance and 
unintentionally favor some candidates over others. Further, the elimination of bias 
includes consistent scoring of assessments and vigilant efforts not to discriminate 
against groups of candidates.1 
 
Ultimately, it is important that units evaluate assessments and assessment 
conditions and eliminate as many sources of bias as possible. While the standards 
use the term “eliminate,” in fact, it is best to avoid sources of bias as the 
assessments are being developed.   

 
 The above citation begins with an immediate and obvious error.  It was noted that 
the technical definition of bias is a part of fairness, not accuracy (a.k.a., validity from 
NCATE’s perspective).  Contextual distractions are sources of error and therefore are 
more related to reliability than bias, although there is discussion in the AERA, APA, 
NCME Standards that could be interpreted to mean that such distractions can be 
systematic and are, therefore, related to construct irrelevant variance – a validity problem.  
Either way, they are not bias.  The footnote is from Stiggins, who is the first source of 
this error. 
 
 The discussion of bias with regard to stereotyping and discrimination is 
appropriate to this section, although the gathering of evidence of this form of bias, as will 
be shown later, is typically statistical in operation.  Bias can never be “eliminated,” 
because there is always the potential to see differential performance among groups.  The 
only realistic act is to attempt to avoid it. 
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In the Stiggins paper, sources of bias that can distort results and cause a problem 
are discussed.  He provides a list of common sources of bias in his figure 3 on page 11.  
He divides them into two categories, both with sub-categories.  The first is sources of 
bias common to all assessment methods.  The second provides sources that are unique to 
each format and are more closely associated with what is typically presented as item 
writing criteria.  Here is a list of the three common sources of bias with selected 
examples from his list: 

 
Potential problems that can occur within the student (e.g., reading, language, 
emotion, health) 
 
Possible problems that can occur within the assessment context (e.g., noise, 
lighting, cultural insensitivity) 
 
Examples of problems that arise from the assessment itself regardless of method 
(e.g., poor directions, wording, or reproduction).   
 
The list is informative but inconsistent with other scholarly and professional 

approaches.  As noted above, these sources of bias are more correctly classified as either 
sources of measurement error (reliability) or construct irrelevant variance (validity).   
 
The Scholarly Interpretation 
 

An examination of the Standards of Educational and Psychological Testing 
(AERA, APA, and NCME, 1999) provide a more credible discussion of fairness, which is 
the subject of one of three parts to the book and four chapters.  Here, we will list section 
headings only in outline form with a brief synopsis of their meaning: 

 
Lack of Bias:  Bias is defined as a technical term reflecting either of two 
situations in which examinees from protected populations score differently 
because of deficiencies in the test itself or are offended by an assessment. 
 
Equitable Treatment:  Members of protected classes are not treated differently 
and have equal opportunities to succeed in similar settings and with the same 
materials. 
 
Equality of Outcomes:  Overall pass rates need to be comparable across groups.   
The Standards defer here to the legal requirements, which are defined as the 80% 
rule.  This is accompanied by the term disparate impact. 
 
Opportunity to Learn:  Examinees who are presented with inadequate 
instruction are likely to score lower, and this context needs to be avoided.  
Curriculum review is a predominant strategy to overcome this issue, but the focus 
is on determining if specific groups have differential opportunities. 
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The Standards also define fairness in terms of bias associated with test content 
and response processes.  Here, the issue is again the identification of components that 
result in systematically lower or higher scores for identifiable groups of examinees.  
These could be due to inappropriate sampling, lack of clarity in instructions, failure to 
assign partial credit, or other factors.  The language and types of evidence overlap 
significantly with evidence of validity, but the usage is different and the focus is on 
protected populations or other group differences.  In examining test content, one looks for 
language that could be interpreted differently by members of different groups or for 
material that could be offensive or emotionally disturbing to some test takers.  One might 
also look for different patterns of response rooted in test instructions, and other aspects of 
testing.   The Standards continue with a discussion of fairness in selection and prediction, 
and again the focus is on group outcomes due to choice of predictors. 

 
The Standards consider the rights and responsibilities of test takers, testing 

individuals with diverse linguistic and cultural backgrounds, and testing individuals with 
disabilities.  In each case, the protected population should not score differently because of 
their membership in that class.  The rights of test takers include predominantly the right 
to be fully informed about all aspects of the test, and these rights serve as a link to due 
process expectations. 

 
The different patterns that are possible among groups, however, are the key.  It is 

the thread that binds all issues of fairness together.  Group membership could be based on 
socio-economic status, native language, religious affiliation, parental status (e.g., single 
parent), or membership in protected population (e.g., females and minorities).  
Judgmental reviews are often supplemented by statistical procedures for identifying items 
that function differently across identifiable subgroups of examinees (e.g., differential 
item functioning or DIF.) 

 
Author (2007) suggest several studies of fairness, again both judgmental and 

empirical: 
 
Non-Biased Materials and Processes or Offensiveness (judgmental):  Analysis 
of items by a representative set of teachers and assessors (including all protected 
populations and other groups) for language or context that might offend any sub-
group. 
 
Equal Opportunity and Non-Discriminatory Practices or Bias (judgmental):  
Analysis of reasons for non-completion and sufficiency of remediation efforts 
compared for different membership groups. 
 
Equal Opportunity and Non-Discriminatory Practices or Bias:  (empirical 
with percents and possibly a chi square):  Disparate impact analysis to ensure that 
at least 80% of the proportionate percent of each protected population succeeds. 
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Equal Opportunity and Non-Discriminatory Practices or Bias:  (empirical 
with Differential Item and Person Functioning – Rasch IRT Model):  Analysis to 
determine if differences in group performance are statistically significant.   

 
Conclusions and Policy Recommendations 

 
This paper has recreated key components of NCATE source documents related to 

NCATE Standard 2, Assessment System and Unit Evaluation, and juxtaposed them 
against the standards of the measurement profession, The Standards of Educational and 
Psychological Testing (AERA, APA, NCME, 1999).  These Standards are the 
professional and legal standards to which all professional educators are held accountable 
when they conduct any assessments (e.g., multiple choice tests, performance tasks, or 
portfolios) to make high stakes decisions (e.g., graduation and certification).   
 
 This paper asserts that NCATE Standard 2 contains language that is inappropriate.  
In its resource materials, that are almost reference-free, NCATE has substituted the word 
“accuracy” for “validity” and the word “consistency” for “reliability” with a notable and 
stated bias against statistics and a clear misperception that judgmental approaches to 
gathering evidence of validity and reliability are nonexistent.  NCATE has confused the 
term “fairness” with “validity” and the term “bias” with “reliability.”  While there are 
many other errors in their work, this paragraph summarizing the big issues is one that 
should send shivers up the spines of all professional educators.    

 
No graduate student would present a paper without references attached.  Every 

master’s level and doctoral student in the country takes at least one course on educational 
research that incorporates the level of statistics required for an acceptable empirical 
analysis of validity and reliability.  More complicated things are possible and sometimes 
warranted, but for the most part, as has been demonstrated herein, Microsoft Excel and/or 
shareware will do the job adequately. 

 
From a policy perspective, the failure to use commonly accepted terminology, 

such as “validity” and “reliability,” substituting non-standard terms, such as “accuracy” 
and “consistency,” compounded by informal, non-scholarly, and even incorrect 
definitions and examples of these two terms as well as the term “fairness”, weakens the 
ability of Board of Examiners members to render valid, reliable, and fair (or accurate, 
consistent, and fair) professional judgments on the quality of teacher education programs.  
The BOE reviewers arrive on-site without the tools of their trade – professionally 
acceptable terms that are supported by scholarly definitions, ones they learned in 
graduate school themselves.  The institutions, in turn, work hard to develop the policies 
and procedures needed for success but without the adequate tools and examples to do so.  
Given a license for assessment sloppiness, they rely, instead, on software solutions that 
sometimes play out the worst fears of educational researchers about statistical misuse. 

 
At a policy level, both NCATE and teacher education units need to determine the 

extent to which they want to continue to use informal terms, accompanied by unscholarly 
and blatantly incorrect definitions and explanations.  The alternative decision calls for the 
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use of scholarship and the wisdom of practice – a choice to practice what is preached.  
This is a difficult choice for both.  We summarize the issues for both groups below with a 
suggestion to both to model best practice. 
 
For NCATE 
 

For NCATE, policy makers need to determine if they want to rewrite a standard 
and its accompanying rubric and explanations that are flawed.  If they continue with the 
current version, the agency may face the slings and arrows of a federal Department of 
Education that is nipping at the heels of the accreditors, constituting committees that 
intend to overhaul them.  This paper may add fuel to that fire.  Specifically, 
recommendations for NCATE are as follows:   
 

Conduct and use a scholarly review of the literature on how to assess assessments, so 
that the terms are well understood in-house for the purposes of BOE and institutional 
training and external communication.    
 
Revise the standard and all associated materials, correcting the discussion of fairness 
and avoidance of bias, so that the terms are not all confounded with each other.  Use 
commonly accepted terminology, specifically “validity” and “reliability” instead of 
“accuracy” and “consistency.”   

 
For Institutions 
 

Institutions need to decide if they should use the NCATE jargon because they 
think it is politically correct and safer to comply.  If they do, they may face a Board of 
Examiners team that attempts to apply incorrect definitions, or, worse, they may face a 
member or two that knows the difference.  If they move forward with research and 
practice-based terminology and methodologies, using current writings on the subject 
(e.g., Author, 2007), they may be able to regain control of the process through 
scholarship.  Specifically, institutions should: 

 
Review the literature to acquire a professional level of understanding of validity, 
reliability, and fairness that goes beyond the materials on the NCATE website.  
Institutions should not be afraid to use the correct terms and should be prepared to 
educate BOE teams that attempt to apply fuzzy interpretations of fuzzy terms that 
may yield decisions that are not valid, not reliable and/or not fair.   

 
Remind program faculty that they teach students to make valid, reliable, and fair 
decisions about student learning, and that they should model that practice in 
examining their own decisions.   

 
Use measurement and evaluation professionals to help develop evidence, on an as 
needed basis.  Administrators should what they want.  They should know how to say 
“no” to complex statistical procedures and “yes” to an appropriate blend of 
judgmental (qualitative) and empirical (quantitative) evidence. 
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