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Activity 1: RNA Structure: Tapes to Shapes 1 2 3 4 5
Activity 2: RNA Catalysis 1 2 3 4 5
Activity 3: RNA and Evolution 1 2 3 4 5
Activity 4: RNA Evolution in Health 1 2 3 4 5

and Disease
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Introduction

The impetus for developing Bringing RNA into View
for college biology classes is the recent and rapid
growth in knowledge of the structures and diverse
functions of RNA molecules. First described in

1947 as a cellular constituent involved in protein
synthesis, RNA has since been shown to play sever-
al other essential roles in gene expression, including
genome maintenance, processing and editing of pri-
mary transcripts, and localization of proteins with-
in the cell. New RNAs continue to be discovered
performing unexpected tasks in the cell.

Perhaps more than any other single discovery about
nucleic acids since Watson and Crick’s elucidation
of the DNA double helix, the finding that RNA (and
DNA) has catalytic ability has expanded our view of
these molecules’ potential, as evolutionary progeni-
tors and contemporary biochemical players. The
notion that an RNA world phase occurred early in
prebiotic evolution (deriving both its information
encoding and catalytic functions from RNA mole-
cules) has inspired a burst of research into the
molecular origins of life and the biochemical poten-
tial of nucleic acids.

Particularly revealing of the impressive biochemical
potential of these molecules are recent studies
expanding on the 30-year-old observation of Dar-
winian selection and evolution of nucleic acids in
the test tube. Technological advances of the last 15
years have greatly increased the power and versatil-
ity of such in vitro experiments to create and select
talented nucleic acid molecules, some of which have
begun to reveal RNAs potential for true self-replica-
tion, for synthesizing its own monomer building
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blocks, and for practical use in combating viral and
microbial infections as well as genetic disorders.

BSCS selected the topic of this module, RNA and its
role in biology, as a key area for synthesizing these
important new research findings into the fundamen-
tal concepts of college-level biology. In addition, this
topic offers a useful opportunity to shift students
from focusing on isolated facts to approaching biolo-
gy conceptually; in short, the module helps students
think about biological processes.

To develop this module, biologists at the Biological
Sciences Curriculum Study in Colorado Springs and
the Eccles Institute of Human Genetics at the Uni-
versity of Utah in Salt Lake City worked with an
external advisory committee of scientists and educa-
tors, plus a variety of college faculty who conducted
field tests of the module. This process identified the
following major concepts for the module:

* Nucleic acids (DNA and particularly RNA)
have two major functions: as informational
molecules and as biochemical catalysts.

* The sequence of monomers in RNA dictates its
three-dimensional structure and, consequently,
its function.

* Molecules can be subject to natural selection.

e Evolution requires an iterative process of
molecular replication, mutation, and selection.

* Modern roles for RNA suggest its major role in
the origin of life.

* Studies of the origin of life and its evolution work
with substantial data, such as modern observation
of naturally occurring ribozymes (RNA. catalysts)
and in vitro molecular selection experiments.

foet,
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Bringing RNA into View

* Modern roles for RNA include serving as a
genome to a variety of viruses and smaller viroids.
* Most RNA-based viruses and viroids are signif-
icant pathogens of humans, animals, and agri-
culturally important crop plants, and as such
they have a major social and economic impact.

How to Use the Module

The module provides background materials for fac-
ulty and a set of four educational activities for stu-
dents. Background on RNA (in this section) provides
you with an update on RNA research in a form that
is accessible to busy faculty. This material is for your
own use. It may extend your knowledge and thus be
helpful for teaching the activities, but it is not
essential to teaching the activities. The activities are
inquiry-based explorations that offer you an alterna-
tive to lecture and stimulate student interest and
responsibility for learning.

Figure 1 shows the layout of the materials. The
module features four core classroom and laboratory
activities that explore RNASs structure and function,
RNA catalysis, RNA replication and evolution, and
RNAS role in health and disease.

Notice that each activity appears in two sections,
Annotated Faculty Pages and Student Pages. The Stu-
dent Pages consist of introductory text and For Your
Information essays that provide context and elabo-
ration for the activity. Detailed protocols are provid-
ed for students, and Challenge Questions stimulate
student thought and synthesis of ideas. The Student

Figure 1 The module at a glance. Bringing RNA into View con-
sists of three main components (Faculty Background, Annotated
Faculty Pages, and Student Pages) as well as support materials.

Faculty Background
* Overview
* Background on RNA
* References

Annotated Faculty Pages
* Instructions and background for Activities 1-4

Copymasters and Templates
* Handouts and masters for Activities 1—4

Student Pages
* Student materials for Activities 1-4

Pages and the Copymasters and Templates may be
photocopied for classroom use.

The Annotated Faculty Pages contain the student
text (bold type) plus annotations for the faculty
(regular type). The annotations contain suggestions
and hints for teaching each activity, answers to
Challenge Questions, optional extension exercises,
and reagent preparation instructions.

A summary of the activities is provided in Figure 2.
Time and resources may not permit you to teach all
four of the activities. However, we recommend that
you teach Activity 1 (RNA Structure: Tapes to
Shapes) before the other activities, to ensure that
students understand the structural basis for the
RNA functions explored in the later activities.

As your students proceed through the module, we
recommend that you encourage them to ask ques-
tions, seek outside resources, and be aware of the
way in which science attempts to understand natu-
ral processes. For example, call students’ attention
to citations in essays so that they begin to appreci-
ate the significance of discussions that are based on
primary scientific data rather than hearsay.

Figure 2 Summary of the student activities.

Activity 1

RNA Structure: Tapes to Shapes

Students apply rules of base pairing and folding to
construct physical models of RNA sequences. They
use their models to explore structure-function rela-
tionships and the effects of mutation.

Activity 2

RNA Catalysis

Students explore catalytic RNA in the laboratory
using a self-splicing group | intron. Students apply
the techniques of in vitro transcription, RNA isola-
tion, and acrylamide electrophoresis to study the
kinetics of the splicing reaction.

Activity 3

RNA and Evolution

Students explore the replication of a catalytic RNA
in the laboratory using a continuous in vitro system.

Activity 4

RNA Evolution in Health and Disease

Students explore the continuing evolution of RNA in
the context of the emerging resistance of bacteria
and viruses to therapeutic agents.
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The Path to the RNA World Hypothesis

The classic formulation of the flow of genetic infor-
mation during gene expression holds that DNA is
copied both to itself and to RNA, and RNA is then
decoded to synthesize protein. This view was for-
malized by Francis Crick in 1968 as the central
dogma of molecular biology (Figure 3).

Several assumptions are inherent in this traditional
view: Information flow is unidirectional, as
expressed by the one-way arrows; only DNA is a
template that can be replicated; nucleic acid coding
information must ultimately be translated to pro-
tein form if working catalysts are to result; and
DNA, as the ultimate molecule that encodes genet-
ic information, likely preceded RNA during the for-
mation and subsequent evolution of biomolecules.

This straightforward view of gene expression has
given way to a more detailed understanding of
information flow in biology. Molecular genetic
research, particularly during the last 15 years, pro-
vides exciting new insights that reveal the original
formulation of the central dogma to be incomplete.
Some of the assumptions listed above have been
shown to be limiting. For example, the study of
viruses having an RNA genome revealed that RNA,
like DNA, can serve as a primary information-
encoding molecule. Also, the discovery in 1970 of
reverse transcriptase, an RNA virus-encoded pro-

@\IA ==p RNA = proteins

Figure 3 Central dogma of molecular biology.

BEST COPY AVAILABLE

tein catalyst that copies RNA-based information
into DNA form, revealed that information flow in
the biological world is in fact a two-way street
between DNA and RNA.

Watson and Crick appreciated DNAs potential to be
a template for its own replication as soon as they
solved the double helical structure of the molecule.
We now realize that RNA molecules likewise can
play template roles for their own replication. In the
process known as template-directed nucleic acid
replication, an RNA sequence can serve as an
informative scaffold onto which complementary
bases align to produce a complementary strand
(Figure 4a). Many viruses infecting plants and ani-
mals, such as plant viroids and polio virus, employ
a two-step replication strategy in which their single-
stranded RNA genome, acting as a template, is ini-
tially transcribed by a replicase enzyme to yield a
complementary RNA strand. This molecule in turn
serves as a template whose transcription regenerates
copies of the original genome strand, thereby effect-
ing replication (Figure 4b).

The discovery of RNAs informational and template
functions expanded our ideas of the early evolution
of information storage and expression mechanisms.
However, the most dramatic and unexpected dis-
covery to influence these ideas came early in the
1980s, when scientists in two different laboratories
independently discovered that RNA has catalytic
ability. Thomas Cech and his group at the Universi-
ty of Colorado were studying the splicing of large
ribosomal RNA (rRNA) precursors in the protozoon
Tetrahymena. These scientists serendipitously
observed that the RNA precursor spontaneously

12
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a RNA transcription
(positive-sense strand —» negative-sense strand)

viral RNA positive-sense strand

5!
-
' . RNA
' Sel polymerase
N . Y -5
-

negative-sense strands

b transcription coupled to translation
(negative-sense strand —» positive-sense strand)

negative-sense strand

nascent positive-sense strand 5 / NH»

nascent protein

Figure 4 Viral RNA replication. The replication cycle of viruses typically consists of two steps. In (a), the positive-sense RNA
genome is transcribed into many copies of a complementary negative-sense strand by RNA polymerase. In (b), the newly formed
complementary strands become templates for synthesizing many copies of the original positive-sense genome. The new genomic

strands may be translated as they are being synthesized.

changed size, becoming smaller after incubating in
a protein-free buffer solution containing only Mg2-
ions. Realizing how unusual this result was, they
pursued it in earnest. In a series of brilliant experi-
ments, Cech and his coworkers proved that this
RNA, the “group I intron,” has the inherent ability
to catalyze its own excision from the RNA precur-
sor. This RNA intron catalyzes its own self-splicing
without the aid of any protein.

Meanwhile, in the lab of Sidney Altman at Yale Uni-
versity, researchers were continuing a long series of
biochemical experiments to characterize an enzyme
activity in Escherichia coli, called RNase P, that
trimmed the 5’-end of a transfer RNA (tRNA) pre-
cursor. After exhaustive purification, the active
enzyme was found to contain both a protein com-
ponent and an RNA molecule. The conventional
prejudice was that the protein must act as the
“enzyme.” But any effort to remove the RNA com-
ponent eliminated the catalytic ability. Again, pur-
suit of an unexpected finding and diligent
experimentation showed that the RNA molecule
itself was sufficient to catalyze the trimming reac-
tion. The RNA, in this case, was a catalyst acting
not on itself but on another RNA.

Here were two different RNA molecules that cat-
alyzed biochemical reactions, just like proteins.
Nobel Prizes followed for both Cech and Altman—

a new era had begun. Since this discovery, seven
naturally occurring classes of ribozyme have been
recognized, and hundreds of specific examples have
been identified in a wide variety of organisms (Fig-
ure 5). The true prevalence of ribozymes in con-
temporary cells is unclear, but it is quite likely that
new examples will be discovered.

Interestingly, the independent discovery of RNA
catalysis by Cech and Altman occurred in research
fields that were relative backwaters at the time. In
the early 1980s, the hot research fever was in the
first thrust of exploiting the new molecular biology
technologies (for example, restriction enzymes,
cloning, and sequencing) to explore emerging top-
ics such as split genes, tumor viruses, and onco-
genes. The unlikely discovery of catalytic RNAs in
this setting is testimony to the importance in sci-
ence of observing and attending to unexpected and
unusual results—and being willing to pursue them
despite prevailing fashions.

The RNA World Hypothesis

In addition to destroying the orthodox assumption
that only proteins function as biological catalysts,
the discovery of RNAs chemical versatility led to a
dramatic change in how scientists view the likely
sequence of molecular events during early evolu-
tion. Taken together, RNA’s informational, template,
and catalytic abilities led to the hypothesis that

6 -
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Figure 5 Naturally occurring ribozymes.

Background on RNA

Class Size

Reaction Source

large: 413 NT in Tetrahy-
mena thermophilia

group | intron

group Il intron large: 887 NT in yeast

mitochondria

intron excision

intron excision

eukaryotes, eubacteria, and
viruses

eukaryotic organelles and
eubacteria

RNase P large: 350—410 NT hydrolytic endoribonuclease RNA subunit of eubacterial
RNase P
hammerhead small: 31-42 NT (enzyme  RNA cleavage viral sateilite RNA in plants,
strand can be 16 NT) viroids, and newt satellite
DNA
hairpin small: 50 NT (minimum RNA cleavage (-) strand satellite RNA of
sequence) tobacco ringspot virus
hepatitis Delta virus 84 NT (required) RNA cleavage HDV
(HDV)
NeurosporaVS RNA 881 NT (164 sufficient) RNA cleavage Neurospora mitochondria

RNA evolved, before the appearance of DNA or pro-
tein, in an RNA world. During this proposed phase
of evolution, RNA is assumed to have provided both
the coding and the catalytic abilities necessary and
sufficient to initiate biological evolution. Specifically,
if RN A’ catalytic abilities during this time extended
to its own self-replication, then molecular evolution
automatically would have started as randomly variant
RNAs were naturally selected on the basis of ever-
more efficient replication ability. This property of
unaided self-replication, although an essential
assumption of the RNA world hypothesis, remains to
be demonstrated. No nucleic acid sequence possess-
ing RNA replicase catalytic activity has yet been
found in nature, but researchers have taken the first
steps toward creating such a self-replicator RNA mol-
ecule in vitro. In a later section, we examine power-
ful new in vitro technologies for directing the
evolution of nucleic acid molecules toward this and
many other functions, and we discuss their implica-
tions for research in both evolutionary biology and
biomedical science.

@lA @NA‘——‘ RNA == protein

Figure 6 Modified central dogma.
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The coding, template, and catalytic abilities of RNA
also led to the current, expanded formulation of the
central dogma, one that incorporates the RNA world
hypothesis and places information flow in an evolu-
tionary, historical context (Figure 6).

The discovery of ribozymes clearly was the catalyst
for the current intense interest in the RNA world
hypothesis. But the idea that RNA perhaps was the
first genetic molecule is not new: Francis Crick and
Leslie Orgel first proposed the possibility in 1968.
Indeed, today’s RNA world hypothesis builds upon
a long history of research findings related to the ori-
gin of life and molecular evolution (Figure 7).

Next, we discuss RNA shapes and the growing
appreciation of their complexity and contribution to
the diverse functions of RNA.

RNA Structure: Tapes to Shapes

A key principle of molecular structure is that shape
determines function. For biological polymers com-
posed of multiple subunits, the fundamental deter-
minant of shape is the linear information
represented in the sequence of individual subunits;
the molecule is in effect an information tape. A spe-
cific three-dimensional shape emerges in the mole-
cule as thermodynamically favored physical

14



Bringing RNA into View

Figure 7 Milestones in the evolution of the RNA world hypothesis.

1800s

1828

1859

1864

1924

1929

1953

1961

1962
1967
1968

1970

1972
1982-83

1986

1989

1992
1993

1995
1998

The idea of spontaneous generation, belief in the ongoing creation of living organisms from nonliving
materials, persists.

Friedrich Wéhler synthesizes urea in the laboratory, eliminating “vital-force” as an agent in the synthe-
sis of organic chemicals.

Charles Darwin publishes On the Origin of Species, in which he proposes a theory of biological evolu-
tion based on the mechanism of natural selection.

Louis Pasteur experimentally disproves ongoing spontaneous generation by showing that when liquids
are boiled in order to kill any microorganisms present, and are subsequently kept sterile, no organisms
appear in them.

Alexander Oparin employs geological evidence in proposing that the early earth had a reducing atmos-
phere lacking oxygen and that the first single-celled organisms might have arisen from simple organic
molecules present in this early atmosphere: in effect a restricted version of spontaneous generation.

Biochemist J.B.S. Haldane proposes that life might have arisen on earth when Oparin’s early atmos-
phere was subjected to energy in the form ultraviolet radiation and heat from the cooling earth.

Graduate student Stanley Miller provides experimental support for the Oparin-Haldane hypothesis by
mixing gases of the “primitive atmosphere” in a glass reaction vessel and subjecting them to electric
current for one week; amino acids are formed de novo.

Biologist James Watson and physicist Francis Crick publish their findings on the structure of DNA.

Marshall Nirenberg and his colleagues begin their five-year project of cracking the genetic code by dis-
covering that a messenger RNA made up entirely of the base uracil can be translated into a peptide
made up entirely of the amino acid phenylalanine.

Watson and Crick share a Nobel Prize for their work on DNA structure.
Sol Spiegelman demonstrates the replication and evolution of RNA molecules in the test tube.

Francis Crick and Leslie Orgel propose that the first information molecule was RNA; Crick advances the
central dogma of molecular biology.

David Baltimore and Howard Temin independently discover reverse transcription of viral RNA genomes
into DNA.

Harry Noller proposes a role for ribosomal RNA in the translation of messenger RNA into protein.

Thomas Cech and Sidney Altman independently discover the first examples of catalytic RNA molecules:
ribozymes.

Walter Gilbert coins the term “RNA world” to describe the hypothesized time during which RNA was the
primary informational and catalytic molecule.

Kary Mullis develops the polymerase chain reaction (PCR) technology that allows rapid copying of DNA
and RNA sequences in vitro and enables large-scale laboratory studies of molecular evolution.

Cech and Altman share a Naobel Prize for their discovery of catalytic RNA.

Gerald Joyce develops the technique of in vitro amplification and selection of RNA (that is, directed evo-
lution) using the PCR technique.

Noller presents evidence for the catalytic involvement of the 23S rRNA in peptide bond formation.
Mullis receives a Nobel Prize for his development of the polymerase chain reaction.

Joyce further develops in vitro RNA amplification and evolution experimental procedures.

Jack Szostak's laboratory takes the first steps toward the in vitro selection of a self-replicating RNA molecule.

David Bartel and Peter Unrau use in vitro selection to demonstrate that RNA can catalyze the formation
of individual nucleotides.
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interactions, typically noncovalent, occur between
compatible subunits located at a distance from one
another. Indeed, this important structure-function
principle provides the entire rationale for evolution’s
invention of a genetic information-coding strategy
almost 4 billion years ago.

The importance of linear information for molecular
shape and function was first appreciated for proteins,
the first biopolymers to be sequenced. Their cova-
lently linked amino acid subunits are now known to
interact further through a variety of weaker noncova-
lent associations; these include van der Waals forces,
hydrogen bonds, ionic bonds, and hydrophilic inter-
actions. These noncovalent interactions of amino
acids, both locally and with more remote neighbors
through folding of the molecule, give rise to higher-
order protein shapes. More basic, local shape ele-
ments, such as hydrogen bond-stabilized alpha-
helices and beta-sheets, can interact in a variety of
ways within the folded protein. These higher-order,
three-dimensional interactions are typically stabi-
lized by hydrophobic and ionic forces to create a vast
array of specific protein shapes. We recognize a vari-
ety of functional sites in proteins that result from
their shapes: enzymatic active sites, binding pockets,
regulatory sites, and domains for protein-protein
interaction.

The science community’s recognition of diversity of
shape among nucleic acids developed more slowly,
however. DNAs extended double helix, the first
nucleic acid structure to be revealed, gave no hint of
more complicated shapes. Only later, when the base
sequence and three-dimensional structure of trans-

Background on RNA

fer RNA (tRNA) was worked out, was the ability of
nucleic acids to adopt complex shapes confirmed.

The most important determinant of folding and
shape in single-stranded nucleic acids, both RNA
and DNA, is complementary base pairing via hydro-
gen bonding, according to the base-pair rules first
established by Watson and Crick. For RNA, pairing
of A with U and of G with C is the primary basis for
folding. Even though each RNA molecule in a cell
normally consists of a single continuous strand,
RNA molecules frequently contain linear runs of
bases that are complementary to other runs located
elsewhere in the molecule. This allows the molecule
to fold back and form double-stranded regions with-
in itself.

These double-stranded regions of the molecule
adopt a helical configuration similar to that found in
double-stranded DNA. (A subtle but characteristic
difference, however, is that helical regions in RNA
adopt the A-form geometry, whereas those in DNA
are most often B-form.) The helical regions alternate
with more flexible single-stranded regions. Activity
1 demonstrates that even an RNA molecule of mod-
est length can fold in several possible ways by
bringing together different, more or less comple-
mentary regions. The degree of match and resulting
thermodynamic stability of one structure over an
alternative determines which form predominates in
the cell.

Until recently, it was difficult to determine the folded
structures of RNAs, and only a few were known.
Textbooks typically show tRNA as a folded structure,

G Ccecuc
AGCGAG

3
Ool
> OCOCOC

smgle -stranded Ioo
double helical stems

uAAY

OrO>r0>
&
(=]

°>O

accc Y
CGGG
u

oy 1

Figure 8 Some examples of RNA shapes and structural elements. Molecules consisting of one (a), two (b), or three (c) stem- loop

elements. (d) A pseudoknot configuration.
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Bringing RNA into View

whereas messenger RNA (mRNA) is shown as a lin-
ear thread lining up to be decoded. In fact, mRNA is
known to fold into complex structures, and it is only
“jroned out” by the passing ribosome assembly dur-
ing translation. Recent advances in X-ray crystallog-
raphy and nuclear magnetic resonance spectroscopy
have opened up the investigation of RNA structure,
and the number of resolved structures is increasing
rapidly. Structural and sequence databases are begin-
ning to reveal common motifs in RNA. Most such
motifs are formed by conventional A-U, G-C base
pairings, although occasional non-Watson-Crick
pairings, such as G-G and G-A, can form by using
alternate hydrogen-bond-forming sites. (For Activi-
ties 1 and 2, pairings other than A-U and G-C are and
should be ignored.)

RNAs ability to fold in complex ways causes it to
resemble proteins by having secondary and tertiary
levels of structure. The determinants for folding
these two molecules are quite different, however.
Most proteins inside the cell are stabilized in a folded
state with hydrophobic amino acid residues
sequestered on the inside of the molecule, away
from water, and by hydrophilic residues on the out-
side surface, exposed to the aqueous environment.
Formal ionic interactions between amino acid side-
chains of opposite charge also contribute to protein
stability. Like RNA, proteins have many hydrogen
bond interactions that help determine their shape.
However, amino acids are not complementary in the
manner of nucleotide bases, and thus there are no
one-to-one pairing rules for amino acids. This fact
makes it difficult to predict protein shapes from
amino acid sequence alone. In the case of RNA, the
accelerating accumulation of new sequence and
crystallographic data makes the prospect look
brighter for eventually predicting RNA three-
dimensional shape from its sequence alone.

The folded structure of RNA is stabilized primarily
by helical regions that form within the molecule
based on Watson-Crick base pairing. Such helical
regions differ in their degree of thermodynamic sta-
bility, depending on the number and nature of base
pairs engaged in hydrogen bonding. Base stacking
(the interaction between the electron clouds of the
planar, cyclic bases when positioned on top of each
other like a stack of dinner plates) also contributes
to the stability of folded nucleic acids. Other more
recently recognized contributors to folding and
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shape stability include the so-called ribose zipper, a
juxtaposition of the minor grooves of two helical
regions that is stabilized by hydrogen bonding of
the 2" OH group of ribose; the use of single-stranded
loop regions that pair with “receptor” sequences
elsewhere in the molecule; and the use of ions such
as Mg to shield the uniform negative charge of the
phosphate backbone. We next briefly describe some
of the important structural motifs currently known
to occur in folded RNAs, with emphasis on their
known or proposed functions.

DOUBLE-STRANDED HELICES

With more than 50 percent of its bases in double-
stranded form, a typical RNA contains a great deal
of secondary structure. As mentioned previously,
RNA helices are in the A-form whereas those in
DNA are B-form. This difference in helix geometry
creates significant differences in surface geography
between RNA and DNA. Specifically, the major
groove in RNA is quite deep and narrow, and the
minor groove is shallow and wide, just the reverse
of the B-form DNA helix. This difference in surface
topography, along with the specific base sequence of
the helix, determines the recognition and binding of
other molecules to helical nucleic acids. For exam-
ple, the shallow, wide, minor groove of RNA appears
to be more accessible to protein side-chains and to
present more hydrogen bonding opportunities than
the major groove. Despite the different shapes of the
two grooves, examples of protein binding to RNA
appear to involve both to different extent. Because
the binding of proteins to helical RNA and DNA can
induce local bending and “melting” of base pairs,
the limitations of helix groove size can be overcome
to some extent. Indeed, there is some evidence that
the single-stranded regions of the RNA, instead of
the helices, may be more important as actual con-
tact and recognition sites; the helical regions in this
case serve to properly orient the single-stranded
regions for presentation. Transfer RNAs single-
stranded anticodon loop, which recognizes both
mRNA and the synthetase enzyme that aminoacy-
lates the tRNA, is a notable example of single-
strand recognition ability.

HAIRPIN LOOPS

Like the anticodon loop, many important single-
stranded recognition regions in RNA arise as part of
a structure called a hairpin loop. The loop is created
when a single strand of RNA bends back on itself to
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form a double-stranded region. This creates a dou-
ble-stranded stem and a single-stranded loop that
caps the helix (see Figure 8). The number and size,
of hairpin loops vary among different RNA types;
for example, the three loops in tRNA have 7-8 bases
each, whereas the Tetrahymena self-splicing group 1
intron has six larger loops. So-called tetraloops,
which have four unpaired bases atop their helical
stem, are common in ribosomal RNAs (rRNAs); one
such tetraloop in the 23S rRNA molecule appears to
be the ribosome binding site of the toxic proteins
ricin and sarin. In the Tetrahymena self-splicing
intron, a tetraloop, along with its conserved recep-
tor site elsewhere in the molecule, facilitates self-
folding of the intron into the proper three-
dimensional shape (Cate et al. 1996). Stem-loop
structures are also found within the catalytic site of
most ribozymes; for example, plant viruslike agents
known as viroids contain self-cleaving RNA
genomes whose catalytic site adopts the so-called
hammerhead structure made up of three stem-
loops. Smaller loops, known as bulges, are formed
within a helical stem rather than at its end; they
result when opposed bases are mispaired, causing
them to pucker out from the helix.

There are many examples in which different
aspects of gene expression, from mRNA transcrip-
tion and translation to mRNA degradation, employ
hairpin loops as control elements. Single-stranded
loops may in general be preferred sites for the
interaction of RNAs with regulatory molecules. For
example, RNA is generally less susceptible to
degradation by RNases when it contains a high
proportion of hairpin secondary structure, and this
can affect RNA’ half-life in the cell. A well-studied
example of structure controlling RNA degradation
is the transferrin receptor mRNA. This mRNA
encodes the cell surface receptor responsible for
binding the plasma iron transport molecule, trans-
ferrin. A feedback mechanism responsive to plasma
iron level increases the density of these transferrin
receptors on the cell surface when iron levels are
low, thereby enabling the cell to more efficiently
scavenge transferrin-iron complexes from plasma.
Operation of this system at the RNA level involves
a regulatory protein, produced when iron levels are
low, that binds to the transferrin receptor mRNA at
a stem-loop structure near its 3’-end. The bound
regulatory protein stabilizes the stem-loop, making
the RNA less susceptible to degradation and thus
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able to be reused to make more copies of the recep-
tor protein.

BASE TRIPLES

Unlike the two-way interaction within a standard
pair of bases, a base triple is an interaction between
three bases. Base triples are formed when a single-
stranded region of an RNA nestles into the major or
minor groove of a double-helical segment of the
molecule; hydrogen-bonded triplets such as G-C-A
can result. These triple-stranded regions help stabi-
lize tertiary, three-dimensional structure and may
be essential for certain RNA functions. For example,
they have been found at the proposed catalytic
regions in ribozymes such as the group 1 intron of
Tetrahymena.

PSEUDOKNOTS

Pseudoknots represent a higher order, tertiary level
of structure found in RNA. A pseudoknot results
when some of the bases in an otherwise single-
stranded loop pair with bases located outside that
loop. This kind of interaction can potentially form a
variety of distinct topologies, but all pseudoknots
have two loops and two helical stems, usually with
the stems sharing a common axis (see Figure 8).
The multiple stems and loops of this RNA confor-
mation provide more complex sites for interaction
with proteins. In the 20 years since they were first
identified, pseudoknots have been implicated in
several examples of the regulation of gene expres-
sion. For example, pseudoknot structures in certain
mRNAs of retroviruses, bacteria, and yeast appear
to stimulate a gene-regulatory phenomenon called
ribosomal frame shifting. In this process, pseudo-
knots in the mRNA, along with other specific base
sequences, cause the ribosome to stall and slip dur-
ing translation. The result is a change of reading
frame that allows more than one protein sequence
to be synthesized from a given mRNA. This is a
clear example of an RNA structure that increases
the compactness and efficiency of genetic informa-
tion storage. Another gene regulation example, in
bacteriophage T4, involves the binding of a tran-
scription regulating protein to a pseudoknot in the
promotor region of the gene 32 mRNA,

Pseudoknot structures also are found at the 3'-end
of genomic RNAs of certain bacterial and plant
viruses. Most intriguingly, these pseudoknots
resemble the stem-and-loop configuration of tRNAs.
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The exact function of these tRNA-like ends is unset-
tled, but they appear to be required for replicating
of the virus RNA genome. Similar structures are
found in a variety of other RNAs, such as the short
molecules used to prime the reverse transcription of
retroviral RNA genomes to cDNA copies, and the
RNA transcripts made from certain fungal plasmids.
Also, the chromosome-capping telomeres at the
ends of eukaryotic chromosomes contain a TGG-
rich sequence that is potentially able to base pair
with the CCA sequence at the ends of these tRNA-
like molecules. Weiner and Maizels (1987) have
proposed the so-called genomic tag hypothesis,
which posits that the tRNA-like sequence evolved
early and functioned as a recognition tag that iden-
tified certain RNAs as genomes and somehow facil-
itated their replication. According to this view, the
RNAs of similar shape found in today’s viruses and
cells can be considered molecular fossils—vestiges
of a much earlier, RNA-dominated world.

These examples of RNA structure illustrate the gen-

eral structure-function principle stated earlier:

Polymer shape is determined by the linear order of
subunits and their interactions within the molecule;
three-dimensional shapes essential for the mole-
cule’s biological function emerge as a result. The
structural motifs discussed in this section give only
a hint of RNAs potential for shape diversity. Ongo-
ing structural research employing a range of mod-
ern molecular techniques, such as RNA base
sequence determination, site-directed mutagenesis,
comparative analysis of sequences from different
organisms, and advanced methods of X-ray crystal-
lography, will no doubt reveal even more variety.
That prospect is made all the more likely by the new
RNAs that are being discovered in unexpected loca-
tions—and carrying out surprising functions—in
the cell. In the next section, we discuss some of
these newly recognized RNA functions.

The Diversity of RNA Function

Until recently, most biologists were aware of three
types of cellular RNA: the standard trinity of
mRNA, tRNA, and rRNA. Research largely within
the last 20 years makes it clear that many more
RNAs exist. They are found in diverse cellular loca-
tions, from the nucleus outward, carrying out a
variety of key functions related to gene expression
and metabolism. Some of the newly recognized
RNAs are highly conserved between species as dif-
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ferent as yeast and humans. And some, such as
those bearing tRNA-like regions, appear to be relat-
ed to familiar RNAs. The question of how these
diverse and widely distributed RNAs arose and
became so thoroughly integrated into cellular econ-
omy is central to the RNA world hypothesis.

Everything we know about evolution suggests that
it is a conservative process that builds upon existing
information to create novel structures and func-
tions. That being so, if the RNA world hypothesis is
correct and RNA was indeed the first information-
encoding and catalytic entity, then we can predict
that vestiges of those early RNA structures and
functions, molecular fossils, should be present in
contemporary organisms. Indeed, the diversity of
RNAs and ribonucleotides in contemporary cells
and their widespread involvement in key cellular
functions provides much support for this hypothe-
sis (Figure 9).

Most of the newly recognized RNAs share a com-
mon functional theme: gene expression. Unexpect-
edly, the roles of these molecules extend to aspects
of gene regulation beyond simple coding and tem-
plate functions. They play key roles at several levels,
from participation in DNA replication and mainte-
nance to regulation of transcription, RNA process-
ing and editing, translation of mRNAs, protein
localization within the cell, and modification of pro-
tein function. Because some of these RNAs are
known to be catalysts, we next highlight some
ribozymes and their functions.

RIBOZYMES

Seven categories of naturally occurring ribozymes
have been found in the 15 years since their discov-
ery (see Figure 5). They occur in a wide range of
organisms, including viruses, bacteria, fungi, and
plants; however, the prevalence of ribozymes in
today’s biological world is presently unknown. The
relatively few catalytic roles apparently still left for
RNAs may represent evolutionary vestiges, former
roles having been taken over through natural selec-
tion by the later appearing but structurally more
versatile proteins. Indeed, if RNAs were the first
biological catalysts, as proposed by the RNA world
hypothesis, they were far from the most efficient:
Proteins catalyze thousands to millions of times
faster. The kinetic data of ribozymes reflects this
sluggishness; ribozymes have quite low Km values,
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Figure 9 Lines of evidence supporting the RNA world hypothesis.

Background on RNA

- RNA is the primer for DNA replication.

thesis, polypeptide antibiotic synthesis).

ends of chromosomes.

* RNA is informational and catalytic in vivo; no other biomolecule has both properties.
* The nucleotide sequences of RNAs common to all organisms (for example, rRNAs) are highly conserved (similar)
among the many different species studied, suggesting that RNA was a key molecule present early in evolution.

* RNA or ribonucleotides are involved in most critical cellular functions in all three domains of life:
- Adenosine triphosphate (ATP) is a universal energy carrier.
- Universal metabolic pathways employ adenine nucleotide coenzymes (NADH, NADPH, FAD, CoA).
- Protein synthesis employs mRNAs, rRNAs, and tRNAs.
- rRNA by itself can catalyze peptide bond formation.
- DNA synthesis requires the prior conversion of ribonucleotides to their deoxy form.
- The ribonucleotide uracil, found only in RNA, is the precursor for DNA's thymine.

- Ribonucleotide derivatives function as key signaling molecules in the cell (for example, cAMP, ATP).
* RNAs function as primers in DNA replication and in reverse transcription of retroviral genomes.
* tRNA-like molecules are involved in nontranslational (nonprogrammed) polymerizations (for example, cell wall syn-

* A tRNA-like molecule may have given rise to the RNA component of telomerase, the enzyme that maintains the
* Enzymatic processing of mRNAs involves other small RNAs (snRNPs, RNase P).

* Protein sorting into the endoplasmic reticulum of all eukaryotes involves RNA (SRP-RNA).
* Ribonucleotides are used to activate and carry sugars during polysaccharide synthesis.

indicating very high affinity for their substrates and
easy saturation. These kinetics seem well suited to
ribozyme function, however; unlike protein
enzymes, they typically catalyze only one reaction
cycle (for example, their own removal from a larger
molecule). Only two catalytic reaction mechanisms
are known for naturally occurring ribozymes, trans-
esterification and hydrolysis, and both employ OH
groups as nucleophiles for cleavage of the RNA
phospohodiester backbone. Notable examples are
the coupled endonuclease-ligase reactions involved
in splicing, and the coupled endonuclease-phos-
phatase phosphotransfer reactions that remove a
substrate 3" P and transfer it to the ribozyme.

Among the best-studied catalytic RNAs are the
group I and group II introns, which autocatalyze
their own excision from a larger precursor RNA and
ligate the flanking exons. These introns are encoded
in the genomes of a wide assortment of organisms,
including bacteria, fungi, and plants. In eukaryotes,
they are more commonly found in organelle
genomes, such as fungal and plant mitochondria,
and plant chloroplasts.

Group I and group II introns are rich in stem-loop
secondary structure, particularly in their catalytic
regions, and their higher order tertiary shape (at
least in the case of the group I introns) appears to
be stabilized by divalent cations like Mg*. Most
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group I introns do not appear to require the aid
(catalytic or otherwise) of proteins to self-splice. In
contrast, the splicing of group II introns appears to
benefit, both in vitro and in vivo, from the aid of
maturase proteins that presumably help stabilize
the correct tertiary structure of the intron required
for self-splicing. Interestingly, at least some of these
maturase proteins are encoded within the sequence
of the intron itself; the intron carries coding “soft-
ware” needed to make “hardware” that facilitates its
catalytic role. Likewise, certain mobile introns
capable of transposing to new genomic locations
encode proteins, such as endonuclease and reverse
transcriptase, that facilitate their movement. Enzy-
matic and coding abilities such as these are a far cry
from the view held until quite recently that introns
are nonfunctional genetic baggage or “junk DNA.”

Unlike the autocatalytic processing of group I and
group II introns, the processing of most eukaryotic
mRNA precursors does not involve self-splicing
introns. These introns instead require for their
removal the actions of complex RNA-protein assem-
blies in the nucleus, known as spliceosomes.
Spliceosomes are in effect macromolecular “splicing
machines” and are reminiscent of ribosomes in
being RNA-protein assemblies. The relative roles of
the RNAs and proteins of spliceosomes, that is,
which are catalysts and which are the structural ele-
ments, are not yet known. However, the catalytic
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mechanism of splicing by spliceosomes resembles
that of a group 11 intron, leading to speculation that
the several spliceosomal RNAs may be an “intron-
in-pieces”: fragmented descendants of a once self-
splicing intron.

RNA EDITING

Another level of gene expression regulation that
involves the functional RNAs is the process of RNA
editing. During editing, particular bases in the pre-
cursor RNA are added, deleted, or changed follow-
ing transcription. The resulting edited RNA has a
base sequence different from that encoded in the
DNA and transcribed RNA precursor. Most exam-
ples of RNA editing involve eukaryotic mRNA pre-
cursors, and when these are edited the mature
mRNA specifies a different protein product than
that encoded in the gene. RNA editing thus increases
the number and diversity of products from a given
gene. As with gene regulatory processes like alter-
native splicing and trans-splicing, RNA editing
effectively increases the information coding capacity
of a genome. Although the detailed chemical and
catalytic mechanisms of editing are not yet known,
one version of the process employs small RNAs
known as guide RNAs. The base sequences of the
guide RNAs enable them to pair with the pre-edited
target RNA and specify the bases to be added, deleted,
or altered by complementary pairing.

Two additional examples illustrate the variety of
RNA effects on gene expression. During the trans-
lation process of protein synthesis, a peptidyl
transferase catalytic activity covalently links
incoming amino acids to the growing polypeptide.
This catalytic activity is known to reside in the
large ribosomal subunit, which in E. coli consists
of some 31 proteins and 2 distinct RNA molecules.
Which of these ribosome components catalyzes
peptide bond formation has long been a mystery.
The conventional assumption was that it must be
one of the proteins. Recent results, however,
strongly suggest that the 23S rRNA component is
the catalyst. Noller et al. (1992) extracted more
than 95 percent of the proteins from the large sub-
unit, leaving the 23S rRNA, and the peptidyl trans-
ferase activity, intact; treatments that damage the
RNA eliminate the activity. More recently, Nitta et
al. (1998) demonstrated that cloned segments of
the 23S rRNA never exposed to ribosomal proteins
could be reconstituted in the test tube and could
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catalyze peptide bond formation. The emerging
picture is that of an RNA catalyst in the lead role
of a reaction essential for life, with ribosomal pro-
teins playing structural supporting roles. This view
is consistent with the notion that complex ribo-
somes evolved when functions once carried out
solely by RNAs were improved upon by the addi-
tion of proteins.

RNAs also play a role in the cellular localization of
newly made proteins. In eukaryotes, a complex
translocation machinery enables nascent polypep-
tides bearing an amino-terminal “signal sequence”
to cross into the lumen of the endoplasmic reticu-
lum (ER). A key element of this translocation
machinery is the so-called signal recognition parti-
cle (SRP), a cytoplasmic RNA-protein assembly
consisting of a core 7S RNA, to which six different
protein components bind. The signal recognition
particle binds to the free-floating ribosome-nascent
peptide complex. It then carries the complex to the
surface of the ER membrane, where the SRP binds to
a receptor. The SRP in effect acts as a bridge to tether
the ribosome-peptide to the surface of the ER, and
thus facilitates movement of the newly made
polypeptide into the lumen. The 7S RNA is neces-
sary for SRP function and may be the component
that binds directly to the ER membrane receptor
protein.

RNA and Evolution: Molecular

Evolution in a Test Tube

A basic assumption of the RNA world hypothesis is
that early in the evolution of life, one or a few mol-
ecules came to dominate the pool of RNAs that had
been randomly generated by nonbiological processes.
Assuming that RNAs appearance preceded that of
catalytic proteins, the RNA must have been able to
replicate itself in order for evolution at the molecu-
lar level to get under way. The demonstrated cat-
alytic ability of RNA makes the possibility of
self-replication much more plausible. Even though
no RNA capable of catalyzing its own replication
has yet been found in nature, recent experiments in
directed evolution (molecular evolution in a test
tube) have demonstrated that RNA does indeed
have this potential.

Sol Spiegelman and his group first demonstrated

evolution and selection of RNA molecules in a test
tube in the 1960s. Spiegelman’s in vitro experiments
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started with a mixed population of RNA genomes
from the bacteriophage Qf, which were transferred
serially to a series of tubes supplying only ribonu-
cleotides and replicase (the RNA polymerase that
copies the viruses’ RNA genome inside host cells).
By limiting the time available for replication in
each tube, the experiments imposed speed of RNA
replication as the selection criterion. Several cycles
of in vitro replication and transfer led to variant
RNAs that could be copied at greatly increased
speed. By altering the physical or chemical selec-
tion conditions, populations of RNA adapted to the
imposed conditions came to predominate in the
mixture.

The modern era of in vitro selection (also referred to
as directed evolution) began in 1989-90 and was
made possible by technical advances in RNA and
DNA synthesis (for example, automated oligonu-
cleotide synthesis), nucleic acid amplification (for
example, polymerase chain reaction), and selection
methods (for example, affinity chromatography).
Starting with a large synthetic population (pool) of
randomly varying RNA or DNA molecules, the goal
of in vitro selection experiments is to amplify those
variants that are able to meet some experimentally
imposed selection criterion, such as the ability to
bind to a particular target molecule or catalyze a
particular chemical reaction. After 10 to12 cycles of
selection and amplification with mutation, mole-
cules well adapted to the selection criterion pre-
dominate in the pool (Figure 10).

Background on RNA

A parallel can be drawn between the variation,
selection, and amplification aspects of these in vitro
experiments and natural, biological evolution. How-
ever, the action of selection in these experiments is
more direct than in biological evolution: In organ-
isms, molecular structure-function is selected
somewhat indirectly through a complex organismal
phenotype; with in vitro methods the molecule’s
base sequence, which directly determines its func-
tion, is the selected phenotype. It might be said that
the generation of highly functional molecules from
a random assemblage of sequences is akin to a tor-
nado assembling a 747 from random parts, cre-
ationist views notwithstanding.

The RNA and DNA molecules found by this power-
ful experimental approach tell us a lot about the
potential range of nucleic acid functions and their
evolutionary potential. In fewer than 10 years, the
method has uncovered many new synthetic
ribozymes, supplementing the seven known natural
classes. Significantly, one of these synthetic RNAs
can copy an RNA template, forming short comple-
mentary strands. Further laboratory refinements of
this molecule may yield a bona fide RNA-dependent
RNA polymerase, a key ribozyme activity required
for self-replication and assumed in RNA world ideas
about the origin of life.

In vitro evolution experiments selecting for DNA mol-
ecules have shown that ‘single-stranded DNA, like
RNA, has catalytic potential. Perhaps the distinction

chemical synthesis of random DNA (approx. 1014variant sequences)

v

transcribe

pool of random RNA sequences

v

enriched pool of RNAs

v

cDNA
v

$ —transcribe to RNA
RNA (enriched and mutated)
repeat selection step

reverse transcribe

select (e.g., affinity chromatography or catalysis) €--------

—amplify by PCR (introduce new mutations)

Figure 10 The strategy of directed evolution in vitro. Starting with a large, randomly synthesized population of nucleic acid,
repeated cycles of selection followed by amplification can yield a particular sequence well suited to the selection criterion.
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between RNA and DNA is not as great as we have
come to believe. Recall that the only chemical differ-
ence is one extra oxygen atom in RNA (in the 2" OH
group of ribose). Also, both RNA and single-stranded
DNA can fold into complex shapes. If there really is
little difference between these two closely related
molecules, why is DNA today the storage form of
most genetic information, and why is RNA the active
form performing a variety of cellular tasks? The cur-
rent thinking is that DNA appeared later in the RNA
world, most likely as an RNA derivative, and DNAs
succession to the role of information repository may
be related to its greater chemical stability (due to its
fully double-stranded configuration and lack of a 2’
OH nucleophile). Or perhaps DNA proved to have
too small a range of catalytic ability to out-compete
RNA in a functional role. It remains an intriguing
question whether life could have evolved equivalently
if the earliest catalytic events had been DNA-based
and RNA had appeared later as the storage form.

RNA, Health, and Disease

Many viruses have RNA genomes. Some are impor-
tant human pathogens: polio, HIV, flu, and measles,
among others. Numerous examples are also found
among plant viruses, several of which have major
economic impacts in agriculture and forestry. A
common feature of all RNA viruses is a high level of
variation among their genome sequence, the result
of a high mutation rate (10°-10* per base pair per
replication). The frequency with which mutations
arise in a population is determined in part by how
often the organism reproduces. Viruses replicate
millions of times each day, so random mutations are
constantly arising. Another factor affecting the fre-
quency of mutation is the fidelity of the replication
process itself. The replicase enzyme that copies
RNA genomes occasionally makes random errors,
inserting the incorrect monomer (for example, A
opposite G, or U opposite C). Indeed, the poly-
merases that copy DNA also make errors, but cells
have evolved a molecular quality-control, proof-
reading mechanism that can correct mistakes most
of the time, keeping the DNA mutation rate low
(less than 107). RNA lacks such a correction mech-
anism, a condition that may be related to its more
limited role as a genome in nature. Although popu-
lations of RNA viruses have greater variation in
genome sequence than DNA viruses, variation is
essential to the adaptation and evolution of all
viruses, indeed, all life forms.
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Because of this high mutation rate, the many progeny
viruses made in an infected cell constitute a pop-
ulation of variants, with typically one to three
changes in each viral genome. The genome sequence
of a population of RNA viruses thus is not unique,
but rather is a population of variant “quasispecies.”
Another source of genetic variation in viruses is their

. ability to exchange whole blocks of genes among

progeny by the process of recombination. Most of the
genome alterations are deleterious, and those viruses
will not survive. Other genome changes, however,
can confer advantages for different aspects of viral
behavior: faster replication, increased virulence, or
decreased sensitivity to antiviral drugs.

In the case of HIV, it has been estimated that each
of its 10,000 RNA bases is mutated more than
10,000 times each day in an infected person (Cof-
fin, 1995). HIV’s particularly rapid mutation rate
and the chronic nature of the infection make it pos-
sible to detect the emergence within an individual
patient of new mutant strains during the course of
the disease. The virus thus can evolve within the
microcosm of a single human host. In similar ways,
new strains of cold and flu viruses continue to
emerge and plague humankind.

With both RNA and DNA viruses, the war between
the hosts and the viruses that infect them is sophis-
ticated, subtle, and evolving: The host inactivates
the virus or limits its propagation, the virus subverts
the cell to make more virus. The battle shifts back
and forth with move and countermove. A critical
move by the host is to mount an immune response
against the virus. Unfortunately, the RNA virus’s
ability to rapidly generate genetic diversity pro-
duces an ever-moving target for the immune sys-
tem, as well as for developers of vaccines and
antiviral drugs. In the case of HIV, the virus has
evolved an additional powerful strategy to ensure its
persistence in the host, that of attacking and dis-
abling the immune system itself.

Some viruses subvert cellular defenses by employ-
ing RNA molecules as weapons. The cellular inter-
feron response is one example. When infected with
virus, cells typically react by secreting the potent
signaling molecule interferon. This protein protects
neighboring cells from becoming victims by tem-
porarily shutting down their protein-synthetic
machinery. This clever cellular defense strategy
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denies the virus access to the one source of new pro-
teins needed to complete its life cycle. Adenovirus,
however, has evolved a more clever way to under-
mine this defense: Specialized viral RNA molecules
(for example, VAI RNA) effectively block interfer-
on’s action and prevent the shutdown of cellular
protein synthesis. The cell has no option but to con-
tribute slavishly to the production of viral progeny.

Viruses can likewise defeat medical therapies.
Although vaccines have been dramatically success-
ful in curtailing some viral diseases, such as polio,
they are less effective at combating the rapidly
evolving RNA viruses, such as rhinovirus (common
cold), influenza, and HIV. For these, the current
approach is to develop antiviral drugs, chemical
agents that either block entry of the virus into host
cells or, once inside, block key steps in the viral
reproduction cycle. Current treatment of HIV, for
example, employs drugs such as Acyclovir, AZT,
and protease inhibitors. By targeting different
aspects of viral reproduction, these drugs are prov-
ing effective at slowing the course of HIV infection.

Evolutionary considerations, however, dictate that
the way in which these drugs are administered is a
key factor in their long-term effectiveness. Adminis-
tered singly, any given drug soon loses effectiveness
as the rapidly mutating virus generates a population
that is resistant. If the drug is replaced by another in
an attempt to hit the remaining resistant population,
that population will in turn give rise to a new popu-
lation that is resistant to both drugs . . . and so it
goes. The unintended but predictable outcome of this
type of serial drug treatment is the eventual creation
of a viral population that is resistant to several drugs.
Such a multiply resistant virus could spread quickly
in the host population. A much better strategy, one
that makes rational use of evolutionary principles, is
to use all three drugs in combination. The key to this
approach is that each drug independently and simul-
taneously hits a different step in the virus’s reproduc-
tion cycle. For a triply resistant viral population to
emerge in the presence of all three drugs, three inde-
pendent resistance mutations would have to occur
together in a single founder virus, a much less prob-
able occurrence. :

The alternative to devising separate drug treatments
for each different type of virus is to design a broad-
spectrum antiviral agent that is effective against
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many viruses. Unfortunately, because viruses are
dependent on host cell machinery (such as that for
protein synthesis), any drug that interferes with a
key synthetic step common to all viruses likely also
would inhibit cellular function. The situation is dif-
ferent for bacteria, which have evolved enough dif-
ferences at the molecular level from eukaryotic
cells, including RNAs, that it is possible to develop
drugs that specifically target bacteria. Agents such
as penicillin, which impairs synthesis of the unique
molecular outer layers of bacterial cells, were dra-
matically effective when first introduced. Also, the
protein synthetic apparatus of bacteria is sufficiently
different in molecular detail from that of eukaryotes
that it is a good target for antibiotics. Some of these
antibiotics inhibit bacterial protein synthesis by
binding directly to RNA components of the bacterial
ribosome. Structural differences between bacterial
and nonbacterial rRNAs account for the specificity
of the antibiotic in this case. Mutations that change
the structure of the bacterial rRNAs, such that the
antibiotics no longer bind, confer resistance on the
pathogen. Once again, we see that the ongoing
process of evolution, fueled by mutations such as
these in the bacterial and viral populations, ulti-
mately undermine the effectiveness of even the most
powerful therapeutic agents in our arsenal. Activity
4 of the module explores RNAs role as a target for
certain antibiotics and antiviral agents, as well as
the acquisition of resistance.

Two novel strategies focusing on RNA with poten-
tial application against viral pathogens are currently
being explored in the laboratory: in vitro selection
and antisense technology. The former approach
employs the in vitro selection strategy described
above to select functional nucleic acid molecules
that bind to and inactivate viral components.
Ribozymes able to cleave DNA have been devel-
oped, as have deoxyribozymes able to cleave RNA.
Looking ahead, it may one day be possible to engi-
neer into the genome of affected cells a ribozyme
sequence that has been selected in vitro for its abil-
ity to inactivate the RNA, DNA, or protein of a viral
pathogen. The coding sequence for a ribozyme hav-
ing, for example, anti-HIV activity might be incor-
porated into a population of the patients immune
cells. Subsequent expression of the ribozyme “bul-
let” in these cells and their descendants conceivably
could have significant therapeutic effects against the
virus.
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Another potential application of in vitro-selected
nucleic acids is as ligand-binding molecules; such
molecules could be useful as biochemical reagents
or as potential therapeutic agents. The term aptamer
describes in vitro-selected RNAs or DNAs that have
the ability to bind with specificity to another mole-
cule (aptamers, unlike ribozymes, are not catalytic).
Aptamer sequences with unique shapes have been
developed to bind a wide range of ligands, including
small organic dyes, coenzymes, amino acids, vita-
mins, and viral proteins. The binding specificity of
aptamer RNAs is high enough that they can distin-
guish between ligands as similar as theophylline
and caffeine, which differ by only a single methyl
group. These designer nucleic acids promise to be
useful additions to the growing list of functional
biomolecules, including protein enzymes and anti-
bodies, that already have been generated by in vitro
techniques.

The second RNA-related approach to therapeutics,
antisense technology, attempts to inactivate and neu-
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tralize unwanted mRNAs that derive from a mutated
target gene. This approach takes advantage of the
tendency of single-stranded RNAs to bind to
sequences complementary to themselves. The strategy
is to engineer into affected cells an antisense copy of
the defective gene, that is, one in which the 5’-3’
orientation of the gene has been reversed relative to
its promotor. Insertion of the inverted gene copy cre-
ates a situation in which RNA transcripts from the
inverted gene, known as antisense transcripts, arise
from what is normally its nontranscribed coding
strand. The antisense transcripts are thus comple-
mentary to the sense transcripts from the defective
gene, which arise from the opposite, template
strand. Antisense and sense RNA molecules can
bind and neutralize one another, effectively silencing
the expression of the defective target gene, perhaps a
provirus or an oncogene. Successful therapeutic
applications of both the in vitro selection and anti-
sense approaches await advances in gene therapy
technologies needed to incorporate engineered
sequences into the genome in a functional state.
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RNA, like DNA and protein, is a polymer that carries out essential biological func-
tions. As with DNA, RNA has long been appreciated as an informational molecule,
storing or transferring information encoded in the sequence of its monomer
nucleotide bases. Surprising recent discoveries show that many naturally occurring
RNA molecules also mimic a well-known function of proteins: biochemical cataly-
sis. This discovery greatly expands RNASs biological role from its traditional depic-
tion in the central dogma of molecular genetics. RNA is a genetic molecule of
action.

The variety of different RNA functions being revealed in cells raises interest in its
three-dimensional structures. The authors of the article “RNA Structural Elements
and RNA Function,” in the book The RNA World, describe the significance of and
search for the relationship between RNA structure and function:

The structural elements that now exist in RNA must have evolved to pro-
vide chemical stability and to facilitate their biological functions. Struc-
tural biologists believe that determining the conformation and stability of
the structures adopted by RNA will provide a better understanding of their
functions. This belief is based mainly on the success of Watson and Crick
with double strands for DNA . . . we continue to be optimistic and to study
RNA structure in the hope that it will provide hints about how RNA does
its many jobs. The main value of a structure is to suggest new experi-
ments. The structure allows predictions about the effect of mutations,
inhibitors, and enhancers, and about the mechanisms of the reactions. The
overall goal is to learn the general features of RNA structure that can be
inferred from the sequence and then to relate these structures to biologi-
cal function.

Single-stranded RNA folds into elaborate shapes that are stabilized by base-pair-
ing interactions similar to those that connect the strands of a DNA double helix.
Regions of RNA that are far apart in the primary sequence can come into proxim-
ity and form hydrogen-bonded helical “stems” that bear single-stranded “loops” or
other complex shapes. These loops can subsequently bond to other single-stranded
regions of the RNA sequence until a three-dimensional, functional shape results.
Not all of the three-dimensional structures a molecule can assume are necessarily
functional; however, there is a clear relationship between a particular RNA molecule’s
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Strategies for
Teaching the
Activities

structure and its specific function. You will find additional information on RNA
shape determination in the Faculty Background.

These activities present opportunities for students to reason and to use observa-
tional data. The activities combine a series of hands-on modeling exercises with
accompanying Challenge Questions and brief For Your Information (FYI) essays.
The introductions to the modeling exercises provide a minimum of background
information, just enough for students to explore the concepts of RNA shape deter-
mination in an active, thought-provoking, inquiry mode. The FYI essay for a given
part of an exercise typically follows that part and is meant to be read after the stu-
dents have actively grappled with the concepts. The essay provides students with
additional, clarifying information about the concepts. If class time is limited, you
may assign the essays and certain questions as postexercise homework.

The Student Pages are masters that you can copy and distribute to students. The
Annotated Faculty Pages contain the student text (in bold type) and hints for teach-
ing the activities, answers to Challenge Questions, optional extension exercises,
and reagent preparation instructions (in regular type). The activities are designed
for groups of four students, but can be accomplished successfully by individual stu-
dents. The Copymaster and Template sections contain masters needed for the exer-
cises.

29A
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Exercise 1.1:

Exercise 1.2:

Exercise 1.3a:

Exercise 1.3b:

Exercise 1.4:

Extension Exercises:

Activity 1
RNA Structure:
Tapes to Shapes

Students compare primary base sequences and search
for similarities (homologies). Students attempt to
envision higher order structure without the aid of
models.

Students use models and folding rules to see the rela-
tionship between the primary sequence of monomers
and the three-dimensional structure of the RNA poly-
mer.

Students explore the relationship between RNA struc-
ture and function by applying a functional test to their
models.

Students model the effects of mutation by changing
the primary sequence and determining the effects on
structure and function.

Students use a computer program to confirm their
RNA structures.

Students participate in paper and pencil activities that
explore the versatility of long RNA molecules.

¢ The linear sequence monomers determine a polymer’s three-dimensional

shape.

* The biological function of polymers such as RNA requires the appropriate
three-dimensional shape.

* Scientists use modeling for discovery as well as for demonstration.

* Mutation produces heritable changes in RNA structure and function.

‘* Molecular function is subject to natural selection.
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Focus

Connections to
Lecture Topics

Estimated Time

Materials
Preparation

Students are challenged to make the connection between molecular structure and
biological function. To do this, students model RNA structure (linear, secondary,
and tertiary) using pipe cleaners, a set of base-pairing and folding rules, and RNA
primary sequence data. The activity introduces the idea that molecular function
can be subject to natural selection (a concept explored in depth in Activity 3).

Use Activity 1 to introduce molecular biology or RNA, or with lectures on molec-
ular structure-function relationships or mutation.

100 minutes (depends on whether students color-code models in class or start with
color-coded models)

For each team of four students, provide

* 16 white pipe cleaners (also called chenille stems), 30.5 cm long. An alter-
native model is described in Exercise 1.2 that uses clear, unlabeled vinyl tub-
ing (i.d. /4 inch, o.d. 38 inch). If you choose this model, each student will
need 2 50-cm lengths of tubing, 10 twist-ties, and 2 preprinted strips of
paper (see Copymasters).

» yellow, green, and black markers, 1 per student. Use to color-code the models;
fewer markers will work if students within a group share, but it may slow them
down. ‘

* template sheets for color-coding (see Templates)

* clear, dull tape

* 4 premarked styrene balls (5 cm in diameter). Directions for marking the balls
are given under Exercise 1.3a.

¢ 1 metric ruler per student

* access to the World Wide Web
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ANNOTATED STUDENT ACTIVITY

What does the shape of a thing have to do with the job it performs? You no doubt Introduction
can think of a variety of familiar household objects that clearly show the rela-
tionship between shape and function, such as a metric wrench that fits only met-
ric-sized bolts or a key that must have exactly the right shape to unlock a lock.
Molecules also display an essential relationship between structure and function.

This activity offers you a combination of hands-on exercises and short essays
that examine structure and function in RNA. To discover for yourself the
answers to the Challenge Questions posed in an exercise, you should perform
the hands-on inquiry portions of the exercise first. Then read the accompa-
nying For Your Information (FYI) essays to help you understand your find-
ings. In Activity 1, you will construct models of different RNA molecules to
investigate the following:

¢ the principles underlying shape determination in RNA,

+ the variety of shapes in RNA,

+ how shape can influence function in RNA,

+ how alterations (mutations) in RNA building blocks can influence structure
and function, and

* how comparisons among related molecules from different species can be
useful.

Exercise 1.1: RNA Sequences: Primary Structure

Read the following text, then answer the Challenge Questions. Procedure

We can use the analogy of an elongated tape as a good starting point for explor-
ing the complex shapes of RNA molecules. RNA molecules are relatively large poly-
ners, molecules composed of many smaller monomer subunits; the tape is
analogous to the linear sequence of building blocks that make up an RNA mole-
cule. You may already be familiar with proteins as biological polymers; their pri-
mary structure consists of long chains of covalently linked amino acid monomers.

sugar-phosphate
backbone

sugar-phosphate 5'
backbone

Figure 1.1 The structure of nucleic acids. (a) In DNA, alternating sugar and phosphate molecules form a linear backbone
joining nucleotide subunits into chains. Two chains are held together by specific base pairing and coiled around a cen-
tral axis to form a double helix; the strands run in opposite, antiparallel directions. (b) A single linear RNA strand folds
by undergoing specific base-pairing interactions (A to U and G to C) within the strand.
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Figure 1.2 The primary sequence of a short sec-
tion of single-stranded RNA illustrates the
chemical structure and linkage of the monomer
nucleotides.

In the case of nucleic acid polymers, RNA and DNA, the
monomer subunits are called nucleotides and are linked
together covalently into a long chain or tapelike structure
(Figure 1.1). Different RNA molecules may be made up of
tens to thousands of nucleotide monomers. The nucleotides
themselves are made up of smaller components, namely a
sugar molecule (ribose in RNA, deoxyribose in DNA), a phos-
phate, and a nitrogen-containing base. The base is the “busi-
ness end” of the nucleotide; it interacts with other nucleotide
bases in precise ways. Four different types of nucleotide
occur in RNA, each having a different base: adenine (A), gua-
nine (G), cytosine (C), and uracil (U). (In DNA, the base
thymine (T) replaces uracil (U). Scientists typically refer to
the individual nucleotide monomers of RNA and DNA simply
as bases.

The linear order of bases in a nucleic acid is referred to as its
primary structure (1° structure) (Figure 1.2). Recently devel-
oped biochemical methods for sequencing nucleic acids make
it possible to determine in just hours the linear sequences of
nucleotides in DNA or RNA that would have taken weeks to
determine 13 years ago. This and several other technological
breakthroughs have made possible the Human Genome Pro-
ject, a worldwide effort to sequence completely the genetic
material of Homo sapiens, as well as that of several other
species. To date, the genomes of 25 bacterial species, yeast,
the nematode worm C. elegans, and the fruit fly Drosophila
have been sequenced completely.

Consider the nucleotide base sequence data for the four dif-
ferent RNA molecules shown in Figure 1.3.

Seq1 § UAGAGUCUGAU
Seq2 ¥ AUAUACCCGAA
Seq3 ¥ CGUCGGAAACG
Seqd ¥ GCGCGAUACUC

CGACAGGUGCUCUACCGAACCUG 7
AAUCAGGUGCUCUCCCGAACCUG ¥
UAUCCUUUACACCGAAGUAUACG ¥
AACCCCAAAAUUGCCAGAAGCGC 3

Figure 1.3 Primary sequences of some RNA molecules.
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1. Do you see any similarities in primary sequence among any of the mol- Challenge
ecules in Figure 1.3? If so, indicate them by circling regions of sequence Questions
that appear to be conserved between molecules.

Starting at the 5’-end, all four sequences share bases at positions 15 (C), 28
(G), and 30 (A). In addition, sequences 1 and 2 have in common 19 of their
20 3’-most bases.

2. At this point, what predictions can you make about the relative shapes
of those molecules that have conserved regions of sequence?

No precise predictions can be made at this point. However, it is reasonable to
conclude that sequences 1 and 2, which share a long stretch of bases, might
be closer in shape to one another than to sequences 3 or 4.

3.  Canyou mentally visualize the three-dimensional shape of each molecule?

At this point, prior to modeling the molecules, it is clearly not possible to
mentally visualize the shapes of the molecules. It is for this reason that the
modeling exercise that follows is of value.

4. Do you think it is possible for two molecules with entirely different
sequences to have the same shape? Discuss this within your team.

Although the answer to this question will likely not be obvious to the stu-
dents, it is indeed possible for RNA molecules of different base sequences to
assume the same shape.

The introductory text to Exercise 1.1 briefly reviews the concepts of biological poly-
mers and the linear sequence orientation of their component subunits. Some termi-
nology relating to polymers also is presented. Students learn the four nucleotide
bases found in RNAs and are formally introduced to the concept of RNA primary
(1°) structure. Students go on to visually examine four printed RNA primary base
sequences. Challenge Questions ask students to discern patterns of similarity
among the four sequences. Students are then asked to try and envision what the
three-dimensional shapes of the molecules might be. Be aware that at this point in
the exercise, students are working without the aid of molecular models and with no for-
mal introduction to the rules that determine higher order shapes in RNA. Let the stu-
dents ponder the sequences just long enough to realize that they cannot answer the
shape question without the aid of a model. Challenge Questions 3 and 4 are meant
to be thought-provoking and to generate discussion within the group. Students
should read the FYI essay Modeling in Science after completing this exercise and
before starting Exercise 1.2.
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— FOR YOUR INFORMATION
Modeling in Science

In all likelihood, you were not able to envision the shape of the molecules in Figure 1.3 simply
by studying their primary sequence. Large biological molecules often have complex shapes that
are much too difficult to visualize from this kind of raw data or from a written formula. This is
where modeling becomes necessary. Models are important tools in science, because they help us -
visualize structures we cannot see directly. Model building is particularly helpful in the study of
biochemistry and molecular biology. You
may have used molecular models in previ-
ous chemistry or biology classes to learn
the structure of known molecules. Scien-
tists also use models to discover new
molecular shapes. Molecular models
enabled Watson and Crick, for example,
to discover and visualize the structure of
DNA for the first time.

A variety of modeling materials have been
used over the years, from the simple wire
and cardboard models used by Watson
and Crick for their work with DNA, to
sophisticated computer-generated images
(Figure 1.4). Research scientist Harry E
Noller, at the University of California—
Santa Cruz, used simple pipe cleaners to
begin to model some important features of
RNA structure.

Before a structural model of any mole-
Figure 1.4 (a) James Watson and Francis Crick with their

cule can be bullt,’ scientists m,uSt first original wire and cardboard model of the DNA double helix.
gather alot Of basic data a.bout its Che.m- (b) RNA researcher Harry E Noller. (¢) Computer graphic
ical composition and physical properties. models of two transfer RNA (tRNA) molecules.

Today new biochemical analyses, such as

nucleotide sequencing, are combined with advanced methods of X-ray crystallography and spec-
troscopy for this purpose. Computer modeling of molecular structure enables scientists to
rotate and observe virtual molecules in three dimensions, allowing rapid comparisons to known
molecules. Such comparisons often provide new clues to the behavior of the molecule under
study. Some modeling software allows the scientist to change atoms or molecular subunits in
the model or change incubation conditions to determine the effects on the molecule’s structure.
Examples of computer-generated models are available on the World Wide Web. You might try
the following sites:

* The RNA World (IMB-Jena) at http://www.imb-jena.de/RNA.html (an extensive site with many
links to sequence and structural databases, modeling software, and books and tutorials)

e RNA Pages at http://www.kwl.t.u-tokyo.ac.jp/~ueda/RNApage.html (many links to a variety of
RNA-related sites)

l
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Exercise 1.2: Folding the Tape: Higher Orders of Structure

As you saw in Exercise 1.1, it is not really possible to visualize a molecule’s
shape from a printed string of subunits. Yet this is the same type of data that
a molecular biologist is confronted with after completing the biochemical
sequencing of an unknown RNA molecule. Fortunately, there is a better way.

In this part of Activity 1, you will use a simple molecular model and a spe-
cific set of folding rules to discover and visualize some common structural
features of RNA. You will fold simple linear models of the RNA sequences in
Figure 1.3 into more complex shapes by applying folding rules.

* pipe cleaners Materials
* colored markers

* template sheets for color-coding

* tape

1. Each team member receives four white pipe cleaners (30.5 cm each). Procedure
Take two pipe cleaners and make an elongated model 50.5 cm long by
overlapping 11 cm of each pipe cleaner and twisting the ends together
thoroughly. Repeat this procedure with your two remaining pipe clean-
ers to produce a second model.

2.  Each team member selects a different sequence from Figure 1.3 and col-
ors two identical pipe cleaner models of that sequence. Use colored
markers and the following code to mark the 34 nucleotide bases of your
sequence as colored patches on the models:

yellow = A green = U black = G white = C

Make each colored patch 15 mm long. To do this, lay both pipe clean-
ers side by side over the paper template provided by your instructor.
You can now easily color both models at the same time. (It helps to tape
the ends of the pipe cleaners to the template.) Be sure to color com-
pletely around each model’s circuamference. Double-check your colored
models for coding errors before you proceed.

3. Indicate the polarity of the RNA molecule by marking the 5’-end with a
black dot; the opposite end is the 3’-end. (In the real molecule, the 5’-
end nucleotide would have a free phosphate group at position 5 in its
ribose sugar; the 3’-end nucleotide would have a free OH group at posi-
tion 3 of its ribose).

4.  Distribute the models within your team as follows: two persons each get
a copy of sequence 1 and sequence 3; two persons each get a copy of
sequence 2 and sequence 4. Note: You can easily distinguish the differ-
ent sequence models by noting that the 5’-end base is unique for each.

3
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Challenge
Questions

Figure 1.5 Folding rules. Use these rules to fold linear RNA molecules into more complex shapes.

* RNA molecules are highly flexible. Bases within the molecule can pair as follows:
A pairs with U; G pairs with C.

* Molecules fold so as to maximize the number of paired bases.

e Paired bases create a double-stranded stem region in the molecule; these
stem regions must contain three or more base pairs to be stable.

* Double-stranded stem regions can only form by antiparallel association of two
single-stranded regions (that is, one strand must run 5’ to 3’, while the partner
strand runs 3’ to 5’).

* Single-stranded loops can form in the molecule; they must be three or more
nucleotide bases in length.

* Three or more bases in a single-stranded loop can pair with another single-
stranded region elsewhere in the molecule. A three-dimensional (tertiary)
shape called a pseudoknot results.

These rules are based on observations scientists have made of the folding
behavior of biologically active RNA molecules.

Use the folding rules listed in Figure 1.5 to fold your two sequences.
Hint: Work in parallel with the team member folding the same
sequences as you, so that you can help each other.

Compare your structures with those of your teammates and with those
of other teams. Reject any invalid structures that do not conform to the
folding rules. The valid models represent the potential three-dimen-
sional structures dictated by your RNA sequence.

Draw a picture of each RNA’s shape.
The shapes are illustrated in Figure T1.1 on page 37.
Write a detailed description of the three-dimensional shape for your

RNA sequences, indicating the structural features present. Figure 1.6
depicts some common structural elements of RNAs.

é single-stranded loo
double helical ste

3
Ool
OCG‘)COC
D>PO0>0>
0>0 &
o

G CCGCUC GCCC
CGGG
AGCGAG UAAU 4 UG
ms

Figure 1.6 Some examples of RNA shapes and structural elements. Single molecules of RNA cousisting of one (a), two (b),
or three (c) stem-loop elements. (d) A psendoknot configuration.
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Figure 1.6 depicts some common structural elements of RNA. Students can use
these elements to describe the structures that emerge in the RNA models.

3. Do any of your sequences have more than one possible structure that
fits the folding criteria?

Sequence 3 has two possible structures.

— FOR YOUR INFORMATION
RNA Structure: Tapes to Shapes

The shapes in Figure 1.6 represent some aspects of RNA structure, but they do not fully capture
the potential for three-dimensionality in the molecule. Because RNAs perform many different
tasks in the cell, a variety of different and complex shapes is required. Like proteins, complex
RNA shapes arise through interactions at several structural levels (Figure 1.7).

The order of the nucleotide monomers in the tapelike primary (1°) structure of RNA or DNA forms
a code, both for storing genetic information and for determining the molecule’s shape. In DNA,
two linear molecules intertwine into the familiar double-stranded helix, with complementary
nucleotide bases of adjacent strands pairing by hydrogen bonds. RNA is more likely to exist as a
single molecule; nevertheless, hydrogen base interactions are important here as well.

Structural Level Protein RNA

primary structure
linear sequence

of monomers ) .
amino acids nucleotides

secondary structure
coiling or folding of W

m
the molecule folded chain of nucleotides
with single-stranded and

coiled chain of amino acids helical double-stranded regions
: C v v )
tertiary structure
further three-dimensional 3
folding of the molecule
N
globular folding pseudoknot folding

quaternary structure
association of two or 3
more molecules

Figure 1.7 Comparison of RNA and protein structural elements.
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_— FOR YOUR INFORMATION (continued)

The primary sequence of RNA is highly flexible, and thus can bend and fold on itself. This fold-
ing permits bases within the same molecule to approach one another and pair via hydrogen
bonds. Base pairing within an RNA molecule obeys pairing rules similar to those that operate
between the two strands of DNA: C pairs with G, and A pairs with U (T in the case of DNA). This
folded level of structure is called secondary (2°) structure. The monomers involved in this base
pairing may be widely separated in the primary sequence, but folding of the molecule brings them
close enough to bond. Many shapes can result, resembling a hairpin, a stem with a large loop,
even a clover leaf. Note that base pairing within an RNA molecule produces local double-stranded
regions that take the shape of a helix, similar to a DNA helix. Regions not involved in base pair-
ing remain single-stranded.

Scientists now realize that even higher levels of structure occur in RNA. Like proteins, tertiary
(3°) and quaternary (4°) interactions are possible. For example, a single-stranded loop region in
an RNA may fold over and base-pair with some other single-stranded region of the molecule. This
forms a three-dimensional shape known as a pseudoknot, an example of tertiary structure in
RNA. It is even possible for two different RNA molecules to interact via base pairing between
their single-stranded regions, an example of quaternary structure.

]

Exercise 1.2: Alternative Modeling Method

In this part of Activity 1, you will use a simple molecular model and a spe-
cific set of folding rules to discover and visualize some common RNA shapes.
You will fold a simple linear model of the RNA sequences in Figure 1.3 into
more complex shapes by applying folding rules.

Materials * vinyl tubing
* preprinted strips of paper
* twist-ties
Procedure 1.  Each team member receives two preprinted strips of paper, each bear-

ing a different base sequence listed in Figure 1.3, as follows: Two mem-
bers each receive a copy of sequence 1 and a copy of sequence 3; the
other two members each receive a copy of sequence 2 and a copy of
sequence 4. The 3’- and 5’-ends of the molecule are indicated on the
strip.

2.  Each team member also receives two 50-cm lengths of clear vinyl tubing
and 10 twist-ties. Insert each of your paper-strip sequences into a sep-
arate tube. (Allow the end tab that bears the sequence’s number to pro-
trude from the tube.) Hint: Insert the strip slowly while keeping the
tube straight. This is easily done by holding the tube vertically while
securing one end under your foot.
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3.  Use the folding rules listed in Figure 1.5 to fold your sequences. Hint:
Work in parallel with the team member using the same sequences as
you, so that you can help each other. Use twist-ties to represent a few
of the hydrogen bonds and to stabilize your model.

4.  Compare your structures with those of your teammates and with those
of other teams. Reject any invalid structures that do not conform to the
folding rules. The valid models represent the potential three-dimen-
sional structures dictated by your RNA sequence.

1. Draw a picture of each RNA’ shape. Challenge
Questions

The shapes are illustrated in Figure T1.1 on page 37.

2.  Write a detailed description of the three-dimensional shape for your
RNA sequences, indicating the structural features present. Figure 1.6
depicts some common structural elements of RNAs.

Figure 1.6 depicts some common structural elements of RNA. Students can use
these elements to describe the structures that emerge in the RNA models.

3. Do any of your sequences have more than one possible structure that
fits the folding criteria?

Sequence 3 has two possible structures.

In Exercise 1.2, students create models, apply folding rules, and manipulate their
models to explore the shapes of RNA base sequences. Students use simple pipe
cleaner or tubing models to explore the consequences on shape of base interactions
within the RNA molecule. This exercise lets students discover the following aspects
of RNA shape:

» higher order (2° and 3°) shapes arise when bases interact within the RNA molecule;

* related base sequences can have related shapes;
» a given sequence may be compatible with more than one shape; and

G ccc;cuc accc
0 A% anu® JOGU o

smgle -stranded Ioo Gy AU
c G
U A

G C=50
U A
double helical stems 60-C G
C o]

C A
AC

a

Figure 1.6 Some examples of RNA shapes and structural elements. Single molecules of RNA consisting of one (a), two (b),
or three (c) stem-loop elements. (d) A pseudoknot configuration.
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* certain structural motifs are common in RNAs (for example, helical stems, sin-
gle-stranded loops, bulges, and pseudoknots).

Later, in Exercise 1.3, students explore more subtle concepts related to shape:
molecular function depends on correct molecular shape, and some changes in base
sequence (mutations) alter RNA shape and function while others do not.

Students use pipe cleaners to make the linear models of RNA sequences. The pipe
cleaners are marked with four colors, coded to correspond to the four sequences of
nucleotide bases shown in Figure 1.3. Students can mark the pipe cleaners or you
may mark them to save class time. The color scheme follows:

yellow = A green = U black = G white = C

If students mark the models, remind them that it must be done accurately for the
model to be useful; you might suggest that they double-check their work.

Within each group, two students work with models of sequences 1 and 3; two work
with models of sequences 2 and 4. Encourage team members to collaborate as they
attempt to fold their sequences together.

Note that an alternate modeling procedure is also provided. This procedure uses
clear vinyl tubing models into which the students insert strips of paper bearing the
base sequences. Both modeling procedures use the same sequences and highlight
the same points, but they have different advantages and disadvantages regarding
instructor preparation time and student manipulations during class. Decide ahead
of time which procedure is most practical. The printed base sequences appear in
the Copymaster section; photocopy them and cut apart the sequence strips.

After the models are ready, you may want to spend a few minutes explaining the
folding rules (Figure 1.5) before the students begin folding.

Point out to students that while these modeling exercises are artificial in terms of
the convenient choice of the short sequences used, real “rules” for molecular fold-
ing do indeed exist in nature; in this way, the exercises simulate real events. Once
they have manipulated the models, students will discover for themselves that some
sequences are potentially compatible with more than one shape under the folding
rules. Later, during the discussion, you can point out that thermodynamic issues
and the biochemistry of base pairing make certain shapes more likely to form or to
be stable. Students will also see that the same or a similar shape can result from more
than one base sequence. This situation may occur when the different sequences are
genetically related or share a common function. The predicted shapes of the four
RNA sequences are shown in Figure T1.1.

As an aside, you may want to do the following simple demonstration, suggested by
Jacek Wower of Auburn University, to illustrate the significance of hydrogen bonding
for nucleic acid stability. While a single hydrogen bond is weak, the combination of
many hydrogen bonds provides the forces necessary to stabilize a stem or helix in
nucleic acids. You can easily make this point by having students fold a piece of wire in
half and twist it once to represent a single hydrogen-bonded base pair. Instruct stu-
dents to grasp the ends of the wire and pull; it is fairly easy to unfold the wire. Now

36

41



Faculty Pages e Activity 1: RNA Structure

sequence 1
G,qO
.
, . o
5 ___Z:\JiGU or 5' UAGAGUCUG or CAGGU
K CA 3 __AUCUC GAC )
U U 3'—GUCCA
sequencé 2
5 __ _ __GAGGU
3 __GUCCA
sequence 3
o =
s_cay’, ¢ 5 CGUAU CUU”
. or GCAUA GAA
3 GCA\4 040 )
Vg
sequence 4
]
5'-GCGC CAA
3-CGCG GUU
e~ 2

Figure T1.1 Possible shapes of RNA sequences in Exercise 1.2.

repeat the exercise by folding the wire in half and twisting several times to represent
multiple base pairs. When students grasp the wire by the ends and pull, they find that
the multiple associations make it difficult or impossible to straighten it.

Encourage students to see that in using models, whether simple physical models like
these or sophisticated computer modeling software, they are doing science as it is
done in research settings. Models are certainly useful for teaching about known
molecular shapes, helping teachers more graphically communicate to students the
important features of molecules and their function. But models also serve as impor-
tant research tools to help scientists discover new molecular structures and functions.

After working with their models, team members should compare their RNA struc-
tures in preparation for a class discussion of possible structures of the four different
sequences. Allow students to debate within their teams about the validity of various
structures and to reject structures that do not meet the folding criteria. Encourage
students to rework their RNA models to test some of their classmates’ hypotheses
regarding feasible structures. Point out that, in a sense, this debate and comparison
of structures mimics the real-life process of scientists reporting their results at sci-
entific meetings. Different research groups often determine alternative possible
structures for a particular RNA sequence, and comparison of results can show errors
or expand the view to include all possibilities.
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Exercise 1.3a: Finding Function

Now we will relate RNA structure to function by determining which of your four
RNA sequences is the biologically active structure capable of carrying out a spe-
cific simulated molecular task, in this case, binding to a particular “protein.”

Materials * models from Exercise 1.2
* styrene ball

Procedure 1. After your team has agreed on valid models for each sequence from Exer-
cise 1.2, arrange one set of models on a desk. Each team receives a 5-cm
diameter styrene ball that simulates a small globular protein molecule.
Note that the ball has several letters marked on it. Each letter represents
the position of a different amino acid in the primary sequence of the pro-
tein. When you align the protein model with the RNA model that has the
correct “functional” base sequence, the letters on each model will match
up identically, indicating a functional fit.

2.  Working as a team, test each of your RNA models for its ability to
“bind” the “substrate protein.”

Challenge 1.  For which sequences did you find a function?
Questions
All four of the sequences had a function, in the sense that they underwent a

sequence-specific interaction with the “protein” balls.

2.  For sequences having more than one possible shape, did both shapes
have the same functional ability? What does this imply about the rela-
tionship between molecular structure and function?

For sequences having more than one possible shape, only one of the shapes
was functional in being able to bind to the ball. This implies that the rela- .
tionship between molecular structure and function is quite specific.

3.  Can you think any functions performed by RNAs? List them.

Functions performed by RNAs include binding to other RNAs and to pro-
teins. This kind of interaction is found, for example, in the structure of ribo-
somes, spliceosomes, and signal recognition particles. RNAs also function as
mRNAs and tRNAs, among other functions.

In Exercise 1.3a, students apply a functional test to their models. Students attempt
to align a marked, styrene “protein molecule” with their RNA models. They
should see that some but not all of the RNA models “work” in binding the ball,
allowing them to make clear the connection between a molecule’s three-dimen-
sional structure and its biological function. Students may already be aware that in
proteins (for example, enzymes or receptors), structure is important for function.
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But they may not have this concept at the forefront of their thinking, and most
likely they have not had occasion to generalize the structure-function relationship
to nucleic acids. The FYI essay RNA Structure: Tapes to Shapes expands somewhat
on the general principles underlying shape determination in RNA and DNA.

You may remind students that the usefulness of a particular structure depends in

part on external conditions that may
change across time. You can make an
analogy for structure-function selection
by comparing the utility of a metric
wrench with a nonmetric wrench for
loosening a bolt: The key lies with the
“environment,” in the sense of the type
of bolt to be loosened. Both wrenches
could be functional, but only one will
work optimally with a metric bolt. Sim-
ilarly, the usefulness of a particular
molecular structure depends on the
nature of the job that needs to be done,
such as the particular substrate to be
bound.

Directions for Marking

Styrene Balls

FOR THE ALTERNATIVE,

VINYL TUBING MODELS

Use styrene balls with a 5-cm diameter.

Figure T1.2 shows the approximate
markings for the four balls used in the
alternative exercise (preprinted RNA
sequences with vinyl tubing). The let-
ters on the balls stand for the particular
bases in each RNA sequence that align
with the ball at those points. Note: To
avoid confusion, be sure to explain to
students that the letters on the ball do
not represent nucleotide bases in the
protein, but simply mark the locations
in the protein of amino acids that align
with these particular base locations in
the RNA model.

Two views of a ball are shown in the fig-
ure, which represent views of the “front”
and “back” of the ball before and after
rotating the ball 180° horizontally
around its equator. The letters are cen-
tered approximately 12 mm apart.

sequence 1 sequence 1
sequence 2 sequence 2

O

sequence 3 sequence 3
sequence 4 sequence 4
front view back view

Figure T1.2 Location of marks on the styrene balls.
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FOR THE PIPE CLEANER MODELS

In place of the letters shown in Figure T1.2, draw adjacent line segments (each 12
mm long) of the appropriate color (use pencil on the white ball to represent a white
line segment).

It is a good idea to assemble one of each RNA model and check the positioning of
the markings before making the rest.

Exercise 1.3b: Effects of Mutation

Now you will determine whether a mutation (change) in the primary base
sequence of the RNA molecule will alter the shape and function of the molecule.

Materials * models from Exercise 1.2
* styrene ball from Exercise 1.3a
* dull tape
* colored marking pens

Procedure 1. Your instructor will give you information showing a mutation in your
primary RNA sequences. Using your model, determine whether the
mutation has any effect on the structure of your RNA molecule. Hint:
You can cover the section of the model to be mutated with dull tape and
use a colored marking pen to change the base to fit the mutation data.

2. Test each of the mutated sequence models for function using the “pro-
tein” ball from Exercise 1.3a.

Questions had on your model RNAs, such as “It changes the length of a loop” or
“It eliminates a double-stranded stem.” Indicate in your description
which RNA sequence (1-4) you are describing and the base changes
involved.

a Challenge 1.  Write a brief description of any structural effects that the mutations

2. Do the mutations alter the function of the sequence(s) in the “ball test”?
How?

For Questions 1 and 2, students should answer that these mutations will pro-
duce the following effects in the models:

* Sequence 1 will no longer be able to form a pseudoknot tertiary structure
and will lose its function in the ball test.

* Sequence 2 will acquire the ability to form a pseudoknot structure and will
gain function in the ball test.

* Sequence 3 will retain its shape but will lose function in the ball test.

* Sequence 4 will retain its shape but will lose function in the ball test.
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3.  After reading the FYI essay Molecular Selection in Real Time, in Activity
3, discuss with your teammates any general similarities between the
approach to RNA structure and function that you employed in Exercises
1.2 and 1.3a and the recently developed laboratory approach called in
vitro nucleic acid selection.

In Exercise 1.3b, students explore the effects of mutation on structure and function.
Have the students “mutate” their models by covering specific bases with dull tape
and writing new bases on the tape to represent a base change. Leave the tape blank
to represent a base deletion. Instruct the students to make the following specific
changes in sequences 1-4:

* sequence 1 - delete the first three bases from the 5"-end

* sequence 2 - change bases 2-5 at the 5’-end from UAUA to AGAG
* sequence 3 - change bases 9 and 10 at the 5’-end from AC to GU
* sequence 4 - change bases 7-9 from UAC to AGU

Exercise 1.4: Using the Computer to Determine RNA Structures

Having now spent some time deciphering the structures of quite short RNA
molecules, you can appreciate how complex base pairing is in the more typi-
cal molecules isolated from organisms, which are hundreds to thousands of
nucleotides in length. Here is where the computer is put to good use, rapidly
determining the alternative shapes that a molecule is capable of assuming
and calculating which of these shapes is energetically the most likely.

We will use an RNA folding program called mfold, which is available on the

World Wide Web.
* access to the World Wide Web Materials
Access the mfold program at http://www.ibc.wustl.edw/~zuker/rna/forml.cgi. Procedure

Apply the program in turn to each of the sequences in Figure 1.3 that you
folded. The program is easy to use, and you can simply follow the on-screen
instructions to analyze your sequences. Following are some points to keep in
mind as you use the program:

1.  The program analyzes only one molecule at a time; you must go through
the entry and analysis process for each sequence. Once the program has
analyzed and displayed a molecule, you can simply delete that sequence
from the data entry field and enter a new sequence to be analyzed.

2.  Enter sequences beginning with the 5’-most base.
3.  Use the default parameters displayed on screen (for example, the mole-

cule is linear or fold at 37 degrees), with the following exceptions: choose
image resolution low and structural format: bases.
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Challenge
E Questions

Analysis Questions

Once you have entered the sequence and analysis parameters, scroll to
the bottom of the page and click on Fold RNA. Folding and display typ-
ically require 1-2 minutes, depending on how busy the server is.

When the Output page appears, scroll down to the links labeled
sequence. When more than one shape is possible, a numbered sequence

link will appear for each. Click on any one of the numbered sequence
links to open the page displaying the folded RNA structures.

Did your predictions about the shapes of the sequences match those of
the computer program?
The computer-generated shapes should match those modeled by the students.

Did the program reveal more than one shape for any of the molecules?
If so, which shape is more likely on energetic grounds?

Answers will vary.

In Exercise 1.4, students use an RNA folding program to verify the structures of
their model sequences. Several such programs are available, varying in sophistica-
tion and ease of use. We have chosen an easy-to-use program called mfold, which
is available on the Web from Mike Zuker’s lab at Washington University in St.
Louis. Students can access the analysis page of mfold at http:/www.ibc.wustl.edu/
~zuker/rna/forml.cgi. (Please note that this address is active at the time of print-
ing this module; addresses change from time to time, so you may want to use a
search engine to find additional sites.)

e

5a.

5b.

Review your answers to each Challenge Question and discuss the con-
nection between structure and function for RNA.

If an RNA molecule functions as a catalyst, how might the folding pat-
tern be important for its activity?

In a population of related molecules, could an altered (mutant) struc-
ture ever have an advantage? Explain.

Do you think molecules (or molecular function) can be subject to natu-
ral selection? Explain.

Compare the consequences for a species between two changes poten-
tially affecting its RNA structure across time: (1) a base alteration that
might occur randomly in the RNA after it has been synthesized versus
(2) a random mutational change that can be traced to the template for
the RNA (such as the DNA gene that encodes it).

Would your answer in Question 5a change if the RNA molecule itself

were capable of self-replication? Explain your response.
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Extension Exercises

POLYMERS CAN ACQUIRE FUNCTION

Both short oligomers containing only a few monomer units (oligo is Greek for few)
and longer polymers (poly is Greek for many) can fold into shapes that have poten-
tially useful functions (Activity 1). But longer molecules can generally fold into
more interesting shapes with a greater potential diversity of functions. In this con-
text, it is worth noting how an irregular biological polymer such as RNA differs
from a regular crystal such as sodium chloride (table salt). In a crystalline table salt,
alternating sodium and chloride ions are lined up in a monotonously repeating pat-
tern, each layer of the three-dimensional crystal just like the others. In contrast, the
linear sequence of A, G, C, and U (adenine, guanine, cytosine, and uracil) in RNA
is virtually limitless, allowing the molecule to fold up into a virtually limitless vari-
ety of shapes. The following exercises illustrate why long, complex RNA molecules
are more likely to generate interesting shapes and catalytic functions than short
RNA molecules.

EXERCISE 1.5 LONG POLYMERS ARE MORE

VERSATILE THAN SHORT POLYMERS

Divide students into four groups. Each group writes down four random RNA
sequences that are 24 monomer units long (“24-mers”). The groups then cut their
sequences into subsequences of different lengths: The first group leaves the 24-
mers intact; the second group cuts the 24-mers into 12-mers, the third group into
8-mers, and the fourth group into 4-mers. Each group assembles the sequence or
sequence fragments into higher order structures based on the same rules used in
Exercises 1.1 and 1.2 (G pairs with C, A pairs with U, and four consecutive base
pairs are required to build a stable stem). The goal is to build an RNA molecule
with a useful “function”: the ability to be hung on a peg in the wall.

It will quickly become apparent that a random 24-mer can often be bent into a par-
tially self-complementary hairpin, but 4-mers are unable to form anything other than
short, paired segments that are useless for the desired purpose. The 8-mers are inter-
mediate; a loop can occasionally be formed, but it requires luck and a lot of imagi-
nation. The lesson is that longer sequences can form functional molecules more
readily than shorter ones. The first self-replicating RNA molecules would therefore
have been subject to strong selective pressure to become longer. This in turn would
have selected for more accurate replication, because the chances of making a fatal
replication error would increase with the length of the template molecule.

EXERCISE 1.6 MONOMERIC BUILDING BLOCKS ARE MORE

VERSATILE THAN OLIGOMERIC BUILDING BLOCKS

(2-MERS, 3-MERS, 4-MERS, AND SO ON)

The goal of building an RNA structure that can be hung on a wall peg remains the
same. However, this time the groups can build as long a polymer as needed to gen-
erate a looplike structure. Each group chooses a total of 24 monomer units from
containers that you prepare; however, the first group chooses from a container of
monomers, the second group from a container of dimers, the third group from a con-
tainer of trimers, and the fourth group from a container of hexamers. The monomeric
or oligomeric building blocks can be linked in any order (use dull tape) but cannot
be cut apart into the component monomer units. The group having access to
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monomers will quickly build a loop with the desired “function”; the group with
dimers will probably form a loop; the group with trimers may succeed after consider-
able work, and the group with hexamers is almost certainly be doomed to failure.
Groups may draw additional oligomers (for a total of more than 24 monomers) to see
whether a greater variety of oligomers is helpful. The lesson is that it is easier to build
novel structures when the sequence is entirely unconstrained; when dimer, trimer, or
hexamer sequences are fixed, the number of possible rearrangements is limited. A
good analogy would be to ask how well one could play Scrabble if the individual
letter tiles were taped together in pairs or triplets.
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Activity 2
RNA Catalysis

Exercise 2.1a, b, ¢ Students use pipe cleaner models to simulate the
autocatalytic self-splicing reaction of a group I intron
and the nuclease activity of a hammerhead ribozyme.

Exercise 2.2: Students carry out in vitro transcription of RNA and
study the kinetics of group I intron self-splicing in the
laboratory.

* RNA has catalytic activity as well as the ability to encode information.

¢ The catalytic activity of ribozymes, as well as enzymes, requires the appropri-
ate structural chemistry and three-dimensional molecular shape.

« Catalytic RNAs can act on themselves or on other molecules.

* The kinetics of ribozyme-catalyzed reactions can be studied.

Students are challenged to apply the concepts of molecular structure from Activity
1 to the function of catalysis by RNA. In addition, students actively investigate RNA
function in the laboratory.

Use Activity 2 to introduce RNA or enzymes, or with lectures on molecular struc-
ture-function relationships.

Approximately 2 hours in class and 2 laboratory periods over 2 days

For each team of four students, provide
* 3 white pipe cleaners (also called chenille stems), 27 cm long. Directions for
making pipe cleaner models are given on the template for Exercise 2.1.
* paper model of guanosine molecule (see Copymasters)
* paper model of an OH group (see Copymasters)
* scissors
* tape
See annotation and reagent listings in Exercise 2.2 for laboratory materials.
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ANNOTATED STUDENT ACTIVITY

Introduction When someone asks you, “What does RNA do?” you probably think of mes-
senger RNA (mRNA), which is copied from a gene and communicates the
information needed to make a protein. In this familiar role, RNA is doing a
job similar to DNA, storing genetic information. This information-storage
function is analogous to the way a compact disc (CD) stores musical infor-
mation. To use or copy the information in a CD, however, you need a form
of technology capable of performing these functions: a CD player. However,
in terms of this analogy, RNA is a surprising molecule. It’s a bit like a music
CD that needs no CD player and can play itself. In other words, RNA has
dual functions: Not only can it store genetic information, but in some cases it
can also transfer and use this information by acting as a biochemical catalyst.

A catalyst is a molecule that increases the rate of a chemical reaction. Cata-
lysts are essential to living systems because they allow biochemical reactions
to occur fast enough to be compatible with life. Biochemical catalysts speed
up reactions by physically binding the reacting molecules, bringing them near
one another, and orienting them in just the right way to make the reaction
more likely to proceed. Chemists describe this “matchmaker” function of the
catalyst as a lowering of the activation energy of the reaction, like lowering an
energy “hill” that reactants must get over before they can continue along the
reaction path. The same reaction could happen without the catalyst, but it
might take years instead of milliseconds to complete. Biochemical catalysts
also make reactions more specific by bringing together particular molecular
reactants.

The most familiar biological catalysts are enzymes. Enzyme catalysts are
made of protein, and today they catalyze the vast majority of biochemical
reactions, from synthetic reactions like making nucleic acids and other pro-
teins to degradative reactions like releasing energy from sugars and fats.

Some RNA molecules also are catalysts; they are called ribogymes. As cata-
lysts, ribozymes appear to function by physical mechanisms similar to those
of protein-based enzymes. However, the types of reactions catalyzed by
ribozymes are limited. In nature, known ribozymes primarily catalyze reac-
tions on other nucleic acids and, very likely, some key reactions involved in
protein synthesis. No doubt other ribozyme-catalyzed reactions are yet to be
discovered. In the laboratory, scientists recently synthesized several novel
RNA and single-stranded DNA molecules not known to occur in nature that
also act as catalysts.

It may surprise you to learn that RNA (and even single-stranded DNA) can be
a catalyst; this fact certainly surprised scientists when it was first discovered.
At first glance, RNA appears to have little in common with proteins to
account for its catalytic ability. On closer inspection, however, some critical
similarities appear: Both proteins and RNA have subunits containing chemi-
cally reactive groups of atoms (for example, the imidazole group found in cer-
tain amino acids and nucleotides), and both have complex shapes. A key
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point: Closely related objects (like RNA and DNA), and even not-so-closely
related objects (like RNA and protein), that share key features of structure
and shape can frequently perform similar functions.

In living cells, RNA molecules carry out a variety of important tasks, some
catalytic and some not. For example, RNA participates in the replication of
DNA, functions as the genome of many viruses, and participates in the cel-
lular localization of newly made proteins. Another important role is in the
maturation of mRNAs. mRNAs are copies of the genetic information encoded in
DNA. But before an mRNA copy can be used to direct protein synthesis, it
must undergo a biochemical maturation process that removes noncoding
base sequences, known as introns. In eukaryotic cells, intron removal is
accomplished by several small RNAs plus some proteins that together make
up an mRNA “splicing machine”called a spliceosome. A few RNA introns,
however, are so versatile that they can actually splice themselves out of the
precursor RNA with no help from proteins. The surprising discovery of these
self-splicing RNA introns by researcher Thomas Cech in 1982 first revealed
RNA’s catalytic ability and earned Cech a Nobel Prize.

Once a mature mRNA is formed, the subsequent steps in the synthesis of pro-
teins rely heavily on several additional RNA molecules, from the transfer RNAs
(tRNAs) that carry the amino acids, to the ribosomal RNAs (rRNAs) that,
together with a variety of protein molecules, make up the ribosome itself. You
recall that the ribosome is the cellular structure where amino acid monomers
are linked together using the directions encoded in the mRNA to form pro-
teins. About 80 percent of the RNA in a cell is ribosomal, and there is recent
evidence to suggest that one of these ribosomal RNAs (the 23S rRNA) is in fact
a ribozyme catalyst that chemically couples the amino acids during protein
synthesis.

Several classes of naturally occurring ribozyme RNA have been identified in
nature, and hundreds of individual examples have been found in a wide
variety of living cells (Figure 2.1). Still other ribozymes have been con-
structed in the laboratory by conducting molecular evolution in a test tube. In
this process, scientists start with a large, random population containing
many different laboratory-synthesized RNA sequences. The researchers
select from this population only those RNAs that have particular, desired
functions, such as the ability to bind a particular target molecule or cat-
alyze a particular reaction. These synthetic molecules reveal many previ-
ously unsuspected capabilities of nucleic acids, including the ability of RNA
to make partial copies of itself. We will explore the important topics of in
vitro molecular evolution and RNA self-replication in Activity 3.

You can find out more about RNA catalysis and other newly recognized cel-
lular roles of RNA in the references listed in Additional Information. Partic-
ularly useful is a somewhat advanced book, The RNA World. A set of
videotaped lectures about RNA by Nobel Prize winner Thomas Cech is also
very informative.
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Figure 2.1 Naturally occurring ribozymes.

Class

Size

Reaction

Source

group | intron

group Il intron

large: 413 NT in Tetrahy-
mena thermophilia

large: 887 NT in yeast
mitochondria

intron excision

intron excision

eukaryotes, eubacteria, and
viruses

eukaryotic organelles and
eubacteria

RNase P large: 350—410 NT hydrolytic endoribonuclease RNA subunit of eubacterial
RNase P
hammerhead small: 31—42 NT (enzyme RNA cleavage viral satellite RNA in plants,
strand can be 16 NT) viroids, and newt satellite
DNA
hairpin small: 50 NT (minimum RNA cleavage (-) strand satellite RNA of
sequence) tobacco ringspot virus
hepatitis Delta 84 NT (required) RNA cleavage HDV
virus (HDV)
NeurosporaVS RNA 881 NT (164 sufficient) RNA cleavage Neurospora mitochondria
Additional

Cech, T.R. (1998). Structure and mechanism of the large catalytic RNAs:
Group I and group II introns and ribonuclease P. In Gesteland, R.E.,, & Atkins,
J.E (Eds.), The RNA world (pp. 239-269). Cold Spring Harbor, NY: Cold
Spring Harbor Laboratory Press.

Information

Landweber, L.E, Simon, PJ., & Wagner, T.A. (1998). Ribozyme engineering
and early evolution. BioScience, 48(2): 94-103.

Howard Hughes Medical Institute Holiday Lecture on Science. (1995). The
Double Life of RNA [videotape set]. A four-tape series of lectures by Nobelist
Thomas Cech, discussing his discovery of ribozymes and other important
functions of RNA. Summaries of the lectures can be found online at

http://www.hhmi.org/.
Cha"e.“ge Read the Introduction, then discuss any general similarities between cataly-
Questions sis by proteins and nucleic acids.

Students should identify the following similarities:

¢ both act on substrates;

* both rely on precise, three-dimensional shape to accomplish catalysis; and

* both remain unaltered during the reaction (self-splicing introns are an excep-
tion because they act on and modify themselves).

The Introduction acquaints students with the notion that RNAs have a dual func-

tion as information storage molecules and as functional agents within the cell. Stu-
dents are introduced to the concept that some RNAs have catalytic functions. You
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can build on these recently recognized functions of RNA by explaining the more
familiar functions of catalysis for enzymes and of information storage for DNA. The
idea that some naturally occurring RNA molecules are catalysts may be new to
many of your students. Also introduced is the technique of in-vitro selection (that
is, molecular evolution in a test tube), which helps students understand that mol-
ecules, too, can be subject to natural selection. The important topic of in-vitro selec-
tion is dealt with directly in Activity 3, RNA and Evolution.

Exercise 2.1a: Modeling the Hammerhead Reaction

In this activity, you will use pipe cleaner models to model the catalytic activ-
ity of two RNA molecules: a simple catalytic RNA called the hammerhead
ribozyme and the first catalytic RNA to be discovered, the self-splicing group
1 intron.

First you will examine the catalytic activity of the so-called hammerhead
ribozyme. The name derives from the superficial resemblance of this RNAs
secondary structure, as usually depicted, to a carpenter’s hammer. Hammer-
head RNA sequences are embedded in the RNAs of many viruslike agents that
infect plants. The RNA genome of these so-called viroids and virusoids is
replicated in the form of a long precursor transcript made up of several
tandemly repeated genomes plus repeats of the smaller hammerhead
sequence. The hammerhead sequences catalytically cut themselves out of the
long precursor transcript, in the process cleaving it into many individual
genome-length segments. The hammerhead RNA sequence is thus an endori-
bonuclease, a catalyst able to cleave RNAs internally.

« pipe cleaner model of hammerhead ribozyme
* pipe cleaner model of substrate RNA

* scissors

* tape

The pipe cleaner model with four clusters of labeled bases represents a ham-
merhead RNA sequence that has been genetically engineered to interact with
an external RNA substrate. (An external substrate is an RNA molecule other
than the one in which the hammerhead resides.) The other labeled pipe cleaner
represents the substrate sequence for this hammerhead ribozyme.

1.  Use the base sequences in Figure 2.2 to locate and mark the 5’-end of
each pipe cleaner model (use a black ink dot or marking of your
choice).

2.  Use the sequences on your hammerhead and substrate pipe cleaner
models to fold them into the appropriate secondary structures.

3. Identify a base-pairing interaction between the hammerhead and sub-
strate molecules.
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Bringing RNA into View

hammerhead ribozyme

3 UUCUUCA CAGG CCUG UUGCA 5

substrate

5 GGCAAGAAGUCAACGUGUGGG 3’
yellow = A green = U black = G white=C

Figure 2.2 Base sequences.

4.  Locate the enzymatic cut site in the substrate. This site has the general
sequence NUH, where N can be any nucleotide, and H can be A, C, or U.

5.  Caut the substrate on the 3’ side of the base you identified as H.

Challenge 1.  Describe what this reaction accomplished. Draw the resulting molecules.
Questions
The hammerhead reaction resulted in an endonucleolytic cleavage of the sub-
strate RNA.
2.  Suggest a practical application for such an endonuclease.

This type of enzymatic activity could function in the cell as a general-purpose
RNA nuclease.

As you can see, formation of the hammerhead ribozyme’s catalytic site
depends on the molecule first folding into the correct structure.

Recall that the naturally occurring hammerhead sequences in the plant viroids
and virusoids typically cut only the RNA molecule in which they are embedded.
In contrast, hammerhead sequences like the one you just modeled, which can
cleave external substrates, have for the most part been fashioned in the labora-
tory through genetic engineering. These engineered ribozymes function like pro-
tein enzymes because they react with many copies of an external substrate in a
multiple turnover process. To develop a potential form of gene therapy,
researchers are attempting to design RNA-cutting RNAs like these, which can
recognize and cut either foreign RNAs (such as the HIV viral genome) or
mutated cellular RNAs (such as the altered RNAs that can promote cancer).
The hope is that when these ribozymes are incorporated into affected cells, they
‘will specifically eliminate the offending target RNAs.

Exercise 2.1b: Modeling the Group | Intron Reaction

Next, you will model the first catalytic RNA discovered, the self-splicing
group I intron. This RNA was first found in 1982 by Thomas Cech in the
nuclear ribosomal RNA of the protozoon Tetrahymena thermophilia. Introns of
this type also occur in other eukaryotes as well as in prokaryotes and viruses.
The group I intron RNA is said to be autocatalytic because it acts on itself.
The intron resides within a larger precursor rRNA molecule and catalyzes a
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two-step reaction that dramatically alters its relationship to the larger mole-
cule. Like other functional RNAs, group I introns must first fold into a pre-
cise secondary structure by internal base pairing. Proper folding enables the
intron to recognize and react with particular bases at the splice sites within
the larger RNA.

* pipe cleaner model of RNA

* paper model of guanosine molecule
* paper model of an OH group

* tape

The pipe cleaner model provided represents a precursor rRNA containing a
group I intron sequence flanked on either side by exon sequences. The 5’- and
3’-ends of the molecule are indicated, and several of its nucleotides are color-
coded as follows:

yellow = A green = U black = G white = C
The following key bases are marked in the model:

5’___CCCUCUA UUUA AGAGGG GU 3

1. Locate the following landmarks in the model:

* The 5’-most exon, which ends with the base sequence CCCUCU.

« The 3’-most exon, which begins with and includes the U of a marked
G-U pair.

* The self-splicing intron is everything in between these exons.

2.  Use the sequence on the model to form an appropriate secondary structure.

3.  Simulate a nucleophilic attack and cleavage by the 3’-OH group of the
free guanosine. This cleavage occurs at the 5’ exon-intron boundary of
the RNA (at a PO+~ group not shown in the model). Simulate cleavage
by cutting the pipe cleaner between the U and the A at the 5" exon-intron
boundary.

4.  After cutting, attach a paper OH group to the 3’-most base of the 5’
exon; this creates a reactive OH group at the end of the 5" exon. Next,
attach the paper guanosine by its 3’-OH to the 5’-most end of the intron.

5. Simulate the second step of the self-splicing reaction by using the 5’
exon’s exposed OH to attack and cleave at the 3’ exon-intron boundary.
Simulate this by making a cut between the G-U pair at this boundary.
After cutting, transfer the 5’ exon’s exposed OH group to the 3’-most
end of the intron.

6.  Bring the 3'-end of the left exon next to the 5’-end of the right exon and
tape them together.
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Challenge 1.  Describe what these reactions accomplished. Draw the resulting mol-
Questions ecules.

The intron excises itself from the larger RNA and, in the process, ligates the
5" and 3’ exons together.

2. What is the base sequence at the junction of the spliced exons?
5’...CCCUCUU...3".

3.  Where did the guanosine end up?
The guanosine is incorporated at the 5’-end of the intron itself.

4. Which catalytic ability does the group I intron possess that is lacking
in the hammerhead? in the ribozyme?

Ligation ability. Both molecules can cleave, but the intron can ligate as
well.

’

Exercise 2.1c: The Group | Intron RNA Can Go a Step Further

Procedure After removing itself intact from the larger rRNA precursor, as you have just
demonstrated, the group I intron often continues its cleavage-ligation activity
by reacting on itself internally. In this secondary, follow-up reaction, a reactive
nucleophile group at the 3’-end of the intron (the chemical nature of this group
should be familiar by now) cleaves the intron at a particular purine-pyrimidine
junction.

Use the reactive 3"-OH of the intron as a nucleophile to carry out another cleavage-
ligation reaction. Remember, the nucleotides are color-coded as follows:

yellow = A green = U black = G white = C

1.  Locate the only remaining purine-pyrimidine junction marked in the
intron model.

2.  Simulate the intron’s cleavage of itself by cutting it between the purine
and pyrimidine bases.

3.  Transfer the intron’s 3’-OH to the pyrimidine base newly exposed at the
end of the shorter fragment.

4.  Simulate ligation within the intron by taping its free ends together.
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Challenge
Questions

1. What is the end result of this reaction? Draw the resulting molecules.

The intron removes from within itself a short linear fragment of sequence:
5GA....... UUU-OH3".

2.  Where does the original guanosine molecule end up?
The original guanosine ends up as the 5’-most G of the shorter fragment.

As you have seen, the group I intron is self-splicing, catalytically removing
itself from within the larger precursor rRNA in which it resides. This self-
splicing occurs by a two-step reaction sequence: a cleavage reaction, which
excises the intron from between the two coding exons that flank it, followed
by a ligation reaction, which splices the exons together to create the mature,
and now smaller, rRNA. These cleavage-ligation reactions require no source
of chemical energy, such as ATP or GTP, because they simply entail the
replacement of one phosphodiester bond with an energetically equivalent one
(such reactions are termed transesterifications). All that is required in vitro for
self-splicing by the group I intron is free guanosine (or any of its phosphory-
lated derivatives: GMP, GDP, or GTP) plus a divalent cation (typically Mg*).
Group II introns, found in cyanobacteria and eukaryotic organelles such as
mitochondria and chloroplasts, have simpler requirements for their self-splic-
ing and do not need a free nucleotide.

Naturally occurring self-splicing introns react only with themselves and thus
not with external substrates. This self-limited reactivity stands in contrast to
the repeating action of protein enzymes, which typically react with many
copies of an external substrate in a repetitive turnover process. Some

G-OH® substrate cleavage site
left exon I

5_CCCUCULA 5---GGCAAGAAGU CAACGUGUCG G---3
GGGAGA 3--UUCUUCA—~UUGC A5

\\\\AUUU

right exon
G-[u__ ] ribozyme cG
AU
group |l intron GC

GC

U

hammerhead ribozyme
with substrate

Figure T2.1 Folded molecules. Folded pipe cleaner models of the group I ribozyme and the hammerhead ribozyme with substrate.

53

ERIC 58

Text Providod by ER - . [



Bringing RNA into View

ribozymes of the nonintron type (such as ribonuclease P, which participates
in the cleavage and maturation of transfer RNAs), are in fact capable of react-
ing with multiple copies of an external substrate.

The folded molecules are shown in Figure T2.1.

Exercise 2.2: A Laboratory Study of the Self-Splicing RNA from Anabaena

BEST COPY AVAILABLE

In this laboratory experiment, you will carry out in the test tube two impor-
tant reactions involving RNA. The first is transcription, a classic reaction in
which a DNA sequence is copied into a complementary RNA sequence. The
RNA sequence that you will transcribe contains a catalytic group I intron like
the one you modeled in the previous exercise. In the second part of this exper-
iment, you will examine the autocatalytic self-splicing activity of this RNA.
The discovery of catalytic RNAs, or ribozymes, of which the group I intron is
just one example, resulted in a joint Nobel Prize for Thomas Cech and Sidney
Altman in 1989.

In most eukaryotic genes and some prokaryotic and phage genes, the genetic
information is not colinear with the chromosomal DNA sequence. Rather, the
information is interrupted by noncoding sequences, some many hundreds of
bases long. Chromosomal DNA is therefore a mix of coding regions, called
exons, and noncoding regions, called introns. During transcription, the exon
and intron sequences are transcribed together into a primary RNA transcript.
In order to be translated into protein form, this primary transcript needs to
be processed into a mature RNA. Processing involves catalytic removal of the
introns and the simultaneous splicing together of the exons. Such post-tran-
scriptional processing is not confined to mRNA production, but is also found
in the production of functional rRNA and tRNA.

Four biochemical classes of spliceable intron have been identified. Some of
these need accessory proteins and/or an energy source to catalyze splicing
efficiently, but the so-called group I and group II introns require neither: They
are self-splicing. All that these RNAs require for self-splicing is a guanine
nucleotide cofactor (guanosine, GMP, GDP, or GTP) and a divalent cation
(Mg2+). The RNA you will use is a pre-tRNA from the cyanobacterium Anabae-
na and contains a group I intron.

You will transcribe this autocatalytic RNA in vitro from an engineered plas-
mid (pAtRNA-1) that contains a cloned copy of the tRNA'** DNA gene
sequence (PCC7120) from Anabaena. This tRNA-encoding DNA was cloned
into a commercial plasmid (pBS-) downstream from a copy of the T7 promo-
tor. The promotor provides a transcription start site for the enzyme T7 RNA
polymerase, which you will use to copy the insert DNA into a functional RNA
in vitro. The Cech lab further engineered the insert DNA at its 3’-end to
include an Earl site, a particular restriction endonuclease site. Cutting open
the circular plasmid with the Earl enzyme at this site linearizes the plasmid
and provides a transcription termination site for the T7 RNA polymerase.
This type of termination is called run-off transcription, as the polymerase
literally falls off the end of the linear DNA when it reaches the Earl site. The
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linearized plasmid will yield a primary RNA transcript of 334 nucleotides in our
experiment.

The self-splicing reactions that form the mature tRNA'™ involve both cleavage
and ligation. A schematic of the reaction is shown in Figure 2.3. Note that it
is a two-step mechanism in which different-sized fragments are produced
during each step. Initially, we have the primary transcript with a length of
334 bases. In the first reaction step, exogenous guanosine functions as a
nucleophile to attack and cleave the intron at its 5'-end. The resulting cleav-
age of the RNA at this 5’ exon-intron boundary yields a 296 NT intermediate
(plus a small 40 NT fragment representing the 5’-end of the exon). The sec-
ond step, attack of the 5-end of the exon on the 3’ intron-exon boundary,
cleaves the RNA at this boundary, ligating the 5’- and 3’-ends of the exon into
a mature 85 NT tRNA and releasing the free 250 NT intron. The overall result
of the cleavage-ligation reactions is the release of the 250 NT intron plus the
mature 85 NT tRNA molecule.

These reactions are simple transesterifications (involving the replacement of
one phosphodiester bond with an energetically equivalent one) and thus

intron

\Y
O

precursor (334 NT)

step | — formation of intermediate

intermediate 296 NT (296 NT)

step Il
tRNA 85 NT
N
5'-end +
o \/ |

intron (250 NT)

Figure 2.3 Self-splicing reaction of the Anabaena group I intron.
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Background and
Experimental
Procedure

require no source of chemical energy. We can study the kinetics (time-depend-
ent changes) of such a two-step reaction and determine which of the steps is
slower (rate limiting). This can be done by simply observing the pattern of
splicing products. If the first step is faster, then the intermediates made in the
first step (296 NT and 40 NT) will accumulate in the reaction mix. If the sec-
ond step is faster, then you will see few intermediates, only the 250 NT and 85
NT final products.

You will use acrylamide gel electrophoresis to analyze the kinetics of this RNA
splicing system. By running aliquots of the reaction mixture at various times
during its progress, you should be able to inspect the gel and determine the
relative concentrations of the different fragments produced during the reac-
tion. This qualitative inspection allows one to determine which step is faster.

The laboratory experiment in this exercise is based on research done in the labora-
tory of Thomas Cech to characterize a self-splicing group 1 intron from the
cyanobacterium Anabaena (Zaug et al. 1993). This experiment gives students the
opportunity to carry out two important reactions that involve RNA: transcription
and catalytic self-splicing. Students follow the time course of the two-step splicing
reaction and determine the rate-limiting step. This experiment has been used suc-
cessfully in the undergraduate biochemistry course at the University of Colorado,
Boulder.

REQUIREMENTS

To perform this experiment successfully, you should have access to a laboratory
equipped for work in basic molecular biology as well as the capability to run poly-
acrylamide gels. In addition, you should have experience with basic nucleic acid
techniques. Some of the reagents are specialized, and unless you are in a research
setting where they are already “on the shelf,” it will be less time consuming,
although more expensive, to use commercially available kits for steps such as plas-
mid isolation, in vitro transcription, and RNA isolation. Kits that have been used
successfully with this experiment at the University of Colorado are indicated in the
Reagent List. The experiment requires two lab periods (approximately six hours in
all) and approximately two days of advance preparation work by you.

DAY 1, TRANSCRIPTION REACTION AND RNA ISOLATION

In the first part of the experiment, you will transcribe in vitro a linear version
of the pAtRNA-1 plasmid. This recombinant plasmid encodes the catalytic
intron sequence of interest and was linearized by cutting the plasmid with the
Earl restriction enzyme. You will use this plasmid DNA as the template in the
transcription reaction. To prevent the intron from self-splicing prematurely as
it is being transcribed (rather than in the second part of this experiment), you
will carry out the reaction under conditions of high nucleoside triphosphate
(NTP) concentration. The reason is that self-splicing requires binding of a
guanosine molecule to the folded precursor RNA (analogous to a substrate
binding to an enzyme). The binding of gnanosine, in turn, is promoted by
Mg, and so the negatively charged NTPs are present in the reaction mix to
sequester this positively charged magnesium, thereby limiting the guanosine’s
ability to bind to the intron and stimulate its catalytic action.
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After the transcription reaction, you will treat the mix with DNase (RNase-
free) to remove all the high-molecular-weight plasmid DNA. You will then iso-
late the primary RNA transcript from any contaminating DNA fragments by
binding the RNA to a silica-gel matrix, from which it will be eluted in puri-
fied form with water. You will perform both transcription and RNA isolation
on the first day of the experiment.

DAY 2, SELF-SPLICING REACTION AND GEL ELECTROPHORESIS

In this part of the experiment, you will add Mg* to the purified RNA solution
to allow it to self-splice. As self-splicing proceeds in the test tube, you will
remove aliquots of the reaction at various times and quench them. You will
then determine the size of the RNA fragments present at each time point by
assaying them electrophoretically on an acrylamide gel. The gel separates
molecules according to size, with smaller molecules moving farther. By visu-
alizing the RNA fragments on the gel and comparing their migration distances
with those of a set of standard RNAs of known size, you can assign sizes to
the RNA fragments. You thus have an electrophoretic assay for the splicing
reaction. You will relate the observed electrophoretic pattern of RNA frag-
ments to one of two possible mechanisms for the two-step self-splicing reac-
tion: first step faster or second step faster.

Before the class period in which students run the transcription reaction, you will
need to do the following:

1.  Prepare the necessary reagents (see Reagent List).

2, Grow the E. coli bacterial stock into which the Anabaena tRNA" gene has
been cloned.

3. Isolate from the bacteria the high-copy number plasmid DNA containing the
insert.

4. Quantitate the plasmid DNA and treat it with EarI restriction enzyme to lin-
earize the transcription template.

5.  Grow the frozen stock cells overnight and isolate the plasmid DNA as follows:

* Mix the stock cells in 10 ml of LB broth containing 50 pg/ml of ampicillin.

* Dilute this suspension 100X into fresh LB plus ampicillin and grow
overnight at 37°C.

* Pellet cells and isolate plasmid DNA according to the instructions provided
with the QIAGEN Plasmid Mega Kit (see Reagent List).

6.  Quantitate the amount of DNA obtained by measuring its absorbance at 260
nm in a quartz cuvette and applying the following formula: [DNA] pg/pl =
Ayge X .050 X dilution factor. (Dilute the DNA in the cuvette as required to
obtain an absorbance between 0.1 and 1.0.)

7.  Treat the isolated plasmid with Earl restriction enzyme to linearize the tem-
plate DNA for transcription by setting up a reaction tube containing the fol-

lowing reagents:
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Procedure

DNA 10X Restriction Buffer Earl H,0
approx. 30 ug 50 ul 10 ul to 500 pl

* Incubate the reaction overnight at 37°C.
* To ascertain that cutting has occurred, check aliquots of the cut and uncut
DNA by running them on a 3% agarose gel.

8.  Divide the remainder of the restriction reaction mix equally into 2 Eppendorff
tubes. Precipitate and wash the DNA in each tube as follows:

* Add /3 volume of 7.5 M ammonium acetate.

¢ Fill both tubes with cold 95% ethanol; mix well.

 Allow DNA to precipitate overnight at -20°C.

* Microfuge tubes and wash the DNA with 70% ethanol.

* Air dry for 15 minutes and resuspend DNA in 10 ul of TE buffer or distilled
water.

* Pool the contents of the two tubes and quantitate an aliquot by spec-
trophotometry as described above to ensure a concentration of approxi-
mately 2 ug/ul. Store the DNA at -20°C until needed for the transcription
reaction.

DAY 1, TRANSCRIPTION REACTION AND RNA ISOLATION

Your instructor will provide you with EarI-cut plasmid DNA (approximately
2 pg/pl concentration) as well as the reagents necessary for in vitro transcrip-
tion. Use sterile technique in this experiment.

CAUTION: Wear gloves at all times.

Transcription Reaction

1. Add the indicated number of microliters* of the following reagents to a
sterile Eppendorff tube.
DNA Buffer** H,0 rNTP Mix*** RNase T7 RNA
Inhibitor  Polymerase
20 5 48 10 2 5

These volumes assume that you are not using a commercial transcription kit.

*¥ 1M Tris, pH 8.0
**¥* Prepare ahead by mixing equal volumes of the four 100 mM rNTP stock solutions.
This mix provides a 4.0 mM final concentration of each rNTP in the reaction tube
(16 mM in total INTP).

2.  Mix the reagents with a pipette tip and incubate the tube at 40°C for 2
hours.

3.  Following the first incubation, add 1ul of RNase-free DNase to the tube.
Mix and incubate for an additional 30 minutes at 40°C.

The reagent volumes indicated for the transcription reaction assume that you are

using reagents you have prepared according to the specifications in the Reagent
List. Although commercial kits for in vitro transcription are available from several
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sources, the Mg levels in the commercial transcription buffers are typically so high
(60 mM in 10X buffer) that the intron will prematurely self-splice during tran-
scription. If you elect to use a commercial kit, you should increase the tNTP con-
centrations in the reaction sufficiently to sequester this magnesium. To do this, you
can add to the reaction tube a greater volume of the rNTP mix, while adding cor-
respondingly less H,O to keep the total reaction volume at 50 pl. In this case, you
should check the reaction ahead of time.

Because the amount of template DNA is limited, have one group of students run the
transcription reaction for the entire class. We suggest you run a control reaction to
ensure that transcription has taken place. Materials to run such a control are pro-
vided in transcription kits. You might assign another group of students to run the
control transcription reaction in place of the unknown. The control is set up in the
same manner, except that 10 ul of a 250 pg/ml solution of pSPT18-neo control DNA
is used in place of the Anabaena plasmid fragment.The control will give a 1,035
base transcript.

You also need to transcribe a set of standard RNAs of known size, so that the intron
fragments can be sized on the gel. Use standard RNAs ranging in size from 500 to
100 NT, which are available commercially (see Reagent List). A third group of stu-
dents can transcribe the RNA standards for the experiment in place of the experi-
mental sample.

Isolation of RNA

After completing the transcription reaction, you will isolate the transcribed
RNA for use later in the self-splicing reaction. You will use a commercial RNA
isolation kit that employs a silica-gel column and provides all the necessary
reagents.

1.  Add 50 pl of sterile water to the transcription mix tube.

2.  Add 350 pl of RLT solution and 250 pl of 95% ethanol to the tube and
mix by pipetting up and down.

3.  Load the entire volume on the RNA isolation column provided.
4.  Microfuge for 15 seconds.

5. Wash the column with 500 pl of RPE and collect the filtrate in a new
Eppendorff tube. Watch the volume of wash solution accnmulating in
the collecting tube and dump it out when the fluid level in the RNA
column gets close to the bottom of the column. You need to do this
periodically, as the combined volume of the washes exceeds the volume
of the collecting tube. Wash once more with 500 ul RPE. When the col-
umn has drained, microfuge it for 2 minutes to remove residual wash
solution.

6.  Get a sterile Eppendorff and elute the bound RNA into it with 50 pl of
DEPC-treated water. Store the RNA solution in the -70°C freezer until it
is needed for the self-splicing reaction.
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DAY 2, SELF-SPLICING REACTION AND GEL ELECTROPHORESIS

Now you will analyze the time course of the self-splicing reaction. You will
initiate the splicing reaction by adding guanosine and a buffer containing
Mg" to the purified catalytic RNA. As the reaction progresses, you will remove
small aliquots at various times and dilute them into solution that stops the
reaction of that sample. You then will run samples stopped at various times
during the reaction on a polyacrylamide gel containing urea. Urea is a denat-
urant that eliminates RNA’s three-dimensional structure. With no secondary
or tertiary structure to complicate matters, the RNA fragments separate sim-
ply according to their molecular size. Based on the expected sizes of each frag-
ment, you should see the following bands in an ideal separation:

T=0 T = Intermediate T=o00
334
295
250
85
40

Figure 2.4 Distribution of bands expected on the acrylamide gel.

Splicing Reaction
1.  Set up four Eppendorff tubes, each containing 10 pl of stop solution.
Label the tubes as follows: T=0,T=30,T = 60, and T = 90.

2.  Set up a reaction tube containing 44.5 pl of the isolated RNA and 5 pl
10X HEPES buffer (with Mg*). Mix and incubate at 50°C for 10 min-
utes. (Can you think of a reason for this preincubation?)

3.  Begin timing as soon as you transfer the reaction tube to a water bath
at 32°C. At the 1.5 minute mark, remove a 10 pl aliquot from the reac-
tion tube and add it to the T = 0 stop solution tube.

4. At the 2.0 minute mark, add 5 pl 10X guanosine to the reaction tube
and mix rapidly at 32°C. Every 30 seconds, transfer a 10 pl aliquot of
the reaction to the appropriately labeled stop solution tube.

Run the time-point samples on the polyacrylamide gel as described in the fol-
lowing section.

Polyacrylamide Gel Electrophoresis

Your instructor will demonstrate how to assemble the gel apparatus that
you will use. You may use a prepoured gel, or you may pour your own gel.
To pour a 9-by-11-inch gel, you will need to prepare about 120 ml of acry-
lamide solution.
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1. Dissolve 7.2 gm of acrylamide powder in 120 ml of 1X TBE buffer con-
taining 8 M urea.

CAUTION: Wear a mask and gloves when handling acrylamide powder.

2. Add 1% by volume of freshly prepared 10% ammonium persulfate and
0.1% by volume of TEMED to the acrylamide-urea solution, mix, and
carefully pour the solution between the glass plates. Insert the comb.
Let the gel polymerize for at least 2 hours.

3.  After polymerization, fix the gel plates into the electrophoresis unit,
cover with an electrode buffer, and remove the comb. Immediately wash
out the wells with a syringe containing electrode buffer. This creates
good wells.

Prerun the gel with no samples for 30 minutes at 30 W, washing out the
wells again after the prerun.

Load the samples. Electrophorese at 30 W, 1,500 V until the slowest
moving band, the xylene cyanol, is about 1 to 2 inches from the bottom
of the gel.

4.  Turn off the power supply, then remove the gel and stain for 30 minutes
in ethidium bromide. Photograph the gel.

CAUTION: Observe appropriate precautions around electrophoresis
equipment and when handling ethidium bromide.

Use either small-format, prepoured gels or larger format, 9-by-11-inch poured gels.
To ensure good resolution of the RNA bands, let the gel run long enough for the
xylene cyanol band to approach the bottom of the gel.

To save class time, you may want to pour the acrylamide gel(s) ahead of time.

Small-format, precast, commercial gels may work but should be tested in advance

to ensure adequate resolution of bands. An alternative to using ethidium bromide

for staining is Stains-All (available from Sigma Chemical). Methylene blue may not

provide sufficient sensitivity.

1.  Did transcription occur? How do you know?

2.  Did splicing occur? How do you know?

3.  Explain the gel data in your own words by drawing a diagram of the gel
and describing the nature of the bands observed, such as “This band

(indicate band with arrow) represents . . . ”

4.  Which step of the splicing reaction is faster?
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Additional
information

Zaug, A.J., McEvoy, M.M., & Cech, T.R. (1993). Self-splicing group I intron
from Anabaena pre-tRNA: Requirements for base-pairing of the exons in the
anticodon stem. Biochemistry, 32: 7946-7953.

REAGENT LIST
Instructors should prepare the following reagents as indicated:

a.

Earl-cut pAtRNA-1 (concentration approximately 2 ug/ul) - Prepare as
described in Background and Experimental Procedure.

Sterile 10X transcription buffer - 1 M TrisHCI, pH 8.0. This buffer is for-
mulated to be very low in magnesium. Remember, if you use a commercial
transcription Kkit, the concentration of magnesium in the commercial buffer
will be too high. In this case, you must increase the amount of rNTPs in the
reaction mix as described under Day 1, Transcription Reaction, Step 3.

Sterile 0.1 M MgCl, - autoclaved

Sterile 10X nucleoside triphosphate solutions - Four filter-sterilized aqueous
solutions, each containing 100 mM of rCTP, rUTP, rATP, or rGTP (available as a
set from Boehringer Mannheim, catalog # 1277057). Before running the tran-
scription reaction, prepare a working rNTP mix by adding an equal volume of
each rNTP stock to an Eppendorff tube. Remember, even if you use a commer-
cial transcription kit, you need to prepare this INTP mix to supplement the kit
buffer, as the concentration of the NTPs in the kit buffer is too low.

Sterile 5 M NaCl - autoclaved

Sterile 10X HEPES buffer - autoclaved 250 mM HEPES bulffer, pH 7.5, con-
taining 100 mM MgCl,

Sterile 10X guanosine - 250 uM guanosine in 1X HEPES buffer. Guanosine
crystal is available from several suppliers, such as Fisher or Sigma Chemical.

1X Tris-borate-EDTA buffer (TBE) - 0.1 M Tris base containing 0.083 M
boric acid and 1 mM EDTA

Stop solution - 0.1X TBE containing 30 mM EDTA, 10 M urea, 0.01% bro-
mophenol blue, and 0.025% xylene cyanol. Bromophenol blue-xylene cyanol
dye powder are available from Sigma Chemical.

Polyacrylamide gel - 6% polyacrylamide plus 8 M urea in 1X TBE

DNase 1 (RNase-Free) - Available separately from Ambion, Inc., catalog #
2222 (2 U/ul). Use at the concentration supplied. Ambion, Inc., 2130 Wood-
ward Street, Suite 200, Austin, TX 78744 (512) 445-6979. This reagent is
provided in transcription kits.

T7 RNA polymerase - Available separately from Ambion, catalog # 2084 (T7
RNA polymerase—Cloned, High Con—200 U/ul, 30,000 U) or provided in
transcription kits.
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m. RNase inhibitor - Available from Ambion (Rnase Inhibitor-Cloned, catalog
# 2682, 2,500 U at 40 U/ul). Also available from Promega as Rnasin®, cata-
log # N2511 (2,500 U at 20 to 40 U/ul).

In addition to the reagents listed above, you will need the following specialized
materials:

Commercial Kits and Reagents

n.  Plasmid DNA isolation - QIAGEN Plasmid Mega Kit, catalog # 12181 (2.5
mg column capacity). Qiagen, Inc., 28159 Avenue Stanford, Valencia, CA
91355-1106 (800) 718-2056.

0.  RNA isolation kit - QIAGEN Rneasy Mini Kit, catalog # 74103 (20-reaction
kit).

p.  RNA size standards - (500 to 100 nucleotides) Ambion Century™ Marker
Template, catalog # 7780 (5ug).

q.  Earl restriction enzyme - New England Biolabs (10 U/ul), includes 10X buffer.

L. (Optional) transcription kit - Boehringer Mannheim Kit SP6/T7, catalog #
999644 (40 reactions) or Promega Riboprobe® Combination System SP6/T7,
catalog # P1460 (25 reactions). Remember to compensate for the high mag-
nesium levels in the kit buffers by adding additional rNTPs to the reaction
mix. (See discussion under Day 1, Transcription Reaction, Step 3.)

Biological Material .
s. See Zaug et al. (1993) in References and Related Literature.

] FOR YOUR INFORMATION
The Origin of Life: New Answers for an Ancient Question

The origin of life has always been a fascinating and vexing question. Throughout the history of
humankind, this mystery has been the subject of passionate debate, and every age has come up
with answers that reflect the religious, philosophical, and scientific beliefs of the time. During
the last 400 years, science and technology have been extraordinarily successful in allowing us to
understand and manipulate the physical world. More recently, the biological sciences have pro-
vided an understanding of ard ability to manipulate living systems that is unprecedented in his-
tory. In light of such modern advances, it is only natural that we ask the ancient question anew:
Where did we, and all life, come from?

For some, the answer is simple, satisfying, and ancient: God or a deity made all life as we know it.

Although the existence of a deity is not a topic that can be addressed through scientific inquiry,
modern explanations of life’s origin need not be based on received faith or unfounded opinions. We
can seek a valid naturalistic explanation for the mechanism of life’s origin, an explanation that is
consistent with experimental evidence. New data from ongoing scientific research is providing the
means to construct informed and testable hypotheses of our origins.

]
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— FOR YOUR INFORMATION (continued)

Of the recent data bearing on the origin of life, perhaps the most revolutionary was the discov-
ery in 1981 that RNA can be catalytic. This discovery was significant to the question of life’s ori-
gin because it showed for the first time that a molecule, RNA, exists that has both of the key
properties essential to the beginnings of a living, evolving system: the ability to encode informa-
tion and the catalytic ability to conceivably replicate itself and other molecules.

The discovery of catalytic RNA resolved a chicken-egg paradox about whether nucleic acids or
functional protein catalysts evolved first, which had long stymied progress in finding a viable sci-
entific explanation for the origin of life. If the nucleic acid RNA can function as a catalyst, then
it could in principle have functioned early in evolution as both genome (where genetic informa-
tion is stored as the linear sequence of nucleotide bases) and replicase (the catalyst that repli-
cates the genome). No DNA or proteins would be required for an RNA molecule to duplicate itself
in this hypothetical RNA world. This RNA molecule could then evolve through natural selection
into even more complex RNAs possessing additional coding and catalytic functions.

Eventually in the course of evolution, DNA took over as the primary genetic material, while pro-
teins took over the vast majority of catalytic functions. All organisms today (except the RNA
viruses) have a genome of DNA. One reason that DNA may have taken over from—that is, out-
competed—RNA is that it is more chemically stable than RNA. RNA slowly breaks down into
monomer units even at room temperature, whereas DNA can persist for very long periods, long
enough to enable biologists to recover DNA from a 40,000-year-old wooly mammoth (but not
from a 70-million-year-old velociraptor). Proteins later emerged as the primary biological cata-
lysts because of the chemical versatility of their 20 amino acid building blocks and their ability
to assume a seemingly endless number of potential shapes.

The progenitor RNA almost certainly had a crucial ability conferred by its coding and catalytic
properties: the ability to reproduce itself. This property of molecular replication gets to the very
heart of what it means to be “living.” The distinguished geneticist and evolutionary biologist H.J.
Muller, responding to the question of what it means to be a living system, has said, “I think the
most fundamental property distinguishing a living thing . . . is its ability to form copies of itself.
We call this ‘reproduction’ . . . ” To further clarify where the origin of life resides, Muller went on
to say, “I should draw the line where the Darwinian process of natural selection begins to come
in, and that is at the appearance of (molecular) replication of a self-copying kind—that is, the
replication of mutations.”

Our working hypothesis for the origin of life, the RNA world hypothesis, is that the first “living”
and evolving entity is likely to have been a self-replicating RNA molecule. In the following activ-
ity, you will have a chance to explore RNA replication further.

Admittedly, naked replicating molecules are a long way from the complexity of even the simplest
known cell. But laboratory approaches like those guided by the RNA world hypothesis provide
for the first time what has been lacking in origin of life research: an experimentally testable start-
ing point for the first steps in the evolutionary process.




Exercise 3.1:

Exercise 3.2:

Exercise 3.3:

Exercise 3.4:

Exercise 3.5:

Activity 3
RNA and Evolution

Students model nucleotide base interactions and discover non-
standard base pairings.

Students learn about the strategy of templating, and they model
RNA replication in an attempt to discover a hypothetical pathway
for RNA self-replication.

Students learn about a classic study of RNA evolution in vitro,
either by going online to simulate the experiment interactively or
by completing a paper and pencil activity.

Students apply their understanding of templating to interpret a
new experimental system for continuous in vitro replication of
RNA.

Students have the opportunity to conduct a continuous in vitro
replication experiment in the laboratory.

* The origin of life is an issue that can be addressed using scientifically valid evi-
dence to support an explanation.

e The wide range of modern RNA function makes it a prime candidate for early
life in an RNA world.

« Life and its evolution require a means to replicate genetic information.

 Molecular replication, selection, and evolution can be demonstrated in vitro.

* In nature, evolution does not proceed by design.

Students consider the essentials of life, explore the nature and significance of genetic
replication, and, most importantly, work with team members to construct a well-
reasoned explanation for the origin of life based on scientifically valid evidence.
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Connections to
Lecture Topics

Estimated Time

Materials
Preparation

Use Activity 3 in conjunction with a study of nucleic acid replication or as part of
the study of evolution and natural selection.

Approximately 2 hours in class and 2 hours of laboratory time

For each team of four students, provide
* nucleotide base cutouts (see Copymasters)
* millimeter ruler
* opaque tape
* access to the World Wide Web (optional)
See annotation comments and reagent lists in Exercise 3.5 for laboratory materials.

ANNOTATED STUDENT ACTIVITY

Introduction

CRICK’S CENTRAL DOGMA

In 1968, Francis Crick neatly summarized what was then our understand-
ing of the flow of genetic information in living systems. He proposed what
is still referred to as the central dogma of molecular biology. The dogma
asserts that in the biological world, the translation of genetic information
is fundamentally a one-way process: from nucleic acids, where information
is stored as the “language” of specific =)
sequences of nucleotide bases, into the | 7 . .
“language” of proteins, whose func- '\ D,N A => RNA —» proteins
tional amino acids and diverse shapes -

allow them to express (do something Figure 3.1 Crick's central dogma. The
with) the information in the cell. curved arrow indicates DNAs well-known
Crick’s view of the central dogma is ability to be copied during replication.
summarized in Figure 3.1.

The choice of the term dogma to describe what is essentially a scientific
hypothesis was unfortunate. A dogma, because it implies an unchanging and
rigidly held belief, is just the opposite of a scientific hypothesis. A hypothesis
is a working proposal that is used to guide future experiments, is held tenta-
tively, and is subject to modification or rejection at any time as new evidence
dictates. True to its real nature as a scientific hypothesis, Crick’s original pro-
posal has been modified significantly as our understanding of genetic infor-
mation has grown during the last 30 years.

Crick’s main assertion, that genetic information flows from nucleic acids to pro-
teins, and not in the reverse direction, has stood the test of time. No instance of
reverse translation from proteins to nucleic acids has ever been observed. But
today we know that Crick’s original scheme of information flow was incom-
plete. Newer research reveals that genetic information can flow back and forth
between the nucleic acids DNA and RNA. The well-known path of transcription
of DNA into RNAs has been widened into a two-way street as examples of tran-
scription of RNAs into DNA have been discovered. Some examples of this
reverse transcription are the copying of viral genomic RNA into DNA, with the
DNA’s subsequent insertion into the host cell genome (for example, HIV and
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other retroviruses). Another example is the occasional copying of
cellular mRNAs back into DNA form, with their insertion back into I DNA = RNA—»proteins
the genome (as pseudogenes). The 1970 discovery of the enzyme \_"

reverse transcriptase, and the two-way informational “crosstalk”
between DNA and RNA that it makes possible, was so significant Figure 3.2 Baltimore and Temin's modi-
that it earned David Baltimore and Howard Temin a Nobel Prize ﬁed,SCheme for the flow of genetic infor-
and required a modification of the original scheme for genetic mation.

information flow (Figure 3.2).

THE CENTRAL DOGMA SPAWNS THE CHICKEN AND THE EGG

A good hypothesis typically yields new questions to be answered; the central
dogma was no exception. Biologists interested in the origin and evolution of
genetic information mechanisms have long faced a dilemma in trying to fig-
ure out which key cellular process, DNA synthesis (replication) or protein syn-
thesis (translation), was the first to evolve. While trying to answer this
question in light of the known biochemistry of contemporary cells and the
information flow shown in Figure 3.1, a classic chicken and egg paradox pre-
sented itself: If DNA can only be assembled and copied with the aid of pro-
tein enzymes, and protein enzymes can only be encoded by a pre-existing
DNA, then logically neither one could have arisen first without the other also
being present. '

THE CHICKEN AND THE EGG MEET THE RNA WORLD

This paradox was apparent to Crick when he proposed his original scheme
of information flow. Indeed, he was sufficiently troubled by it that he was
one of the first to propose a theoretical solution: Perhaps RNA was the first
genetic information molecule, emerging before either DNA or protein, and
later giving rise to both. This novel proposal remained an interesting specu-
lation for 15 years because, during this time, biologists had no experimental
evidence that RNA possessed the biochemical versatility necessary to fulfill
the role of progenitor molecule. All of that changed in the early 1980s, when
Thomas Cech and Sidney Altman independently discovered the catalytic
ability of RNA.

A world of possibilities concerning the origin of life and early evolution
opened to biologists once they realized that RNA can potentially fill both
key roles required of an evolutionary progenitor molecule: encode genetic
information and act as a functional catalyst capable of synthesizing other
molecules, perhaps DNA and proteins. This new vista is termed the RNA
world hypothesis, which proposes that RNA originated first and functioned
in the earliest stages of molecular evolution as both the encoder of genetic
information and the catalytic worker molecule. If correct, this hypothesis
eliminates the chicken-egg dilemma (DNA first or protein first) by propos-
ing that RNA came first. But just what functions did these versatile pri-
mordial RNAs have that initiated biological evolution at the molecular
level? In this activity, you will examine some of the key functions of a pri-

mordial RNA. . ~a
. RNA=-+> DNA = RNA — proteins
The RNA world hypothesis expands once again our work- N o P
ing scheme of biological information flow and puts it into
an evolutionary, historical perspective (Figure 3.3). Figure 3.3 The RNA world hypothesis.
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Challenge Read the Introduction, then answer the following questions:
a Questions .

1.  Discuss some attributes common to all life forms and generate a brief

list of those attributes that you feel are the most essential. Why have

you selected these attributes?

Some of the most essential attributes common to all life forms include the
ability to transform energy, the ability to encode and use chemical informa-
tion, and the ability to reproduce.

2.  If the RNA world hypothesis is correct, and RNA was the first heritable
biomolecule, then RNA must have used both its information coding and
catalytic abilities to accomplish a task essential for its perpetuation.
Discuss what this task would be. Is this task included on your list of
life’s essential attributes?

If the RNA world hypothesis is correct, and RNA was the first heritable bio-
molecule, then RNA must have used both its information coding and cat-
alytic abilities to replicate itself.

3.  Modify the information flow scheme shown in Figure 3.3 to reflect your
answer to Question 2.

In Figure 3.3, students should add a curved arrow from RNA back to itself,
in order to reflect the self-replication of RNA.

Exercise 3.1: Nucleotide Base Complementarity

In this exercise, you will explore the concept of molecular self-replication. In par-
ticular, you will attempt to determine how, very early in the course of biological
evolution, a hypothetical RNA molecule might have made copies of itself without
the aid of protein enzymes. This property of unaided self-replication is not the
rule in living systems today: All DNA and RNA that we know of is replicated by
protein enzymes (polymerases or replicases) that assemble the monomer building
blocks of these nucleic acids into new copies. Why do we think that RNA mole-
cules might once have been, and may still be, capable of copying themselves?

The rationale stems from the RNA world hypothesis and from the observation
that certain catalytic RNA molecules are known to promote the ligation, or
joining together, of nucleotide building blocks, while using their own
sequence as a template. If a primordial RNA was able to combine information
coding and catalytic abilities in this way, it may have been able to make com-
plete copies of itself. This self-replication would have started evolution as the
RNA proliferated and inevitably produced variants of itself. Different variants
would replicate more or less rapidly, would “compete” with one another for
raw materials, and some would eventually assume new functions, such as the
synthesis of DNA and proteins.

We are all aware of the universal process of biological reproduction, espe-
cially when it results in the creation of a new individual—a plant giving rise
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to a new plant, or parents giving birth to a child. As biologists, we need to be
aware that all reproduction at the organismal level begins with molecular repro-
duction—replication—at the level of the genetic molecules DNA and RNA. At
life’s most basic level, then, molecular replication is essential.

What are the properties of DNA and RNA molecules that make their replica-
tion possible? Quite simply, they are complementary interaction and templat-
ing. The term complementary interaction is used here in the chemical sense:
Two molecules interact in a complementary way if their shapes “fit” one
another (like a hand in a glove) and they are able to form stable bonding
interactions as a result. You know from Activity 1 that in the case of the nucleic
acids it is the monomer nucleotide bases A, U (T in DNA), G, and C that
engage in such complementary interactions. The interactions follow defined
pairing rules, based on the ability of certain base pairs to form stabilizing
hydrogen bonds. All known biological systems use this principle of comple-
mentarity to replicate their genetic material.

Activity 1 acknowledged the complementary interactions between nucleotide
bases and was concerned with them only as determinants of the three-dimen-
sional folding of RNA molecules. Here you will examine the physical interac-
tions of complementary bases more closely and consider the importance of
these interactions for the replication of nucleic acids.

* nucleotide base cutouts
* millimeter ruler
* opaque tape

1.  Arrange paper cutout models of several different monomer nucleotide
bases randomly on the desk. Some of the models represent pyrimidine
bases, made up of a single ring, and others are purine bases, containing
two rings.

2.  Group the bases into stable hydrogen-bonded pairs. The dashed lines
(- - - -) on the models represent hydrogen bonds. Not all interactions
among the bases are stable, but stable interactions will meet the fol-
lowing criteria:

* An H on one molecule will form a hydrogen bond (- - - -) with an O or
an N on the partner molecule. ‘

* At least two hydrogen bonds between a pair are needed for a stable
interaction.

3.  List below the stable pairs and the number of hydrogen bonds in each.
Also measure the overall diameter of each pair.

Base Pair Hydrogen Bonds (#) Diameter (mm)
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4.  Cover the dashed lines (- - - -) in the uracil (U) with opaque tape and
see if you can find another partner for it. Record your findings above.

Challenge 1.  How do the stable pairs that you found relate to the purine and pyrim-
Questions idine base classes?

Each stable pair is made up of a purine plus a pyrimidine base.

2.  Why are only some base pairings stable? Speculate about the relative
stability of pairs with two bonds versus those with three.

Only certain pairs meet the criteria for the number and composition of H bonds.

3.  What pairing(s) did you find for adenine (A)? Which is relevant to
DNA? to RNA?

A-T (DNA) and A-U (RNA). -

4.  What two pairings did you find for uracil (U)? Which of these is a
“standard” Watson-Crick pairing? The alternate pairing for U is
referred to as a “wobble” base pair. Wobble pairs and a few other non-
standard pairings increase the number and variety of base associations.
Predict the general effect of these diverse pairings on the variety of
shapes that RNA molecules can potentially assume.

A-U (standard Watson-Crick pair) and G-U (wobble pair). Nonstandard
pairings increase the potential variety of RNA shapes.

5. How do the relative diameters of stable pairs compare? Assume that the
model bases have the same relative geometric proportions as the actual
bases; what implication does of your observation on base-pair diame-
ters have for the overall diameter of a double-stranded nucleic acid?
How might a G-G mispairing influence the diameter of the double-
stranded molecule?

Diameters are roughly the same for each pair. The implication is that a double-
stranded nucleic acid has a uniform overall diameter. Mispairings such as G-G or
A-A create a local “bulge” in the molecule. These bulges are referred to as bulge
loops, and they have a destabilizing influence on the double-stranded region.

Here students model base-pairing interactions using paper cutouts. You will initially
give cutouts of the four standard RNA bases adenine (A), uracil (U), guanine (G),
and cytosine (C) (see Copymasters). As they attempt to pair the cutouts, students
should discover the standard Watson-Crick RNA base pairs (A-U and G-C). Stu-
dents may also discover “wobble” pairings between G-U. Next give students a
thymine model and ask them to compare the A-U and A-T base pairs to understand
how RNA and DNA are essentially identical.

Students next measure the diameter of the different base pairs to discover their
essential constancy.
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As an extension, you could give students a cutout of the base inosine (a modified
purine common in RNA) and allow them to discover that it has multiple pairing
partners (C, U, or A). Encourage students to speculate on the implications of such
alternative pairings for the diversity of RNA shape.

As an introduction to the phenomenon of replication by complementarity, give stu-
dents a cutout of a linear RNA oligomer with a fixed sequence of the standard bases
and ask them to align the monomers along the oligomer template.

As an extension to illustrate the generality of the phenomenon of replication by
molecular complementarity, give students cutouts of the small synthetic self-repli-
cating catalysts developed by Julius Rebek. See Rebek, J. (1994). Synthetic self-
replicating molecules. Scientific American, 271(1): 48-55.

Next you will use the strategy of molecular templating to explore how com-
plementary interactions of bases play a role in the replication of nucleic acid

polymers.

You may already be familiar with using a template to make a replica. A sculp-
tor, for example, can employ a template to produce a statue (Figure 3.4): In
Step 1, a hollow mold (the template) is filled with liquid material that hard-
ens. Separation of the template from the hardened material yields a product
that is complementary to the template, in the sense that the product is solid
where the template is hollow, and the surface contours of the product pro-
trude where those of the template recede.

the complementary product, as a new template and pours liquid material over Questions

Refer to Step 2 in Figure 3.4. Assume that the sculptor uses the statue itself, E Challenge
its surface. After the material hardens, the sculptor separates the products.

1. How does the hollow end-product of this second step compare with the
objects in Step 1?

It is a copy of the original template and complementary to the statue.
2.  What is the overall result of this process?

Copying, or replication, of the original template.

new copy of
(@ (@ template
complement
N

%—»—f\i/\——

N T e v J
” J . TR
template Step 1 complement Step 2

Fill template Use complement
to create as a template to
complement. replicate original template.

Figure 3.4 Using a template to make an exact copy of an original.
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Exercises 3.2 and 3.3 are available as interactive activities on the World Wide
Web at The Biology Place, a subscription site hosted by Peregrine Publishers
(www.biology.com/). 1f you do not have access to this site, you can have the stu-
dents conduct the exercises with the paper and pencil versions presented below.

Exercise 3.2a: Discovering a Pathway to Self-Replication

Procedure

Because our working hypothesis is that a self-replicating RNA is likely to have been
the first “living” and evolving molecule, we must test this hypothesis by finding
such a molecule in nature or creating one in the laboratory. As yet, no naturally
occurring RNA able to fully replicate itself has been found in any organism. Such
an RNA could still exist, perhaps in a hot spring or deep ocean vent, as the living
fossil that would provide evidence of a past RNA world. Biologists are on the look-
out, and time will tell. In the meantime, scientists are developing new experimen-
tal approaches that have real potential to discover just such a self-replicating RNA
in the laboratory. You will explore this laboratory approach in a later exercise.

In this exercise, you will discover a sequence of events or a mechanism by
which self-replication might take place.

The following single-stranded RNA sequence represents a hypothetical
ribozyme that can act as a generalized ligase able to couple nucleotide
monomers and form a new single-stranded RNA molecule. The ribozyme can
use either itself or other RNA molecules as a template to guide this assembly.
Also shown are supplies of the four nucleotide building blocks, A, U, G, and
C. Your goal is to devise a series of steps by which this template/ligase mole-
cule can ultimately assemble an exact copy of itself.

1.  Apply base pairing and the template strategy while writing in the appro-
priate monomers next to the template. After completing this step,
answer the Challenge Questions that follow.

Template/Ligase Ribozyme Monomer Pools
5/

C

G AAA CCC
U cccC
C

G uuvu
G GGG Uuuvu
A

A

A

C

G

U

A

U

C

C

3/
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1.  Which of the following terms applies to the new single-stranded mole- Challenge
cule that you assembled? Questions
a. exact copy
b. complement

b. Complement.

2. Is the molecule that you assembled likely to be able to act as a tem-
plate? Explain.

Yes. Any RNA sequence can be a potential template. What is needed is a cat-
alytic ligase molecule that can use the template to construct a new molecule.

3.  Is the molecule that you assembled able to also act as a ligase catalyst?
Explain.

Not necessarily. The complementary sequence of a ribozyme RNA is not
necessarily also catalytic. It is important to realize that even though the tem-
plate molecule in this activity is depicted as a rigid linear shape, real RNA
molecules are very flexible and able to fold into a variety of three-dimen-
sional shapes. For any given nucleotide sequence, the molecule’s shape is
determined by complementary pairing between the bases within the mole-
cule itself (see if you can determine the shape that internal base pairing
would confer on the template RNA in this activity).The catalytic activity of
RNAs that possess it is due to their particular base sequence and resulting
three-dimensional shape. Notice that the complementary molecule students
made has a different primary sequence of bases than its template. As a
result, the complement will fold into a different three-dimensional shape.
This shape may or may not have any catalytic ability; in fact, it is unlikely
to because catalytic RNAs are rather uncommon. And even if it were cat-
alytic, the specific type of reaction catalyzed would likely be different from
that of its complement.

2. Assume for the moment that the complementary molecule you con- Procedure
structed is a catalytic ligase, like the original template/ligase molecule. (continued)
How might an exact copy of the original be generated?

This is the simplest but least likely case, in which the the complement now
simply uses itself as a template to assemble its own complement. This prod-
uct would be an exact duplicate of the original molecule. This has yet to be
observed in the laboratory.

3. Now assume a different scenario in which the complement that you ini-
tially assembled is not catalytic. Proceed again to produce the exact
copy of the original template RNA. Hint: Consider where the ligase
activity might come from for this next step. Keep in mind the properties
of the original template/ligase molecule that you started with.
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In this case, the generalized catalytic activity must come from the original
template/ligase. In principle, it could use its own complement as an external
substrate, acting on it much the way a protein replicase would to produce a
new polymer. This complement of a complement is the duplicate sought.
Although this scenario is somewhat more probable than the previous one, it
is still improbable. Nevertheless, it is in principle possible, and researchers
are actively seeking an RNA with this ability.

Challenge 1. How did you solve the puzzle of how to carry out the second step of the

E Questions self-replication process?
The starting RNA was able to act as both a template and a ligase catalyst. In
the first step of the process, the RNA used both abilities together to assemble
its complement: It used itself as a template against which to join bases com-
plementary to its own. If students find it difficult to visualize the tem-
plate/ligase doing this, ask them to imagine themselves placing
complementary blue dots against each of the green buttons of their shirts.

In the second step, the starting RNA molecule functioned only as a ligase,
binding to its complement molecule and using it as a template. The result of
this second round of copying was an RNA molecule identical to the starting
sequence (the complement of a complement is a copy of the original). Now
students can see why this copying process is referred to as template-directed
self-replication.

2. A two-step process may be the simplest path to self-replication, but it is
unlikely to happen this way. More likely, the process is gradual, with sev-
eral steps involved. Can you think of another route to self-replication?

It has been proposed that an alternating sequence of untemplated and tem-
plated steps gradually built up the first RNA able to act as both template and
ligase. The untemplated steps would have consisted of the random joining of
nucleotides, perhaps catalyzed by minerals. These random molecules could
then have acted as templates for the mineral-catalyzed formation of comple-
ments. A catalytic RNA with ligase function might eventually have been pro-
duced in this way.

Additional Orgel, L.E. (1994, October). The origin of life on the earth. Scientific Ameri-
Information can, 271(4): 77-83.
Joyce, G.E, & Orgel, L.E. (1993). Prospects for understanding the RNA world.

In Gesteland, R.E, & Atkins, J.E. (Eds.), The RNA world (pp. 1-25). Cold
Spring Harbor, NY: Cold Spring Harbor Laboratory Press.
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FOR YOUR INFORMATION
Modern Evidence of an Ancient World

As we study the many functions of RNA in contemporary life, we see remnants of early informa-
tional and catalytic molecules that could have taken the first unaided steps in building the maze
of tiny bridges that led from inanimate chemicals to living creatures. These versatile RNA mole-
cules likely populated a primordial RNA world, in which the process of evolution first began.

The efficient genomes of certain contemporary viruses and even simpler viruslike agents demon-
strate that RNA might easily have been a major genetic player in the saga of life. And today’s
remaining catalytic RNAs (ribozymes) may well be the 4-billion-year-old descendants of early cat-
alysts that made possible key evolutionary processes, such as the replication of RNA itself. Evidence
of RNA’s early importance mounts as new contemporary RNAs and their diverse functions in the
cell continue to be discovered. The familiar mRNAs, rRNAs, and tRNAs involved in gene expression
and protein synthesis have been joined by several recently identified molecules, such as the small

nuclear RNAs (snRNAs) that are
involved in splicing and editing
cellular mRNAs. New functions are
even being recognized for some of
the familiar RNAs. Transfer RNA,
for example, has been found to par-
ticipate in nucleic acid replication
and in the synthesis of bacterial
cell walls. Some ribonucleotides,
the monomer building blocks of
RNA, are key components of the
coenzymes that assist protein cata-
lysts. Modern coenzymes may be
leftovers from an ancient RNA
world in which primitive catalysis
and metabolism were conducted
solely by RNA molecules that even-
tually acquired the ability to syn-
thesize more efficient proteins.
These and many other examples
show us that the range of func-
tions for RNA is considerably
wider than previously thought
(Figure 3.5).

In our search for evidence of
RNA's versatility and life’s origins,
we are not limited to identifying
molecular functions that exist in
modern cells or viruses. Research
scientists now conduct laboratory
experiments in which populations
of RNA molecules are made to

* RNA stores information and performs catalysis in vivo; no
other biomolecule has both properties.

* Nucleotide sequences of RNAs common to all organisms
(for example, rRNAs) are highly conserved (similar) among
the many different species studied, suggesting that RNA
was a key molecule present early in evolution.

* RNA or ribonucleotides are involved in most critical cellular
functions in all three domains of life:

- Adenosine triphosphate (ATP) is a universal energy carrier.

- Universal metabolic pathways employ adenine nucleotide
coenzymes (NADH, NADPH, FAD, CoA).

- Protein synthesis employs mRNAs, rRNAs, and tRNAs.

- rRNA by itself can catalyze peptide bond formation.

- DNA synthesis requires the prior conversion of ribonu-
cleotides to their deoxy form.

- The ribonucleotide uracil, found only in RNA, is the pre-
cursor for DNA’s thymine.

- RNA is the primer for DNA replication.

- Ribonucleotide derivatives function as key signaling mol-
ecules in the cell (for example, cAMP, ATP).

* RNAs function as primers in DNA replication and reverse
transcription of retroviral genomes.

* tRNA-like molecules are involved in nontranslational poly-
merizations (for example, cell wall synthesis, antibiotic syn-
thesis).

« A tRNA-like molecule may have given rise to the RNA com-
ponent of telomerase, the enzyme that maintains the ends of
chromosomes.

« Enzymatic processing of mRNAs involves other small RNAs
(for example, snRNAs, RNase P).

« Protein sorting into the endoplasmic reticulum of all eukary-
otes involves RNA (for example, SRP-RNA).

* During polysaccharide synthesis, ribonucleotides activate
and carry sugars.

Figure 3.5 Modern RNA functions that are consistent with an early
RNA world.
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undergo evolution in the test tube, producing molecules with entirely novel structures and func-
tions. These in vitro selection experiments demonstrate that populations of RNA evolve accord-
ing to known principles.

The evidence at hand from several different approaches raises our confidence about ancient
scenarios that envision RNA as perhaps the first self-replicating molecule—a pioneer of life.

FOR YOUR INFORMATION (continued)

Although no RNA able to completely replicate itself has yet been found in
nature, scientists have made progress toward discovering a self-replicator in
the laboratory. These experiments are conducted in the test tube, at the
molecular level, and apply the key elements of evolution: variation, selection,
and replication. Scientists are learning much about the potential biochemical
capabilities of nucleic acids and are developing evidence-based hypotheses
about how the first evolving RNAs might have come to be. In Exercise 3.3, you
will explore an early and pioneering laboratory approach to the study of
molecular evolution.

Exercise 3.3 is available as an interactive World Wide Web-based exercise at The
Biology Place, a subscription site hosted by Peregrine Publishers (www.biology.com/).
The Web version allows students to simulate a classic experiment in molecular
evolution and to generate data for analysis. If you do not have access to this site,
your students can work with the paper and pencil version of the exercise that
follows.

Exercise 3.3: Molecular Evolution in the Test Tube

In the mid-1960s, researcher Sol Spiegelman developed the first system for
studying the replication and evolution of RNA molecules in the test tube (in
vitro). As his starting material, Spiegelman chose the RNA molecule comprising
the genome of bacteriophage QB, a virus that normally infects the bacterium
Escherichia coli (E. coli). To be replicated in a natural infection cycle, the QB
RNA must first get inside an intact E. coli cell. To accomplish this, three of the
four genes encoded by the RNAs 4,000 nucleotides specify proteins that enable
the RNA to enter the bacterial cell and its “progeny” RNAs to spread to new bac-
teria. The fourth gene encodes viral replicase, the protein enzyme that uses the
viral RNA as a template on which to assemble monomers into new copies of the
RNA. The replicase enzyme initiates copying of the RNA by first binding to a
small subset of bases within it, called the origin of replication. These few bases
are all that any QB RNA molecule needs to be copied by the replicase. Any mol-
ecule with an intact origin of replication sequence will be copied, and any mol-
ecule in which this sequence is either lost or significantly mutated will not be
copied or will be copied at an altered rate.

The experimental system that Spiegelman employed was well suited to the
study of molecular replication and evolution in vitro:
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* The experimental system streamlined and simplified the viral RNA repli-
cation process, as compared with a natural in vivo infection. Specifically,
the system eliminated the requirement for QB RNA to first get inside an
intact bacterial cell. Spiegelman accomplished this by providing free in
the reaction tube all the raw materials needed for RNA synthesis (that is,
the A, U, G, and C building block nucleotides of RNA, plus some acces-
sory bacterial proteins). These materials normally would only be avail-
able to QP once it is inside a host bacterial cell. Also provided in the tube
was an ample supply of the viral replicase enzyme.

* The system also had built-in mutation features ensuring base sequence
changes (molecular variation) in the population of “progeny.” First, the
replicase enzyme is a relatively sloppy worker, making one or two ran-
dom nucleotide base changes (mutations) in each RNA copy that it pro-
duces. Second, the replicase occasionally produces randomly broken
copies of the RNA. In a natural infection of E. coli, many of these defec-
tive, shorter-than-normal RNAs would be uncopyable or unable to spread
the infection to other bacteria. Broken molecules in the test tube system,
in contrast, were not at a disadvantage for either copying or perpetuation
into the next “generation.” They could still be copied, provided that they
retained intact the short origin of replication sequence recognized by the
replicase enzyme. And, as described above, their perpetuation was inde-
pendent of their ability to infect cells in this test tube system.

The test tube system, then, neatly incorporated two of the three features
essential for all evolution: replication and variation.

Spiegelman next provided the third essential feature of evolution, selection, to
observe the evolution of the starting population of RNA molecules. To apply
a selective pressure (a condition favoring some individuals and disfavoring
others) on the population of molecules, Spiegelman limited the time available
to complete replication, thus giving a selective advantage to those RNA mole-
cules that could be copied quickly. In effect, this time limit transformed the
copying process into a race between variant RNAs that arose at random dur-
ing the course of the experiment. Speed of replication became a “phenotypic
trait” of the molecules and a test of their molecular “fitness” in this test tube
“environment.”

Spiegelman and his associate started the experiment by adding QB RNA to a
test tube containing replicase enzyme and nucleotide monomers. They
allowed the replication reactions to proceed for just 15 minutes. They then
transferred a random sample of progeny RNAs from the first tube into a sec-
ond tube containing a fresh supply of nucleotides and replicase enzyme (but
no RNA other than that was transferred). The replication process was again
allowed to proceed for 15 minutes, and a sample from this second tube was
transferred to a third tube of fresh raw materials. This serial-transfer process
was repeated 73 times (Figure 3.6). During the reaction, the experimenters
monitored the total amount of RNA that accumulated in each tube as well as
the size and nucleotide base composition of each “generation” of RNA.
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Figure 3.6 Experimental setup for in vitro replication of RNA.
Procedure 1.  Use what you now know about Spiegelman’s experimental system and

about evolution to formulate a hypothesis and make general predictions
about how the starting RNA population was altered during the course
of Spiegelman’s experiment. Your hypothesis should make predictions
about changes that might occur in three phenotypic traits of the RNA
molecules:

* speed of replication
* length of the molecule
* ability to infect E. coli bacteria

Challenge Revise your initial hypothesis if necessary in light of the data in Figure 3.7
Questions and answer the following questions:
1.  What can you conclude from Figure 3.7 about the total number of RNA
molecules produced in each generation? What does this imply about the
average replication speed of the molecules?

The total number of molecules replicated in each generation increased progres-
sively. The average speed of replication per molecule increased dramatically. The
molecules in the final population were being copied 15 times faster than the
molecules in the starting population. Students should recall that Spiegelman’s
selection criterion was replication speed under the conditions of the experiment.

2.  The reason for the change in the speed of RNA replication was
a. a change in the replicase.

b. a change in reaction conditions among tubes.
c. a change in the RNA.
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Figure 3.7 Summary. graph of simulated results from the in vitro evolution experiment.

c. A change in the RNA. All reaction conditions were the same for each tube
throughout the experiment. Each tube had the same amount of identical
replicase enzyme.

3.  Two major changes occurred in the RNA molecules during the course of
the experiment that account for their altered replication speed. First,
copying errors that replaced one base with another were randomly
made by the “sloppy” replicase. The second and major reason for
altered replication speed is apparent from the general trend in the size
of the molecules across time.

a. How would you describe this trend?
b. What happened to the longer molecules?

The RNAs of successive generations became progressively shorter. In fact, the
molecules that “survived” into the 73rd generation had lost 83 percent of
their original length (from 4,000 bases to 680). These shorter molecules ini-
tially appeared because the replicase errs further by occasionally making bro-
ken, partial copies of the RNA. If a molecule became shorter while retaining
its origin of replication sequence, its replication could be completed faster,
and thus it had a competitive advantage in an environment that selected on
the basis of replication speed. The longer molecules were effectively becom-
ing “extinct” due to their competitive disadvantage.

4. Imposing a time limit on the population for replication effectively made
the copying process a competition, a race. This competition was cer-
tainly not “intentional” on the part of the molecules, but it was
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inevitable simply because of the way the experimental “environment”
operated. The reason each “generation” of RNA replicated faster than
the preceding one is that

a. the faster molecules in each generation produced more “offspring”
copies like themselves, thus increasing their chances of being ran-
domly transferred to the next generation.

b. each generation became progressively better “adapted” to the
demands of the environment.

c. both are correct.

c. Both are correct. Evolution has no “intended” outcome, but the inevitable
result of evolution’s three key factors (replication, variation, and selection)
acting in concert across time is a progressive change toward better adap-
tation in members of descendant populations. These better-adapted indi-
viduals have a greater effect on the genetic make-up of the next generation.

If you were to test the RNAs of successive test tube generations for their
ability to carry out natural infection-replication cycles in bacteria, you
would expect to find

a. increased infectivity.
b. decreased infectivity.
c. no change in infectivity.

b. Decreased infectivity. Infectivity in the test tube system was markedly
impaired because there was no dependence on E. coli for replication; the RNAs
could lose genes necessary for infectivity without being at a disadvantage.
Indeed, by shedding bases the molecules were at a competitive advantage.

After going from a length of 4,000 bases to approximately 700 (shed-
ding more than 80 percent of the genome) the molecules became no
shorter. The reason is that

a. RNAs shorter than this were not sampled and transferred to the next
tube.
b. the replicase could not copy QP RNA molecules shorter than this.

b. The replicase could not copy QP RNA molecules shorter than this. Before
copying can begin, the replicase must bind to the origin of replication
sequence in the RNA. Below a certain size, an RNA molecule is too short to
bind the replicase. Seven hundred bases may seem like a large number for the
replicase to interact with. In fact, only some of these bases are directly con-
tacted by the replicase, but they are all needed to ensure that the RNA folds
into the correct three-dimensional shape to be recognized.

If you were to test the shortened or mutated RNAs in the test tube for
their ability to carry out a natural infection-replication cycle in bacte-
ria, you would expect to find
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a. increased infectivity.
b. decreased infectivity.
c. no change in infectivity.

b. Decreased infectivity for E. coli because in the test tube system E. coli
becomes irrelevant to replication and the “survival” of the phage RNA. The
experimenter provided free in the tube everything that would be available
only inside a bacterial cell in a natural infection cycle. As a result, the chance
loss of those sections of the RNA genome involved only with allowing the
virus to enter a bacterial cell had no negative consequence on survival in the
test tube environment. All that was essential for survival was the correctly
folded origin of replication sequence needed to recognize the replicase.

8. A change in environmental conditions will select for new “traits” in mole-
cules, just as it selects for new phenotypic traits in populations of organ-
isms evolving in nature. Spiegelman demonstrated this fact by changing
the test tube environment in various ways and repeating the experiment.
In one case, he added to each tube a chemical inhibitor of the replication
process. He added just enough inhibitor to significantly slow but not com-
pletely prevent replication. Over time, the replication speed of the RNAs

a. decreased.
b. increased.
c. remained unchanged.

b. Increased. After an initial slowdown in the first few generations, the repli-
cation speed of the population progressively increased. The final population
of molecules had “adapted” to the new environment and could replicate in
the presence of the inhibitor almost as fast as the wild type RNA could in its
absence. Random mutations in the RNAs conferred resistance to the inhibitor
on some molecules, and these went on to populate later resistant generations.
Some resistant molecules grew dependent on the inhibitor and were unable
to replicate in its absence. (You might propose a molecular explanation for
this observation). Think about the results of these inhibitor studies in light of
the growing problem of antibiotic resistance by disease-causing bacteria.

The results of the inhibitor experiment make the important point that “fit-
ness” varies with the environment: Molecules or individuals that are geneti-
cally capable under one set of circumstances will not necessarily be capable
if those circumstances change. Another general point is that, short of extreme
environmental changes, evolution—through the combined effects of replica-
tion, mutation, and selection—will produce over time an altered population
that is able to cope with the new environment.

Since these classic experiments were conducted, powerful new approaches to
studying RNA and DNA in the laboratory have been developed. Techniques
such as the polymerase chain reaction (PCR) for in vitro replication of nucleic
acids, rapid nucleotide sequencing methods, and assays of nucleic acid func-
tion provide very efficient ways to study these molecules. Scientists are now
asking ever more probing questions about nucleic acid functions, those that
already exist in nature and those that might be fashioned in the lab. Today,
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for example, it is possible to synthesize in the test tube large populations of
RNA or DNA molecules with randomly varying base sequences. Scientists can
select from these diverse populations only those molecules that possess a par-
ticular desired function, such as the ability to catalyze a chemical reaction or
bind specifically to some other molecule. Nucleic acid sequences discovered
in this way might one day be used to disable disease-causing viruses and bac-
teria or even treat certain forms of cancer.

Directed molecular evolution, as this laboratory approach to molecular evolution
is called, is simply a more powerful and efficient variation on Spiegelman’s early
studies of RNA evolution. The same basic evolutionary features of population
variation, selection, and replication are employed in both cases. By exploiting the
power of such experimental approaches, we can learn much about the range of
potential RNA functions and can use this information to develop evidence-based
hypotheses for how the first evolving molecules might have come to be. In Exer-
cise 3.4, you will explore a sophisticated approach to molecular evolution.

Additional Mills, D.R., Peterson, R.L., & Spiegelman, S. (1967, July 15). An extracellular
Information Darwinian experiment with a self-duplicating nucleic acid molecule. Proceed-
ings of the National Academy of Sciences, 58(1): 217-224.

Joyce, G.E (1992, December). Directed molecular evolution. Scientific Ameri-
can, 267(6): 90-97.

Szostak, J.W.,, & Ellington, A.D. (1993). In vitro selection of functional RNA
sequences. In Gesteland, R.E, & Atkins, J.E. (Eds.), The RNA world (pp.
511-533). Cold Spring Harbor, NY: Cold Spring Harbor Laboratory Press.

— FOR YOUR INFORMATION
Molecular Selection in Real Time

One of the great difficulties of studying natural selection in the wild is that selection generally takes
place across a long period of time. Often scientists must be satisfied with reconstructing earlier events
by looking at the results of those events. For example, in the 19th century, Charles Darwin observed
a wide range of beak sizes and shapes among various species of songbirds isolated in the Galapagos
Islands. The birds all turned out to be finches, yet their diets and habitats were very different, and
their beak characteristics correlated to their different ways to get food. Darwin observed these results
of natural selective pressure, but he did not actually watch the process happen.

Fortunately, scientists have had opportunities to observe natural selection taking place in the
wild and in real time. Darwin’s finches provided such an opportunity. Several scientists extended
observations of these finches in the 1970s and later. These researchers collected data during
several seasons, measuring and recording the average size of beaks in populations of different
finch species and the size and availability of the seeds on which these birds fed. The data showed
that during the observation period, changes in average beak size occurred in correlation with
changes in the food supply of seeds. Dramatically, changes in the characteristics of the finch pop-
ulation could be observed in just one or two seasons.
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] FOR YOUR INFORMATION (continued)

Recently, scientists carried out experiments with selection in the laboratory, using populations of mol-
ecules. These modern in vitro selection (or directed molecular evolution) experiments trace their origins
to the RNA replication work of Spiegelman. But they are much more powerful, able to generate RNA or
DNA molecules with predictable shapes and functions. These experiments are based on the following
goal: to direct the evolution of a random
population of RNA molecules such that
the population becomes enriched for mol-
ecules with a desired function.

chemical synthesis of random DNA (approx. 1014variant sequences)
* transcribe
pool of random RNA sequences
* select (e.g., affinity chromatography or catalysis) 4-------- .
enriched pool of RNAs :

For directed molecular evolution experi-
v  reverse transcribe

ments (Figure 3.8), scientists start with a oN
large population of random RNA mole- cDNIA . .
cules (appmximately 10%), each with its * —amplify by PCR (introduce new mutations)
’ ~ i RNA
own particular base sequence and shape. v fransc"be to
This sta ru'ng . pmvi des the varia- RNA (enriched and mutated) :
tion that is required for evolution to take repeal selection s¥ep
place. The scientists subject this diverse Figure 3.8 The strategy of directed molecular evolution. A large,
population of molecules to a selective test randomly synthesized population of nucleic acids undergoes
(also called selective pressure) by requiring repeated cycles of selection followed by amplification. The result
that molecules possess some specific func- is a particular sequence well suited to the selection criterion.
tion, such as binding to a test substance or catalyzing a chemical reaction, before the RNA molecule can
be replicated. Molecules able to meet the selective pressure have a reproductive advantage over the oth-
P | P 2
ers. Selective reproduction (replication) of RNAs passing the test is typically accomplished by the labo-
ratory procedure known as the polymerase chain reaction (PCR), in which many copies of the RNA
molecules can be generated in the test tube. By repeating this cycle of selection and reproduction of suc-
cessful variants several times, the final population of RNA molecules is no longer random. Instead it is
pop ger
enriched for particular structures that can carry out the desired molecular function.

Directed molecular evolution is simply a more powerful and efficient variation on Spiegelman’s pio-
neering in vitro studies of RNA evolution. Both of these laboratory experiments are nevertheless true
examples of evolution at the molecular level. The same basic elements are at play here as in the evo-
lution of a population of living organisms: variation in the population, selection of individuals based on
some essential function or ability, and selective reproduction of these individuals.

In vitro molecular evolution is, of course, much faster than the evolution of complex organisms.
But both processes are rather inefficient: Many molecules or organisms must be tested for each
one able to successfully meet the test. Nevertheless, the evolutionary process for both cases is
powerful across time, being able to generate RNA molecules with new functions and populations
of organisms adapted to changing environments.

Ideally, an in vitro process would be able to predict the exact RNA base sequence and shape
required for a given task and synthesize only this molecule, rather than having to screen many
billions of random molecules. Unfortunately, we are a long way from knowing enough about how
molecular composition determines shape and function to be able to use this more efficient
approach. Nevertheless, as we learn more from the in vitro selection experiments about the capa-
bilities of RNA and DNA, we come closer to this goal.
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Exercise 3.4: A Nifty Trick with RNA in the Laboratory

A prediction of the RNA world hypothesis is that a self-replicating RNA once
existed in nature (and may still exist) and initiated the process of biological
evolution. In Exercise 3.2, you saw how, in principle, RNA might employ its
catalytic ability to replicate itself, and you examined laboratory approaches,
like directed molecular evolution, that can evolve RNAs with specific abilities.
The search for a self-replicating RNA continues in the lab and in the field. In
this exercise, you will focus on a recent laboratory product of this search, an
RNA molecule that neatly unites the ideas of directed molecular evolution,
RNA catalysis, and RNA replication.

Procedure Figure 3.9 depicts an experimental reaction system for the replication of RNA.
This system was developed recently in the lab of Gerald Joyce at The Scripps
Research Institute. The RNA molecule at the heart of this system functions as
both a template molecule and a catalyst. It was originally generated in the labo-
ratory using the technique of directed molecular evolution by screening a large
population of 10" randomly synthesized RNA molecules. The researchers were

template/ligase RNA substrate
. T7 prom(-)
3 S5 snnnnnnns e QOH PP| 3
step 1

5'PPP TP

E

ligation reaction ars

5'-nnnnt
dNTPs
step 3
step 2

prom(=)

ANTPs e ®

5 prom(-)

3
LTI, - I

Prom{+) Ml s——f-

KEY
——— =RNA
-------- =DNA
- = reverse transcriptase
HEm =T7 RNA polymerase

Figure 3.9 In vitro system for the continuous replication of RNA. RNA strands are shown as solid lines, DNA strands as
dashed lines.
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able to select from this varied population an RNA sequence, designated E100,
capable of acting efficiently as both template and ligase catalyst in this system.

To understand what is happening in Figure 3.9, apply the templating strategy
for replication that you studied in Exercise 3.1 (Figure 3.4). Recall that just
as in sculpture, the strategy to reproduce an original object is to make the
complement of the original, and then make the complement of that comple-
ment: The complement of the original’s complement is the original. As you work
through this reaction sequence and make sense of the individual steps, you
will appreciate its elegant internal logic as a simple application of the tem-
plating principle. In a later exercise, you will have the chance to perform this
replication reaction in the laboratory.

Begin this exercise by analyzing what is happening in Figure 3.9, then answer
the Challenge Questions.

Step 1
* The RNA molecule in the upper left of Figure 3.9 is the ribozyme that
serves both a template function and a ligase catalyst function in this sys-
tem. We will refer to it as the template/ligase.

* The molecule labeled T7 prom(-) is a short single strand made up of DNA
nucleotides, with a few RNA nucleotides at its 3’-end. T7 prom(-) is the
substrate for the template/ligase, and it encodes one strand of the T7 pro-
motor. Later in the reaction, this promotor will serve, in double-stranded
form, as the start site for a transcription event by the protein enzyme T7
RNA polymerase. (Recall that RNA polymerases, in general, transcribe
DNA templates to make RNA molecules.)

In Step 1, the template/ligase uses its template ability to properly align
itself with complementary bases in the substrate; it then uses its catalytic
ability to ligate the substrate to its own 5’-end.

Step 2

* The DNA primer is a short sequence of DNA that is complementary to
the 3’-end of the template/ligase RNA (shown hybridized in Step 2; the
RNA is shown unfolded at this point for simplicity). The primer’s sole
function in the reaction is to provide a start site for the protein enzyme
reverse transcriptase. Recall that reverse transcriptase copies an RNA
template (or a DNA template) into a DNA strand.
The result of the reverse transcriptase step in this reaction is a double-
stranded molecule that is a hybrid. One strand of the hybrid is the orig-
inal ribozyme RNA with its attached prom(-) portion of the T7 promotor;
the newly made second strand is DNA that is complementary to the
ribozyme (and also provides the second strand of the T7 promotor).

Step 3
» T7 RNA polymerase uses the now-functional (double-stranded) T7 promo-
tor as its start site to carry out a transcription reaction.
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Challenge 1.  What is accomplished in Step 1 of the reaction sequence? Which func-
E Questions tion(s) of the RNA ribozyme are employed at this step?
The ribozyme ligates the substrate molecule (encoding one strand of the T7
promotor) to its own 5’-end. The ribozyme acts as both a template (by base
pairing with the substrate to align it properly) and a catalyst (by ligating the
DNA tail to its 5"-end.)

2. A double-stranded molecule results from Step 2, reverse transcription.
What is the coding relationship of the newly synthesized second strand
to the RNA ribozyme sequence? Which part of the templating strategy
is accomplished in Step 2? At the completion of this step, what function
can the T7 promotor in the double-stranded molecule perform?

Reverse transcriptase synthesizes a DNA strand that is complementary to the
ribozyme RNA sequence. In terms of the templating strategy, Step 2 is the
creation of the original’s complement. The double-stranded T7 promotor in
the hybrid molecule is now a functional start site for T7 RNA polymerase in
the next step.

3. In terms of the templating strategy, what does RNA polymerase accom-
plish in Step 3? What is the product of this step? What effect does this
step have on the number of template/ligase RNA molecules in the tube?

RNA polymerase produces the complement of the original’s complement and
thus makes a new copy of the original template/ligase ribozyme. The tem-
plate/ligase RNA is being replicated and increasing in concentration.

4, Assume there is a surplus of monomer building blocks (dNTPs and rNTPs)
and substrate molecules in the tube. What will happen across time? If an
aliquot of this reaction mixture is transferred to a new tube containing
monomers and substrate molecules, what would you expect to happen?

Because the reaction sequence is a continuous cycle, it will repeat over and
over in the tube, generating ever more RNA. Transferring an aliquot to a fresh
tube of monomers and substrate allows the reaction to keep running. In prin-
ciple, this serial transfer process could be continued indefinitely.

5. The enzymes employed in the system, especially RNA polymerase, have
relatively high error rates (approximately one to two errors per mole-
cule copied). Comment on this system’s potential to generate novel RNA
sequences in the laboratory.

The system continuously generates variants of the original sequence as the
RNA is replicated and can yield new sequences with novel properties.

6. The Joyce system, like the QB RNA replication system developed by
Spiegelman, is able to reproduce RNAs continuously. Both of these sys-
tems, however, employ reaction components that prevent them from
qualifying as the true self-replication of RNA. What are they? Which
system is closer to true self-replication? Why?
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Both systems rely on protein enzymes to generate copies of the RNA. In the
QP system, replicase was needed to copy RNA to RNA; in the Joyce system,
reverse transcriptase (RNA to cDNA) and RNA polymerase (cDNA to RNA)
were required. True self-replication requires that the RNA carry out the steps
of replication on its own, without the aid of proteins. The Joyce system is
closer to self-replication in the sense that it relies on the RNASs catalytic abil-
ity to get the ball rolling, a feature not present in the QP system. Researchers
are using directed evolution methods such as this to find such a truly self-
replicating RNA.

Model in vitro selection by developing a variation of the “ball test” and physical
models of RNA from Exercise 1.3 to have students simulate an in vitro selection
experiment at their desks.

The experimental system for RNA replication featured in Exercise 3.4 (see Figure
3.9) nicely brings together the ideas of directed molecular evolution, RNA cataly-
sis, and RNA replication. The system was developed recently in the laboratory of
Gerald Joyce at The Scripps Research Institute (Wright & Joyce, 1997). This exer-
cise encourages students to understand and analyze this seemingly complex reac-
tion system as an example of the simple templating strategy studied in Exercise 3.2
(see Figure 3.4): The complement of the originals complement is the original.

The RNA molecule at the heart of this system was originally generated in the labo-
ratory using the technique of directed molecular evolution. The system’s ability to
replicate RNA takes advantage of two important abilities of the RNA: to act both as
a template and as a catalyst. As a template, the RNA first pairs and aligns itself with
a short, complementary, single-stranded substrate of DNA that encodes the promo-
tor site for T7 RNA polymerase, a protein enzyme also present in the tube that will
eventually make a copy of the RNA. As a catalyst, the RNA next ligates the 3’-end
of the substrate to its own 5’-end. (The substrate bears four RNA ribonucleotides at
its 3’-end to allow this ligation.) Following an intermediate reverse transcription
step, in which a DNA complement of the original RNA is made, T7 RNA poly-
merase transcribes this complement to replicate the original catalytic RNA.

This replication system is continuously self-sustaining because the tube contains all
of the materials necessary for the ligation-replication cycle to repeat over and over
(such as NTPs and dNTPs, substrate, primer DNA, and the protein enzymes RNA
polymerase and reverse transcriptase). The result is many copies of the original
RNA molecule. In principle, this reaction can be made to continue indefinitely, sim-
ply by periodically transferring an aliquot of the initial reaction to a new tube con-
taining fresh monomer building blocks and the other essential factors. The RNA
will inevitably evolve across time in such a system.

After the students have worked through the exercise and answered the questions on
their own, you may want to discuss and explore the system further. You might
explain that amplification of the original RNA occurs at two points in the cycle.
First, the DNA-RNA hybrid intermediate can be transcribed over and over in the
tube to generate many new RNA copies. Second, each RNA copy can then carry out
another ligation reaction and initiate another round of replication in the tube. Also,
be sure that students see the utility of such a continuous replication system for
studying the evolution of RNA in the laboratory.

IToxt Provided by ERI
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Note that once the nucleotide monomers and enzymes are in the reaction tube, replica-
tion could be initiated by adding either the purified catalytic RNA (not practical due to
the long-term instability of purified RNA) or by adding the double-stranded intermedi-
ate. In the laboratory protocol in Exercise 3.5, students initiate the reaction by adding
the more stable double-stranded molecule (referred to in the protocol as input PCR DNA,
because it must be generated before the experiment by PCR amplification from the
recombinant plasmid [E100-3], which encodes it; see Wright & Joyce, 1997). The nec-
essary PCR primer sequences are also shown (see Oligonucleotide Reagents).

Exercise 3.5: Continuous in vitro Replication of RNA

Here is your opportunity to carry out in the lab the RNA replication reactions
that you explored in Exercise 3.4. Your teacher will provide you with the fol-
lowing reagents:

The following Reagent List contains teacher preparation instructions. The Student
Pages have a modified list.

REAGENT LIST

a. Tube 1, stock mix* - Prepare this tube prior to class; each stock tube is
enough for one time course experiment.
218.2 pl high-quality distilled water

20 pl KC1 (1 M) final concentration during reaction = 50 mM
12 pl EPPS buffer (1 M, pH 8.5 at 22°C) 30 mM
10 pl MgClz (1 M) 25 mM
8 pl Spermidine (100 mM) 2 mM
20 pl dithiothreitol (DTT) (100 mM) 5 mM
8.4 pl cDNA primer, TAS 1.23** (100 mM) 2 M
32 pl ribonucleoside triphosphate (rNTP) mix***

(25 mM in each tINTP) 4Xx2mM
3.2 pl deoxy-NTP (ANTP) mix**** (25 mM of each dANTP) 4 X 200 pM

*  All reagents must be ultrapure grade; this is important to success.

Have this and the two other required oligos synthesized commercially according to the
sequences provided in Oligonucleotide Reagents, following.

Prepare rNTP mix ahead by adding an equal volume of each of the four individual NTPs
(each at 100 mM) to a tube. A set of four filter-sterilized aqueous solutions, each contain-
ing 100 mM of rCTP, rUTP, rATP, or rGTP, is available from Boehringer Mannheim (cata-
log # 1277057).

**** Prepare dNTP mix as above, using the four dNTPs (each at 100 mM). Also available from
Boehringer Mannheim (catalog # 1277049).

* %k

b.  Tube 2, 22 pl substrate (5162-2) (100 pM) - Have this 35-mer mixed oligo
synthesized commercially according to the sequence provided in Oligonu-
cleotide Reagents. The oligos must be purified on a 20% acrylamide gel.

C. Tube 3, 35 pl T7 RNA polymerase (100 U/pl) - Use ultrapure grade;
aliquot as supplied. Promega, catalog # P4074, 80 U/pl 10,000 units.

d.  Tube 4, 35 pl M-MLYV reverse transcriptase (200 U/pl) - Use ultrapure

grade; use as supplied. Promega, catalog #M1705, 50,000 units, or Amer-
sham-Pharmacia, catalog # E70456Z, 100,000 units.
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e. Tube 5, 2.6 ml oxazole yellow (YO-PRO-1) dye (1 mM) - Available as 1
mM stock in DMSO from Molecular Probes, Inc. (catalog # Y-3603). Use as
supplied. Protect from light.

f Tube 6, 534 ml input PCR DNA (16 nM) - Have the input PCR DNA pre-
pared commercially by PCR from plasmid E100-3. This recombinant plasmid
contains a copy of the T7 RNA polymerase promotor upstream of a DNA
insert whose template strand is the complement of the catalytic RNA used in
this experiment. The template strand of the input PCR DNA is copied by
RNA polymerase in this system to generate new copies of the catalytic RNA.
For copies of the plasmid E100, see Wright & Joyce (1997).

OLIGONUCLEOTIDE REAGENTS

The three oligos required for this experiment can be custom ordered from companies

that specialize in synthesizing custom oligos (for example, Operon or NBI). TAS 1.23
and TAS 2.54 are required as primers for the PCR amplification of the plasmid insert;
" TAS 1.23, but not TAS 2.54, also functions as a reagent in the replication reaction mix.
The third required oligo, S162-2, is a mixed deoxyribo-ribonucleotide and serves as the
substrate for the ribozyme in the replication reaction mix. All of the oligos should be puri-
fied on a 20% acrylamide gel prior to use. The oligo sequences are shown below:

TAS 1.23: 5’-d (GCTGAGCCTGCGATTGG)-3" (approximately 1 pmole)

TAS 2.54: 5’-d (CTTGACGTCAGCCTGGA)-3" (approximately 1 pmole)

S162-2:  5’-d (CTTGACGTCAGCCTGGACTAATACGACTCACQC) r (UAUA)-3’
(approximately 1 pmole)

You will use a dye that fluoresces when bound to the nucleic acid to visualize
the production of RNA across time.

CAUTION: Always wear eye protection when viewing.

1.  Place tube 1, tube 6, and a spectrofluorimeter cuvette (0.5 ml capacity)
at 37°C.

2. To tube 1 at 37°C, add the following, in order:

16 ul of T7 RNA polymerase from tube 3

16 pl of M-MLYV reverse transcriptase from tube 4
10 ul substrate (§162-2) from tube 2

1.2 pl of oxazole yellow dye from tube 5

3. To tube 1, add 25 pl (400 fmol) of prewarmed input PCR DNA (from tube 6).

4. Immediately transfer this mix to the prewarmed cuvette and begin tak-
ing spectrofluorimeter readings (excitation wavelength = 491 nm; emis-
sion wavelength = 509 nm).

5.  Run the reaction in the cuvette at 37°C for 1 hour, taking fluorescence

readings every 2 minutes. As you monitor the reaction, remind yourself
of what is occurring in the tube by reviewing Figure 3.9 in Exercise 3.4.
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6.  Plot fluorescence readings versus time to observe the RNA growth curve.
Challenge 1. How did the level of fluorescence emitted by the reaction change across
Questions time? How do you account for this change?

2.  How might this system of continuous replication be applied in a directed

molecular evolution type of experiment?

This qualitative version of the continuous replication experiment does not require a
spectrofluorimeter. Instead, a UV light box or hand-held UV light is used for view-
ing. As the RNA replication proceeds, students remove aliquots of the reaction at
different times and quench the reaction in the aliquots by adding each to a separate
tube containing the fluorescent dye. Students view the assembled time series of
tubes by UV (or ideally 490 nm light) to observe the progressive increase in fluo-
rescence over time. The changes in fluorescence intensity when viewed by eye are
detectable but subtle (see Figure T3.1). Consequently, the impact of the result is
somewhat less than in the quantitative version of the experiment.
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If time and resources permit, conduct this extension after the initial reaction at the
60-minute interval. Have the students remove an aliquot of the reaction from the
cuvette and dilute it 1:500 with distilled water. Transfer 25 pl of this diluted sam-
ple to a fresh tube of stock mix with the added T7 RNA polymerase, reverse tran-
scriptase, substrate, and dye, as in Step 2 above. Transfer this new reaction mix to
the warm cuvette and begin monitoring fluorescence once again. This will allow the
students to observe the reaction take off again, populating the fresh tube with more
newly synthesized RNA. Note: The input PCR DNA need not be added to this new
tube and any subsequent tubes because it is provided by the diluted aliquot the stu-
dents transferred.

You might ask your students what component of the aliquot transferred to the new
tube is capable of seeding the production of more RNA. In fact, two capable com-
ponents are present: copies of the ribozyme RNA and the double-stranded DNA-
RNA hybrid that gives rise to these RNAs.

You might have the students predict the effect of omitting one of the reagents from
the mix (for example, substrate S162-2, T7 polymerase, or the rNTPs) and then
have them test their prediction experimentally.

RA

ey,

A and

Alternative Exercise 3.5:

Continuous in vitro Replication of RNA Using Visual Detection of Fluorescence

Here is your opportunity to carry out the RNA replication reactions that you
explored in Exercise 3.4. Your teacher will provide you with the following
reagents:

The following Reagent List contains teacher preparation instructions. The Student
Pages have a modified list.

REAGENT LIST

a. Stock mix - Prepare this stock mix ahead of time. Aliquot and evaporate as
described below.
16 pl KC1 (1 M) final concentration during reaction = 50 mM
9.6 pl EPPS buffer (1 M, pH 8.5 at 220C) 30 mM
8 nl MgCI2 1 M) 25 mM
6.5 pl Spermidine (100 mM) 2 mM
16 ul dithiothreitol (DTT) (100 mM) 5 mM
26 pl nucleoside triphosphate (NTP) mix
(25 mM of each NTP) 4 X2 mM
2.6 ul deoxy-NTP (ANTP) mix (25 mM of each ANTP) 4 x 200 pM
6.5 ul cDNA primer - TAS 1.23 (100 uM) 2 uM

229.2 ul high purity distilled water
320.4 pl total volume

Measure 20 pl aliquots of the stock mix into 16 1.5-ml Eppendorff tubes.
Evaporate to dryness in a speed-vac or comparable evaporator.

Store at -20°C until the lab period. This provides enough reagent for 8 groups of 3
to 4 students to replicate the experiment twice.

9
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b.  Tube 1, dried 20 pl aliquot of stock mix - Provide each group of students
with two each of tube 1. Also give each group one each of tubes 2 to 6; each
of these tubes has 2X volume of reagent, enough to replicate the experiment
twice.

C. Tube 2, 5 pl substrate (§162-2) (25 pM) - The working concentration of
this reagent (25 pM) is one-fourth of that used in the quantitative experi-
ment. This and the other two required oligos (primers TAS 1.23 and TAS
2.54) may be synthesized commercially, as in the quantitative experiment.

d.  Tube 3, 4 pl T7 RNA polymerase (80 U/pl) - Use ultrapure grade; aliquot
as supplied. Promega, catalog # P4074, 80 U/n.

e. Tube 4, 4 pl M-MLV reverse transcriptase (200 U/pl) - Use ultrapure
grade; aliquot as supplied.

f. Tube 5, 160 pl oxazole yellow dye (YO-PRO-1) (5 pM) - The working con-
centration of dye (5 pM) is 1/200th that of the quantitative experiment.
Dilute in distilled water. Protect from light.

g.  Tube 6, 24 pl input PCR DNA (16 nM) - Have this DNA prepared com-
mercially by PCR from plasmid E100-3 (see Wright & Joyce, 1997).

Procedure You will use a dye that fluoresces when bound to the nucleic acid and illumi-
nated with UV light to visualize the increase in RNA across time.

CAUTION: Always wear eye protection when viewing.

1. Label six half-milliliter Eppendorff tubes as follows: 0, 5, 10, 15, 20,
and 25 minutes.

2.  Put the tubes on ice; to each, add 13 pl of oxazole yellow dye from tube 5.
3. Place tubes 1 (dried stock mix) and 6 (input PCR DNA) at 37°C.
4.  Add the following to tube 1 at 37°C:
* 5.4 pl distilled water
¢ 2.0 pl of substrate (5162-2) from tube 2
* 1.3 pl of T7 RNA polymerase from tube 3
¢ 1.3 pl M-MTYV reverse transcriptase from tube 4
5. At time zero, add 10 pl of prewarmed input PCR DNA to tube 1. Mix
and immediately remove a 2 pl aliquot from this tube and transfer it to

the iced dye tube labeled “0.”

6. At 5-minute intervals, transfer a 2 aliquot from tube 1 to the appropri-
ately labeled dye tube.
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7.  Visualize the six dye-containing tubes as a group by UV light or, ideally,
490 nm light. :

Figure T3.2 A series of aliquots
from the continuous replication
reaction viewed by UV shows
increased fluorescence across time.

1. How did the level of fluorescence emitted by the reaction change across Challenge
time? How do you account for this change? Questions

2.  How could this system of continuous replication be applied in a directed
molecular evolution type of experiment?

— FOR YOUR INFORMATION
What Airplane Design Hasn’t Got to Do with Biology

When we look at the effects of natural selection on a population of organisms or of molecules,
we see that certain traits become more widespread in the population if they provide some advan-
tage under a particular set of circumstances. This phenomenon is commonly known as survival
of the fittest, and it is easily observable. It is tempting, then, to think that whatever characteris-
tic or individual comes to dominate a population must be the best structure possible to carry out
the needed functions. This view is in error. When we look at a living organism or even at indi-
vidual molecular structures, we realize that an engineer would have designed them differently.

Many people are under the impression that machines evolve just like living organisms, but this
is hardly the case. Consider a simple example, the human-designed airplane. The Wright Broth-
ers achieved the first successful powered air flight by building a biplane. It had a wooden frame,
a cloth skin, an open cockpit, and a propeller driven by a reciprocating piston engine. This frail
craft would not be much competition for a large modern passenger plane carrying 300 times as
many passengers and flying 100 times faster at much higher altitudes.

Although we may say casually that one plane “evolved” into the other, in fact, what really happened
over the years was that many new prototype planes were created. But each new plane was designed,
tested, and built on the ground before it was flown. Understandably, engineers choose not to take
the risks associated with construction on-the-fly. Living systems do not have this luxury.

A living system has to keep going, keep reproducing, without missing a generation, or it disappears.
Cells do not get to take time out while the machinery for protein synthesis or replication is replaced
by a completely new and better design. This would be analogous to the old parts of an airplane
being dismantled in midair while new parts of better design were constructed and attached with-
out ever landing or crashing. Intermediate structures, such as a plane with one wooden wing and
one new metal one, would have to be sufficiently airworthy for uninterrupted flight.
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— FOR YOUR INFORMATION (continued)

Because life comes from pre-existing life, living organisms must in effect evolve in “midair.” The
fictional Dr. Frankenstein went into the laboratory and constructed a new human from spare
parts before he sparked it into life, but in the real world of living systems, life is continuous. New
organisms must be built from the blueprints of their parents without interruption.

That biological evolution must take place on-the-fly is an enormous constraint. The feasible
alterations to an airplane in flight are much more limited than the experiments and changes that
engineers can carry out on the ground, in the safety of the hangar. The engineer builds painstak-
ingly with planning and foresight; evolution meanders along testing randomly generated varia-
tions. The combined effects of trial and error plus natural selection take an unavoidable toll in
failed experiments, but inevitably lead to better designs for the survivors. Importantly, what sur-
vives in nature will not necessarily be the best design possible but simply the most advantageous
structure available at the time from a large pool of variants.
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Exercise 4.1:

Exercise 4.2:

Exercise 4.3:

Exercise 4.4:

Exercise 4.5:

Extension Exercise:

Activity 4
RNA Evolution in
Health and Disease

Students learn how rapid growth rate and large population
size play a role in the generation of antibiotic-resistance
mutations in bacteria.

Students learn how the inappropriate use of antibiotics pro-
motes the evolution and emergence of resistant bacterial
strains.

Students conduct a laboratory experiment in which they
shape the evolution of a bacterial population by selecting for
a streptomycin-resistant mutant.

Students consider the evolutionary basis for drug resistance
in RNA viruses by analyzing the evolution of HIV in the
microcosm of a single patient.

Students consider the molecular basis for the evolution of
viral drug resistance and compare the RNA of different viral
strains to establish a phylogeny among them.

Students compare RNA sequences to establish phylogenetic
relationships among organisms.

* Mutations at the DNA and RNA level arise frequently in large, rapidly repro-
ducing populations.

* The emergence of antibiotic resistance among bacteria is an evolutionary
process that is promoted by inappropriate use of antibiotics. '

* Selection and evolution can be readily observed in the laboratory as well as in

nature.

* The evolution of RNA viruses is particularly rapid and poses a significant pub-
lic health challenge.

* The similarities between RNA and DNA can be used to help establish the
ancestor-descendant relationships among all organisms.

RESTCOPY AVAILABLE o5
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Focus Students explore the in vivo evolution of RNA.

Connections to Use Activity 4 in conjunction with a study of the molecular aspects of disease or as
Lecture Topics a part of a study of evolution and natural selection.

Estimated Time 2 hours of class time and 2 laboratory periods

Materials See annotations and materials list in Exercise 4.3 for laboratory materials.

Preparation

ANNOTATED STUDENT ACTIVITY

Introduction A news article carried the following ominous headline:

“Overprescribing: Misuse of Antibiotics Creates Superbugs”
The Salt Lake Tribune
September 17, 1997

The article went on to report:

Faced with patients demanding medicine for coughs, congestion and
sniffles, doctors wrote 12 million [inappropriate] prescriptions for
antibiotics to U.S. adults in a single year—even though the drugs are
worthless for colds and other viral infections. Such misuse fuels the
spread of bacteria that are resistant to antibiotics, leaving fewer effec-
tive drugs for patients with serious bacterial infections, University of
Utah physician Merle A. Sande and Colorado doctors reported today
in The Journal of the American Medical Association. “It’s extremely seri-
ous,” said Sande, the university’s chairman of internal medicine. “We
are losing all these antibiotics. Our future and our children’s future is
going to depend on us being more selective.”

No doubt you have encountered similar news stories warning of the overuse
of antibiotics and its contribution to the emergence of resistant strains of bac-
teria. Since 1943, when penicillin was first introduced as the “magic bullet”
for curing many infectious diseases, more than 100 additional antibiotics
have been developed. Despite this seemingly large arsenal, the unfortunate
fact is that most of these agents are becoming less and less effective as wide-
spread misuse promotes the development of resistance among bacterial
species. Today, it is estimated that 90 percent of all staphylococcus strains are
penicillin-resistant, and several other pathogenic species, such as Streptococ-
cus, M. tuberculosis, and P. aeurginosa, have developed strains resistant to all
but a few remaining drugs. Inappropriate use of antibacterial agents is a
problem not just in medical practice but in animal husbandry, where low lev-
els of antibiotics are routinely included in livestock feed, and increasingly in
consumer products such as soaps and detergents that incorporate antibac-
terial agents.
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In this activity, you will see that the acquisition of antibiotic resistance by
bacteria, and of resistance to antiviral drugs by viruses, is a predictable result
of the evolution of these organisms’ genetic systems.

When you examined RNA replication in Activity 3, you saw that evolution,
whether of populations of molecules in the test tube or organisms in the wild,
is driven by three basic processes: (1) random generation of mutations in
DNA or RNA; (2) replication of these mutations during nucleic acid synthe-
sis, with some of the offspring inheriting these mutations; and (3) enhanced
reproductive success (by natural or artificial selection) of those individuals
carrying mutations that are advantageous. Now you will explore how these
three natural processes can conspire to promote the spread of resistance
among pathogens.

Exercise 4.1: Setting the Stage for Antibiotic Resistance

Random mutations are always arising within populations. Most mutations
are harmful to their carrier, some are advantageous, and others are “selec-
tively neutral,” having no effect on the carrier’s reproductive success.
Although mutations are inevitable, most organisms manage to keep the muta-
tion frequency (the number of mutations per base per generation) relatively
low by repairing most of them before they have a chance to be passed on.
Thus, the chance of a particular mutation occurring in'a particular individual
is low. However, mutations appear often in rapidly growing populations con-
sisting of many individuals.

Consider the bacterial mutations that result in resistance to the aminoglycoside
antibiotic streptomycin. Aminoglycoside antibiotics inhibit protein synthesis in
prokaryotes (bacteria) by binding to a specific sequence of bases in their 16S
ribosomal RNA (see FYI essay How Aminoglycoside Antibiotics Target Bacterial
RNA). Particular single-base (or point) mutations in the bacterial rRNA can
prevent the binding of streptomycin, enabling the bacterium to become resist-
ant to the drug. The likelihood that any particular base will be mutated to cause
resistance is small, occurring in perhaps 1 in 1 billion genome replications (that
is, the mutation frequency is 1/1,000,000,000 or 10° per individual). But
because bacteria reproduce so frequently (every 20-30 minutes), an infected
wound may easily contain billions of individuals. The population in the wound
can become large enough that it is virtually certain that at least one bacterium
will have acquired streptomycin resistance due to this mutation.

To calculate the probability of finding a particular point mutation in a popu-
lation of a given size, we would multiply the mutation frequency per base pair
per organism (10°) by the number of organisms present. For example, in a
population of 1 billion (10°) bacteria, the probability equals unity (10° x 10°
= 1). That is, the presence of one streptomycin-resistant bacterium is statisti-
cally a near certainty by the time the population reaches 1 billion. While one
resistant bacterium in a billion might seem like a harmless drop in the bucket,
this solitary resistant cell (unlike its millions of susceptible neighbors) would
continue to multiply in the presence of streptomycin, producing resistant
descendants. Once this mutation has spread in the bacterial population,
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Challenge
Questions

treatment with streptomycin and certain other related compounds would
prove futile.

Another important factor affecting the rate at which bacteria acquire resist-
ance mutations is the fact that bacteria are quite promiscuous. They have sev-
eral ways of acquiring and exchanging genetic information, with other
members of their own species as well as with other bacterial species. These
genetic exchange mechanisms include sexual transfer (conjugation), direct
uptake of free-floating DNA (transformation), and transfer from viruses
(transduction). Such promiscuous genetic exchange allows for the “accelerat-
ed evolution” of resistance in bacteria. (The evolution is accelerated in the
sense that a given species can bypass the mutation process by acquiring an
already mutated resistance gene from another species.)

Read the introduction to Exercise 4.1, then answer the following questions:

1.  Infecting bacteria typically divide once every 30 minutes. If a single bac-
terium is introduced into a wound at time zero, how many hours would
it take for this bacterium to exceed 100 descendants? 1,000 descen-
dants? 10,000 descendants?

It would take 3.5 hours to produce 100 descendants, 5 hours for 1,000
descendants, and 7 hours for 10,000 descendants.

2. Isit possible that a bacterial population size could reach 1 billion with-
out a streptomycin-resistant individual arising? Could it reach 3 billion?
Explain.

Yes, there is a statistical chance. Because mutations are random, a particular
mutation never has to occur; it only becomes more likely to occur as the pop-
ulation expands.

3a. Is it more likely or less likely that the same mutation would arise inde-
pendently in two different bacterial cells within a population? Explain.

Much less likely. The frequency of this event is 10° X 10° = 108 (that is, 1 in
10' cells or 1 billion times less likely).

3b. In reality, there are several sites within the bacterial rRNA that can
undergo single point mutation and can individually cause resistance to
streptomycin. Each of these sites has a roughly equal likelihood of
incurring a mutation (approximately 10°). What effect does the pres-
ence of several potential sites for mutation have on the overall chance
of streptomycin resistance arising in the bacterial population?

The probabilities are additive in this case, and thus increase the total proba-
bility that the rRNA will experience a resistance-causing mutation some-
where in its sequence. In contrast, the probability that any two particular
mutations will occur together in the rRNA is a multiplicative function, and
thus is much smaller than either of the individual probabilities.
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4.  When antibiotics are required to combat an infection, it makes sense to
start therapy as soon as possible to cure the disease quickly and mini-
mize suffering. Explain the evolutionary rationale for starting therapy
earlier rather than later.

Starting therapy early with an adequate drug dose minimizes the chance that
the bacterial population will grow large enough to experience resistance
mutations.

— FOR YOUR INFORMATION
How Aminoglycoside Antibiotics Target Bacterial RNA

xuu.nhm
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streptomycin

Figure 4.1 (a) The structure of streptomycin. Note the positive charges. (b) The predicted secondary structure of
bacterial 16S rRNA, showing the location of the “330 stem-loop” involved in streptomycin binding. The positions
of two bases—A532 and €525, whose mutation can confer streptomycin resistance—are indicated. Note that the
RNA is shown at smaller scale than the streptomycin molecule. (c) An enlargement of three rRNA bases in the
streptomycin binding region, including A532. Note the negative charges in the phosphate backbone.

Review Figure 4.1, then answer the following questions:

5. What can you hypothesize from Figure 4.1 about the type of chemical
interaction that contributes to the binding between streptomycin and
the rRNA?

The interaction is electrostatic +/-.

6. Notice in Figure 4.1b that bases A532 and C525 are unpaired and located
in the loop region of the binding stem-loop. Speculate how a mutation
from A to G at position 532 could alter the binding of streptomycin and
promote resistance.
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This new G might pair with a C elsewhere in the same loop. The pairing
could distort the loop’s shape, decreasing the affinity of streptomycin binding.

7.  The “530 stem-loop” in 16S rRNA is highly conserved among bacteria,
varying very little in sequence between bacterial species.

a. What does this fact imply about the importance of this region in nor-
mal bacterial ribosomal function? Explain.

This region is quite important in normal bacterial ribosomal function
because a little perturbation interferes with optimal function.

b. Speculate why the ability to produce agents like streptomycin was
strongly selected for among certain fungi (genus Streptomyces) that
compete with both bacteria and other fungal species in the environ-
ment.

Having a powerful antibacterial agent gave these fungi a competitive advantage.

c. Speculate why streptomycin has no effect on eukaryotic protein
synthesis.

The base sequence and shape of eukaryotic rRNA is different from that of
prokaryotic rRNA.

Exercise 4.2: Selecting for the Emergence of Resistance

The ideal effective antibiotic therapy kills all of the infecting organisms before
their rapid division can give rise to even a single highly resistant cell. Unfor-
tunately, this ideal is undermined when the invading population is exposed to
a dose of the drug that is too low. The trick is for the patient to start therapy
as soon as possible and take enough medication across several days to allow
tissue levels of the drug to reach a concentration capable of killing all mem-
bers of the population.

But the ever present genetic diversity in biological populations complicates
this task. Recall that for the vast majority of genetic traits, natural popula-
tions have a diversity of phenotypes that display the traits to greater or lesser
extent. This is also true for the trait of drug resistance in bacteria. Genetic
diversity for antibiotic sensitivity within a bacterial population results in
individuals with susceptibilities that range from high to low; greater concen-
trations of the drug are required to kill the less susceptible individuals.

If too little antibiotic is prescribed or if the patient stops taking it before com-
pleting the treatment course, tissue levels of the drug never become high
enough to kill all the bacteria. Low levels of streptomycin, for example, merely
slow the growth of bacteria but do not kill them. Such incomplete treatment
is an opportunity for bacteria to evolve into a more drug-resistant population.
Under these conditions, the antibiotic is said to exert selection pressure on
the population. That is, the antibiotic acts as an environmental factor that
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allows a formerly uncommon phenotype (less susceptible) to multiply while
inhibiting the previously dominant phenotype (susceptible). Low levels of the
drug may select against the majority of the population, which is highly sus-
ceptible, by inhibiting or killing it. But these low levels end up selecting for
the minority of the cells, which are less susceptible, by failing to kill it. These
less susceptible bacteria continue to divide and make up an ever increasing
portion of the evolving population.

Any new random mutation in this modified population that happens to pro-
duce an even higher level of resistance will quickly spread in the same way.
The inevitable outcome is a population of highly resistant descendants. Fur-
ther treatment with this drug will now be ineffective, even at higher doses.
The only hope at this point is to try another antibiotic, a diminishing option
as organisms continue to evolve resistance to ever more agents. '

Inappropriate antibiotic treatment promotes the spread of resistance in
pathogen populations in another way: It inhibits or kills normal resident bac-
terial cells that happen to be sensitive to the drug used. This treatment
changes the ecology of the wound “environment” and effectively decreases the
competition between bacterial species, which would otherwise act to slow the
growth of the pathogen. Making matters worse, it is possible that the resist-
ant pathogen can transfer its resistance gene(s) to other bacterial species,
both normal flora and other potential pathogens.

Read the introductory text to Exercise 4.2, then answer the following questions: Challenge
E Questions
1.  Explain the evolutionary justification for the following statement: The

routine addition of antibiotics to livestock feed is ill advised. Can you

think of a recent example of a resistant pathogenic bacterial strain that

originated in livestock?

By routinely exposing animals to low doses of antibiotics, we introduce a
selective agent that drives the evolution of their bacterial populations toward
resistance. Some strains of the particularly pathogenic E. coli 017H7, which
is responsible for human deaths from contaminated and undercooked beef,
have developed resistance to certain antibiotics.

2. A common medical practice is to treat single-pathogen infections with
broad-spectrum antibiotics that affect several different bacterial
species, rather than use a drug that targets particular pathogens. Com-
ment on this practice from the perspective of an evolutionary biologist.

Broad-spectrum antibiotics that affect many different species of bacteria,
nonpathogens as well as pathogens, tend to increase the number of different
bacterial populations that are simultaneously exposed to an agent that selects
for resistance.

3.  Can the emergence of antibiotic resistance be avoided altogether? Explain.

Unlikely. In principle, any targeted aspect of pathogen biology is subject to
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mutation, and some of these mutations will promote resistance. You would
need to find just the right combination of a drug that targeted a particularly
inflexible aspect of pathogen metabolism. Considering that the critical and
highly conserved ribosomal RNA can experience mutations that make it
resistant yet still functional, the hope that resistance can ultimately be avoided
is diminished.

Exercise 4.3: Observing Evolution in Action

Materials

In Activity 3, you explored some experimental approaches, such a directed
evolution, that allow researchers to manipulate the evolution of populations
of RNA molecules in the laboratory. In this exercise, you apply selection to
shape the evolution of a population of living cells.

You will observe the effect of varying concentrations of streptomycin on a
population of the bacterium Escherichia coli (E. coli). You will accomplish this
by growing the bacterium in the presence of a concentration gradient of the
antibiotic. You can easily establish a gradient on a single petri dish using the
gradient plate technique (Figure 4.2). Across time, diffusion of the strepto-
mycin from the upper layer into the lower layer establishes a concentration
gradient of the drug (from low to high), running from one side of the plate to
the other. Cells growing at different locations on the plate are thus subjected
to different concentrations of the drug.

After the bacterial population has grown in the streptomycin gradient, you
will observe the distribution of growth across the plate and draw conclusions
about the population.

¢ 1 water bath (for the entire class)

* 1 sterile petri dish

¢ 1 automatic pipette (0.1-0.2 ml)

* 1 bent glass rod “hockey stick”

* beaker of 70% ethanol

* marking pencil

* 1 tube of starting bacterial population (a 24-hour culture of E. coli grown
in nutrient broth)

* 2 10-ml tubes of trypticase soy agar

* 1 tube of stock streptomycin solution (10 mg per 100 ml water)

agar (without) streptomycin agar (with) streptomycin

N\

_— 7

pencil (1/4 inch)

Figure 4.2 Preparation of an antibiotic gradient plate. (1) Pour the lower layer of nutrient agar, containing no antibiotic,
at an angle and allow it to selidify. (2) Pour the upper layer of nutrient agar, containing 1 pg/ml of streptomycin, while

the plate is level.
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Melt the trypticase soy agar in both tubes by immersing them in the hot
water bath. When the agar has melted, place the tubes at 45°C.

Use the marking pencil to draw an arrow across the middle of the petri
dish bottom (on its outside surface).

Place a pencil under the edge of the plate perpendicular to the arrow-
head. Pour in enough molten agar to just cover the entire bottom sur-
face. Allow the agar to solidify in the slanted position.

While the first layer is solidifying, use a sterile pipette to add 0.1 ml of
the stock streptomycin solution to the second tube of molten agar. Mix
well by vortexing or swirling the tube.

Place the petri dish in a level position and pour in enough of the strep-
tomycin-containing agar to just cover the high edge of the lower agar
layer. Allow to solidify.

With a sterile pipette, deposit a 0.2 ml inoculum of the E. coli popula-
tion on the surface of the agar. Use an alcohol-dipped and flamed bent
glass rod to spread the 200 million or so individual cells uniformly over
the entire surface of the agar.

Label the outside of your plate and incubate in an inverted position for
48 hours at 37°C.

Following the first incubation, examine the distribution of bacteria on
the plate. You will see areas of confluent growth, where many individu-
als from the original inoculum are growing crowded together, and areas
where discrete colonies are separated by regions showing no growth.
Recall that each colony consists entirely of the offspring of a single orig-
inal cell at that location on the plate, all dividing together. (In a genetic
sense, you can think of each colony, with its approximately 10’ cells, as
the clonal equivalent of one cell from the original inoculum).

a. On the following diagram, draw your arrow and indicate the high and
low ends of the streptomycin gradient.

b. Indicate on the diagram the locations of confluent growth and of dis-
crete colonies.

low streptomycin high streptomycin

Then select two or three isolated colonies in the middle region of the
plate and, using a sterile inoculating loop, streak each colony toward
the high streptomycin side of the plate.
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Challenge
Questions

10.

Reincubate the plate in an inverted position for an additional 48 hours
at 37°C.

Following the second incubation, indicate on the following diagram the
pattern of growth that resulted from the colonies that you streaked
toward the high streptomycin concentration.

low streptomycin high streptomycin

What can you conclude about those cells in your original E. coli popula-
tion that were able to grow in the higher concentrations of streptomycin,
even though they had never been exposed to the drug before you plated
them? How does this result relate to the genetic diversity that existed
within the original population of bacteria used in the experiment?

The cells able to grow at the higher streptomycin concentrations already pos-
sessed a degree of resistance to the drug. These pre-existing resistance
mutants reflect genetic diversity that arises within any population by random
mutations occurring during nucleic acid replication.

Assume that you take a few cells from one of the colonies growing at
high streptomycin concentration and grow a population of cells from
them. How would this population differ from the original one in terms
of its proportion of streptomycin-resistant individuals? How does the
emergence of this new population represent the workings of selection
and evolution?

The new population would consist almost entirely of resistant individuals,
because they are all descendants of resistant individuals. A very small frac-
tion of these new cells might be sensitive once again, if they happened to
undergo a reversion mutation. The emergence of this new population of
resistant cells is a classic example of the workings of the three basic processes
of evolution: replication, genetic variation, and selection.

In your experiment, the levels of streptomycin obviously were not high
enough to kill all the bacteria in the population. State the parallels
between the results of your experiment and the emergence of resistance
among the infecting bacteria in patients treated with inadequate doses
of antibiotic.

At low, suboptimal doses, antibiotics act as selective agents rather than as
effective killing agents. Patients (or domestic animals) exposed to such inef-
fective doses likewise become unin{:ntioqal “experiments” through which
evolution can produce resistant strafhs: *
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4.  Recall that streptomycin inhibits bacterial growth by binding to the
organism’s 16S ribosomal RNA. Bacteria become resistant to strepto-
mycin primarily as a result of mutations in the 16S rRNA or in one of
the ribosomal proteins normally associated with this RNA. Can you
determine from the results of this experiment whether the resistance in
your bacterial population is due to a change in the rRNA or in the ribo-
somal protein? Review Figure 4.1 and try to think of an answer that
uses the technique of nucleic acid sequencing.

1t is not possible to know from these results alone whether the resistance is due
to change in the rRNA gene, the protein-encoding gene(s), or even possibly in
genes that code for enzymes involved in the metabolism and breakdown of strep-
tomycin. Sequencing the relevant genes (or using restriction mapping) would
allow you to pinpoint the mutations responsible (assuming that a sufficient data-
base of resistance-causing mutations exists, as is the case for the 16S rRNA).

—— FOR YOUR INFORMATION
The Evolution of RNA Viruses

Many viruses have genomes of RNA. Some are important human pathogens that have significant
public health and economic impacts: common cold, flu, human immunodeficiency virus (HIV),
and measles, among others. Many examples are also found among plant viruses, several of which
have major ecological and economic impacts in agriculture and forestry.

As in the case of bacteria, any virus mutates as it replicates. A distinctive feature of RNA viruses,
however, is their very high rate of mutation (10°-10* per base pair per replication, a rate 100,000
times greater than for cells). As discussed in Exercise 4.1, the frequency with which mutations
arise in any population is determined in part by how often the organisms reproduce. Viruses
replicate millions of times each day, so random mutations are constantly arising.

Another factor contributing to high mutation rates of viruses is the relative infidelity of viral nucleic
acid replication. The replicase enzyme that copies RNA genomes occasionally makes random
errors, inserting the incorrect monomer (for example, A opposite G, or U opposite C). The poly-
merases that copy DNA also make errors, but unlike RNA viruses, cells have evolved a molecular
quality-control, proofreading mechanism that is able to correct mistakes most of the time and thus
keep DNAs mutation rate low. The relative “sloppiness” of RNA replication enhances the rate of
new mutations. It has been estimated that among the HIV viral population in a single infected per-
son, each of the virus’s 10,000 RNA bases is mutated more than 10,000 times each day.

As a result of their high mutation rates, any RNA virus population will contain a high level of
sequence variation. Thus the “genome” of a population of RNA viruses is not a single unique
sequence, but rather a population of many related variants. Because mutations occur randomly,
some viral genomes might have escaped mutation entirely, while others may have many muta-
tions. Most of the mutations are harmful, and those viruses will not survive. Some genome
changes, however, will by chance confer an advantage for viral propagation or other aspects of
viral behavior. Because the evolutionary principle of selection applies to viruses as well as to free-
living organisms like bacteria, we can make certain predictions about the general course of virus
evolution in the face of medical attempts to thwart them with antiviral drugs.
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Exercise 4.4; Evolution in a Microcosm

In this exercise, you will see how an RNA virus such as HIV can evolve even
within the microcosm of a single infected individual.

Figure 4.3 lists the variant strains of HIV that emerged and predominated at
different times during the course of a particular patient’s treatment regimen.
Nucleotide base sequences were determined in samples of viral RNA (or
proviral DNA) taken from the patient at various times before, during, and
after treatment with the antiviral drug zidovudine (AZT) alone. AZT is a com-
monly used component of antiviral drug cocktails because it can inhibit
reverse transcriptase (RT). RT is an important, virally encoded enzyme
responsible for replicating the virus’s RNA and copying it into a DNA provirus
form. The DNA provirus can then integrate into the infected cell’s genome to
produce a state of chronic infection.

Each of these viral variants was found to contain one or more mutations in
the RNA gene that encodes reverse transcriptase. Rather than impairing the
enzyme’s function, these particular mutations rendered the enzyme less sus-
ceptible to the AZT drug, thus conferring a degree of drug resistance on the
variant virus. Variants that have more than one such mutation in the same
RT gene are designated with multiple numbers (for example, variant 70;215
has two different mutations). Each number in the designation refers to a
mutation in RNA that affects the amino acid at that position number in the
RT protein. Variant 70;215, for example, has two mutations in its RNA, one
affecting amino acid 70 and the other affecting amino acid 215 of the RT
protein. :

You can see in Figure 4.3 that the virus population changed across time in this
patient. The change in the viral population is a good example of evolution in
a microcosm—in many ways similar to the test tube evolution of RNA that
you explored in Activity 3.

You can better understand the historical pathway of HIV evolution within this
patient by identifying the ancestor-descendant relationships among the dif-
ferent variant strains. Figure 4.4 is a branching diagram (a phylogeny) that
allows you to summarize these relationships.

Time of Sample During Treatment (Weeks)
Before After
Treatment 17 22 56 81 110 Treatment, 148
Variant
Strain
Present pre 70 70 70;215 70;215;41 215;41 215;41

Figure 4.3 HIV variant strains appearing during the course of infection and treatment.
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1. Use the data in Figure 4.3 to fill in the phylogeny diagram. In the square Procedure
brackets [ ], write in the variant strain that was present at a particular
time (for example, 215;41).

2.  In the parentheses ( ), write the designation number of the particular
new mutation (for example, 215) that arose in the population at the
indicated point in time.

A after treatment [ ]
110 [ ]

( )
81 [ ]

( )

56 [ ]
time
(weeks) [ I ]

( )
[ ]
22 [ ]
17 [ ]
[ ]
( )
before treatment [ ]

[ 1= strain present

( ) = new mutation

Figure 4.4 A phylogeny of ancestor-descendant relationships showing an evolution of HIV
in a single patient.
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The viral population in this patient changed across time. Explain this
change in evolutionary terms. What role did AZT play in shaping the
course of this change?

Evolution occurred due to the combined action of replication, random varia-
tion, and selection. AZT played the role of a selective agent that directed this
evolutionary process.

What do you think happened in the branches (lineages) that appear to
terminate during the course of the infection?

These strains were less resistant to AZT and thus less competent for replica-
tion than later-emerging strains. These strains eventually became “extinct”
within the patient due to the combined effects of the drug and competition
by the more resistant strains.

Which combination of mutations appears to confer the most AZT resist-
ance on the virus during the course of this study? Explain the reason for
your choice.

215;41. This strain persists and replaces the others.

What mutational mechanism can account for the eventual loss of the 70
mutation in the surviving virus lineage?

The mechanism is random reverse mutation (reversion) of the 70 mutation to
its original nucleotide base.

The emergence of strain 215;41 sometime between weeks 81 and 110 of
therapy, and its persistence after the end of therapy, implies that the
rate of change in the viral population slowed when therapy stopped.
Explain this slowing in evolutionary terms. What might you expect to
happen if therapy with AZT alone were reinstituted? What can you con-
clude about the long-term effectiveness of treatment with only a single
drug?

Removal of the drug removed a selection pressure that favored and sped up
the establishment of new strains. Reintroducing the drug could accelerate

"the viruss evolution again. Single-drug treatment for rapidly evolving

viruses such as HIV is unlikely to be effective in eradicating the virus.

After reading the FYI essays titled The Evolution of RNA Viruses and
Combating Viral Disease, answer the following questions:

a. Antiviral treatment protocols commonly use concurrent administra-
tion of two or more antiviral drugs, with each drug targeting a dif-
ferent essential viral function or gene product. Explain the
evolutionary rationale for this combination treatment.
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The combination therapy approach greatly reduces the likelihood that a
resistant strain of virus will emerge. The probability that a viral lineage will
randomly mutate at three separate genes and acquire resistance to three inde-
pendent drugs is much smaller than the probability of resistance to any one
of the drugs.

b. Explain the evolutionary rationale for starting treatment with antivi-
ral drugs as soon as possible following exposure to the virus.

Viruses replicate and mutate at very rapid rates. Drug treatment is started
early, before the genetic diversity of the initial viral population has a chance
to increase through random mutations. This approach minimizes the likeli-
hood that drug-resistant mutants will have had a chance to arise sponta-
neously before treatment has begun.

— FOR YOUR INFORMATION
Combating Viral Disease

Antibiotics kill bacteria and other cellular microbes by interfering with cellular structure or
function. Because cells are complex structures, there are many points at which they can be vul-
nerable to different antibiotics. You have seen how the aminoglycosides interfere specifically
with bacterial protein synthesis by binding to bacterial rRNA. Penicillin, in contrast, impairs
synthesis of the bacterial cell wall. (Eukaryotic cells are unaffected because they lack such
walls.) Still other classes of antibiotic interfere with functions of the bacterial cell membrane,
such as ion transport.

Because viruses are noncellular structures (they must parasitize living cells to reproduce), they
are not affected by antibiotics. Taking an antibiotic for your head cold or flu is not only a waste
of time and money, it needlessly exposes your normal bacterial flora to a selective pressure that
promotes antibiotic resistance. A variety of other chemical agents known as antivirals have been
developed that target different steps in the viral reproduction cycle. Antivirals typically interfere
either with the entry of the virus into the cell, the machinery of viral genome replication, or the
assembly of progeny virus particles. In the case of HIV 1, the viral cause of AIDS, antivirals in
current use fall into two main categories: those that interfere with key viral enzymes needed for
viral RNA replication (for example, inhibitors of reverse transcriptase or integrase), and those
that impair the maturation of viral proteins and the assembly of progeny virus particles (for
example, protease inhibitors).

The available antiviral agents have not yet been able to cure AIDS. However, recent treatment
protocols that are based on evolutionary principles have shown considerable benefit in reduc-
ing the number of virus particles in HIV-infected individuals and in delaying the onset of
immune system collapse and full-blown AIDS. These evolution-based protocols share the fol-
lowing features:

* They employ two or more antivirals administered concurrently.

* Each antiviral in the mix targets a different viral function or gene product (for example,
an RT inhibitor combined with a protease inhibitor).

* Treatment is started as soon as possible following initial exposure to the virus.
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Exercise 4.5: Evolution in a Larger Population

You have seen how, even in the microcosm of a single patient, viruses can
evolve important new properties such as drug resistance in response to “envi-
ronmental” factors. Here you will examine the relatedness among several
strains drawn from the wider population of HIV viruses that infect humans
worldwide.

The following partial nucleotide sequence runs from base 2726 to base 2750
of the HIV gene encoding reverse transcriptase, the viral replicating enzyme
dealt with in Exercise 4.4. You can view the entire 10,000+ bases of the HIV
genome, along with its known mutations, by checking out the HIV Sequence
Database on the Internet at http:/hiv-web.lanl.gov/.

base 2726 base 2750
...CCATAAAGAAAAAAGACAGTACTAA...

Note that the bases shown are the proviral DNA form of the virus isolated
from the human genome.

The reverse transcriptase gene has been sequenced for several different
strains of HIV from several different patients worldwide. Many mutations
have been documented in the gene, and those of particular interest are ones
that confer enhanced virulence and/or drug resistance to the virus.

Figure 4.5 focuses on particular base positions within the above sequence,
and all are known positions of mutations that confer resistance to the
antiviral drug AZT. The six different mutant sequences shown were isolated
from six different patients who had undergone therapy with AZT. A “wild
type” sequence, from an HIV strain that had not been exposed to AZT, is
also shown.

Base Position
Sequence 2726 2735 2740 2746 2749 2750

Cc A G A A A
wild type 1 A G A A A
mutant sequence 2 C A G G A A
mutant sequence 3 T G A A A A
mutant sequence 4 C A G G G G
mutant sequence 5 T G G A A A
mutant sequence 6 C A G G G A

*Read sequences from left to right.

Figure 4.5 Wild type and mutant bases.
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Arrange the sequences in Figure 4.5 into the phylogeny shown in Figure 4.6, Procedure
which depicts a plausible ancestor-descendant relationship among these

sequences. To do this, you will use the method of parsimony. Parsimony is a

decision-making approach in the field of taxonomy that applies the following

assumption: Those sequences that are most closely related to one another will dif-

fer by the smallest number of base changes. For example, sequences that differ

from each other at only one base position are presumed to be more closely

related than sequences that differ at more than one position.

1.  Consider which of the sequences is likely to be the most ancestral.
Write this sequence in the square brackets [ | at the bottom of the phy-
logeny.

2.  Examine the other sequences and apply the parsimony principle to find

the “family” relationships that emerged from this ancestral strain. Fill
in the appropriate sequences in the square brackets [ ] at the top of the

phylogeny.

3. In the parentheses ( ), fill in the specific base-change mutation that
occurred and caused divergence of sequences in that branch of the phy-
logeny (for example, C to T).

to have diverged early from the ancestral sequence. Which newly Questions
acquired base at which position is shared by all members of the major
lineage on the left? on the right?

1.  As you can see from Figure 4.6, two major lineages (branches) appear E Challenge

ancestral [ ]

[ 1= "family" sequence

( ) = base change mutation

Figure 4.6 A possible phylogeny of ancestor-descendant relationships among several HIV strains.
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The new base on the left is T at 2726; on the right is G at 2746.

2.  Which two sequences are more closely related to the ancestral
sequence? Which two are more divergent from the ancestral? On what
basis do you make these inferences?

TAGAAA and CAGGAA differ from the ancestral by only one base each and are
therefore more closely related to it than the others. TGAAAA and CAGGGG dif-
fer from the ancestral by two bases each and are therefore more divergent from
it than the others. Inferences should be based on the parsimony principle.

3.  Recall that these mutations are in the gene encoding the viral reverse
transcriptase enzyme, and each of them confers a degree of resistance
to the antiviral drug AZT.

a. Which of the viral strains in your phylogeny have two or more resist-
ance mutations in the reverse transcriptase gene?

The viral strains that are double mutants are TGGAAA and CAGGGA. Those
that are triple mutants are TGAAAA and CAGGGG.

b. Based on your results from Exercise 4.4, what might you predict
about the relative drug resistance of the multiple- versus the single-
mutant strains of the virus?

Multiple-mutant strains frequently show greater resistance. However, it is
possible that different resistance mutations, when present together, may
undermine each other’s resistance effect, leading to decreased resistance rel-
ative to the single mutants.

] . FOR YOUR INFORMATION
The Continuity of Life

Only one-half billion years after the earth formed, early cells similar to modern cyanobacteria
were living in large, domelike colonies. Today these colonies exist in fossilized form as stroma-
tolites. These oldest of solid clues to the ancient origins of life show us that as long ago as 3.5
billion years, cell structure and biochemistry quite similar to modern life already existed. But
how do we observe evidence of the world that existed before 3.5 billion years ago? This was a
time before cells, a time when some type of ancient molecule was first carrying out essential
activities, such a replication, that characterize life.

Among our best evidence for events on the ancient earth are fossils. But molecules do not make
good fossils; they are too small and too fragile. How, then, can we examine that early world? For-
tunately, the molecules of our modern world offer a glimpse of the shadows of past events. This
connection exists because life involves continuity: Despite great changes that occurred accross
time, life and its molecules have existed continuously since its origin almost 4 billion years ago
from a single common ancestor. We know this is the case because the molecular machinery of all
living cells—from bread mold to bald eagles—is fundamentally similar.
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— FOR YOUR INFORMATION (continued)

When the base sequences of ribosomal RNAs from many different organisms are compared, for
example, the sequences are found to be remarkably similar, although not identical. The similar-
ities immediately suggest that all organisms are related and derive from a single common ances-
tor. The differences presumably reflect the fact that mutations are constantly arising at random
across time in DNA and RNA. Only a few mutations have had a chance to occur in the short time
since the organisms diverged from their common ancestor. As a result, closely related organisms
have closely related ribosomal RNA sequences, while distantly related organisms have corre-
spondingly more divergent ribosomal RNA sequences. Knowing the degree of relationship
between organisms makes it possible to construct a “tree of life” or phylogeny showing the lines
of descent from one species to the next.

One of the great surprises of this phylogenetic analysis was Carl Woese’s discovery that all living
organisms can be divided into three great domains. These are the eukaryotes (cells with nuclei),
the eubacteria (true bacteria), and the archaebacteria (ancient bacteria that in some respects
appear to be more closely related to eukaryotes than to true bacteria). Both groups of bacteria
lack nuclei and are also referred to as prokaryotes. Remarkable conservation of ribosomal RNA
sequence is found among organisms as diverse as the bacterium Escherichia coli (which popu-
lates our intestines), the archaebacterium Halobacterium halobium (which colors the salt flats of
San Francisco Bay red), and the unicellular eukaryote Trypanosoma brucei (the cause of African
sleeping sickness). This molecular similarity strongly supports the idea of an underlying relat-
edness among these organisms. The fact that ribosomal RNA has changed relatively little across
time supports the idea that this molecule plays a key role in protein synthesis, almost certainly
as the catalyst of peptide bond formation. (RNA's ability to carry out this reaction also reinforces
the notion that the very first ribosomes consisted simply of a catalytic RNA able to join amino
acids, and that modern ribosomal RNA has retained these catalytic functions despite assistance
from more than 50 ribosomal proteins added later). Recall that certain fungal-derived antibiotics
such as streptomycin and neomycin exploit both the indispensability of rRNA and the subtle
sequence differences between prokaryotic and eukaryotic rRNAs to target and kill bacteria
(recall Exercises 4.2 and 4.3).

Biologist A.G. Cairns-Smith used the following analogy to describe the continuity of modern and
ancient forms of life: “None of the fibers in a rope has to stretch from one end to the other, so
long as they are sufficiently intertwined to hold together sideways.” For life, the genetic infor-
mation passed repeatedly from one generation to another acts like the fibers in a rope and pro-
vides continuity across time. No single gene sequence stretches unaltered all the way across the
billions of years, but life’s collection of continuously replicated, related genetic information does
form an unbroken chain from the early earth to the present.
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Extension Exercise—Exercise 4.6: Comparing RNA Sequences

This exercise is a useful demonstration of how the comparison of RNA sequences
can be informative in establishing phylogenetic relationships among organisms.

The following partial sequences consist of aligned regions of the small subunit
rRNA from six different organisms: two archaebacteria, two eubacteria, and two
eukaryotes. Cut out each sequence and paste the sequences onto separate index
cards. Distribute a set of the six cards to each group of students. Without telling
them that the sequences represent the three domains of the Woese classification,
have the students examine the sequences by eye and attempt to arrange them into
subgroups of the most closely related sequences.

sequence 1 GC-ACG- - - -AAA- -GUG-CGA- -C-G-GGG- - - -- - - - - GNA-UC-CCA-A-GU
sequence 2 GC-GCG- - - -AAA- -GCG-CGA- -C-G-GGG- - - -- - - - - GNA-CC-CCA-A-GU
sequence 3 CC-UGA- - - -CAC- - -GG-GGA- -G-G-UAG- - - - - - - - - UGA-CA-AUA-A-AU
sequence 4 CC-UGG- - - -CAC- - -GG-GGA- -G-G-UAG- - - - - - - - - UGA-CG-AAA-A-AU
sequence 5 GG-GGG- - - -AGA- -CCC-UGA- -C-G-CAG- - - --- - - - CAA-CG-CCG-C-GU
sequence 6 GG-GCG- - - -AAA- -GCC-UGA- -C-G-GAG- - - - - - - - - CGA-CA-CCG-C-GU

* Sequences 1 and 2 (Methanococcus deltae2 and Methanococcus igneus) are both
from archaebacteria.

* Sequences 3 and 4 (the plant Arabidopsis thaliana and the animal Mytilus cal-
ifornianus) are both from eukaryotes.

* Sequences 5 and 6 (Clostridium botulinum and Treponema pallidum) are both
from eubacteria.

The students will initially be struck by the apparent similarity of all these
sequences. On closer inspection, however, they should easily be able to discern the

three subgroups corresponding to the three-domain classification.

You can also have the students log onto the SSU rRNA Database to access rRNA
sequence data on many other organisms (http:/rrna.uia.ac.be/ssu/).
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Activity 1
RNA Structure:
Tapes to Shapes

What does the shape of a thing have to do with the job it performs? You no doubt
can think of a variety of familiar household objects that clearly show the rela-
tionship between shape and function, such as a metric wrench that fits only met-
ric-sized bolts or a key that must have exactly the right shape to unlock a lock.
Molecules also display an essential relationship between structure and function.

This activity offers you a combination of hands-on exercises and short essays that
examine structure and tunction in RNA. To discover for yourseif the answers to
the Challenge Questions posed in an exercise, you should perform the hands-on
inquiry portions of the exercise first. Then read the accompanying For Your Infor-
mation (FYI) essays to help you understand your findings. In Activity 1, you will
construct models of different RNA molecules to investigate the following:

* the principles underlying shape determination in RNA,

* the variety of shapes in RNA,

* how shape can influence function in RNA,

* how alterations (mutations) in RNA building blocks can influence structure
and function, and

* how comparisons among related molecules from different species can be
useful.

Introduction

Exercise 1.1: RNA Sequences: Primary Structure

Read the following text, then answer the Challenge Questions.

We can use the analogy of an elongated tape as a good starting point for explor-
ing the complex shapes of RNA molecules. RNA molecules are relatively large
polymers, molecules composed of many smaller monomer subunits; the tape is
analogous to the linear sequence of building blocks that make up an RNA mole-
cule. You may already be familiar with proteins as biological polymers; their pri-
mary structure consists of long chains of covalently linked amino acid
monomers.

BEST COPY AVAILABLE 3
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Bringing RNA into View

sugar-phosphate
backbone

5 sugar-phosphate
backbone

Figure 1.1 The structure of nucleic acids. (a) In DNA, alternating sugar and phosphate molecules form a linear backbone joining
nucleotide subunits into chains. Two chains are held together by specific base pairing and coiled around a central axis to form a
double helix; the strands run in opposite, antiparallel directions. (b) A single linear RNA strand folds by undergoing specific base-

pairing interactions (A to U and G to C) within the strand.
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Figure 1.2 The primary sequence of a short section of
single-stranded RNA illustrates the chemical structure

and linkage of the monomer nucleotides.

In the case of nucleic acid polymers, RNA and DNA, the
monomer subunits are called nucleotides and are linked
together covalently into a long chain or tapelike structure
(Figure 1.1). Different RNA molecules may be made up of
tens to thousands of nucleotide monomers. The nucleotides
themselves are made up of smaller components, namely a
sugar molecule (ribose in RNA, deoxyribose in DNA), a
phosphate, and a nitrogen-containing base. The base is the
“business end” of the nucleotide; it interacts with other
nucleotide bases in precise ways. Four different types of
nucleotide occur in RNA, each having a different base: ade-
nine (A), guanine (G), cytosine (C), and uracil (U). (In
DNA, the base thymine (T) replaces uracil (U). Scientists
typically refer to the individual nucleotide monomers of
RNA and DNA simply as bases.

The linear order of bases in a nucleic acid is referred to as
its primary structure (1° structure) (Figure 1.2). Recently
developed biochemical methods for sequencing nucleic
acids make it possible to determine in just hours the linear
sequences of nucleotides in DNA or RNA that would have
taken weeks to determine 15 years ago. This and several
other technological breakthroughs have made possible the
Human Genome Project, a worldwide effort to sequence
completely the genetic material of Homo sapiens, as well as
that of several other species. To date, the genomes of 25
bacterial species, yeast, the nematode worm C. elegans, and
the fruit fly Drosophila have been sequenced completely.

Consider the nucleotide base sequence data for the four dif-
ferent RNA molecules shown in Figure 1.3:
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Activity 1:RNA Structure

Seqg1 ¥§ UAGAGUCUGAUCGACAGGUGCUCUACCGAACCUG ¥
Seq2 § AUAUACCCGAAAAUCAGGUGCUCUCCCGAACCUG ¥
Seq3 5§ CGUCGGAAACGUAUCCUUUACACCGAAGUAUACG ¥
Segg4 ¥ GCGCGAUACUCAACCCCAAAAUUGCCAGAAGCGC 7

Figure 1.3 Primary sequences of some RNA molecules.

1. Do you see any similarities in primary sequence among any of the molecules Challenge
in Figure 1.3? If so, indicate them by circling regions of sequence that appear Questions
to be conserved between molecules.

2. At this point, what predictions can you make about the relative shapes of
those molecules that have conserved regions of sequence?

3. Can you mentally visualize the three-dimensional shape of each molecule?

4. Do you think it is possible for two molecules with entirely different sequences
to have the same shape? Discuss this within your team.

Exercise 1.2: Folding the Tape: Higher Orders of Structure

As you saw in Exercise 1.1, it is not really possible to visualize a molecule’s shape
from a printed string of subunits. Yet this is the same type of data that a molecular
biologist is confronted with after completing the biochemical sequencing of an
unknown RNA molecule. Fortunately, there is a better way.

In this part of Activity 1, you will use a simple molecular model and a specific set
of folding rules to discover and visualize some common structural features of RNA.
You will fold simple linear models of the RNA sequences in Figure 1.3 into more
complex shapes by applying folding rules.

* pipe cleaners Materials
* colored markers

* template sheets for color-coding

* tape

1.  Each team member receives four white pipe cleaners (30.5 cm each). Take Procedure
two pipe cleaners and make an elongated model 50.5 cm long by overlap-
ping 11 cm of each pipe cleaner and twisting the ends together thoroughly.
Repeat this procedure with your two remaining pipe cleaners to produce a
second model.

2. Each team member selects a different sequence from Figure 1.3 and colors
two identical pipe cleaner models of that sequence. Use colored markers and
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Bringing RNA into View

] FOR YOUR INFORMATION
Modeling in Science

In all likelihood, you were not able to envision the shape of the molecules in Figure 1.3 simply by
studying their primary sequence. Large biological molecules often have complex shapes that are much
too difficult to visualize from this kind of raw data or from a written formula. This is where modeling
becomes necessary. Models are important tools in science, because they help us visualize structures we
cannot see directly. Model building is particularly helpful in the study of biochemistry and molecular
biology. You may have used molecular
models in previous chemistry or biology
classes to learn the structure of known
molecules. Scientists also use models to
discover new molecular shapes. Molecular
models enabled Watson and Crick, for
example, to discover and visualize the
structure of DNA for the first time.

A variety of modeling materials have been
used over the years, from the simple wire
and cardboard models used by Watson and
Crick for their work with DNA, to sophis-
ticated computer-generated images (Figure
1.4). Research scientist Harry E Noller, at
the University of California—Santa Cruz,
used simple pipe cleaners to begin to
model some important features of RNA
structure.

Before a structural model of any molecule
can be built, scientists must first gather a

lot of basic data about its chemical compo-  Figure 1.4 (a) James Watson and Francis Crick with their origi-
asic cata abou ricat comp nal wire and cardboard model of the DNA double helix. (b) RNA

s{tlon aqd physical properties. Today n.ew researcher Harry E Noller. (¢) Computer graphic models of two
biochemical analyses, such as nucleotide (1 nsfer RNA ((RNA) molecules.

sequencing, are combined with advanced

methods of X-ray crystallography and spectroscopy for this purpose. Computer modeling of molecu-
lar structure enables scientists to rotate and observe virtual molecules in three dimensions, allowing
rapid comparisons to known molecules. Such comparisons often provide new clues to the behavior of
the molecule under study. Some modeling software allows the scientist to change atoms or molecular
subunits in the model or change incubation conditions to determine the effects on the molecule’s struc-
ture. Examples of computer-generated models are available on the World Wide Web. You might try the
following sites:

e The RNA World (IMB-Jena) at http://www.imb-jena.de/RNA.html (an extensive site with many links
to sequence and structural databases, modeling software, and books and tutorials)

* RNA Pages at http://www.kwl.t.u-tokyo.ac.jp/~ueda/RNApage.html (many links to a variety of RNA-
related sites)
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Activity 1: RNA Structure

the following code to mark the 34 nucleotide bases of your sequence as col-
ored patches on the models:

yellow = A green = U black = G white = C

Make each colored patch 15 mm long. To do this, lay both pipe cleaners side by
side over the paper template provided by your instructor. You can now easily
color both models at the same time. (It helps to tape the ends of the pipe clean-
ers to the template.) Be sure to color completely around each model’s circumfer-
ence. Double-check your colored models for coding errors before you proceed.

3. Indicate the polarity of the RNA molecule by marking the 5’-end with a black
dot; the opposite end is the 3’-end. (In the real molecule, the 5’-end nucleotide
would have a free phosphate group at position 5 in its ribose sugar; the 3’-end
nucleotide would have a free OH group at position 3 of its ribose).

4. Distribute the models within your team as follows: two persons each get a
copy of sequence 1 and sequence 3; two persons edch get a copy of sequence
2 and sequence 4. Note: You can easily distinguish the different sequence
models by noting that the 5’-end base is unique for each.

Use the folding rules listed in Figure 1.5 to fold your two sequences. Hint:
Work in parallel with the team member folding the same sequences as you,
so that you can help each other.

5. Compare your structures with those of your teammates and with those of
other teams. Reject any invalid structures that do not conform to the folding
rules. The valid models represent the potential three-dimensional structures
dictated by your RNA sequence.

Figure 1.5 Folding rules. Use these rules to fold linear RNA molecules into more complex shapes.

* RNA molecules are highly flexible. Bases within the molecule can pair as follows: A
pairs with U; G pairs with C.

¢ Molecules fold so as to maximize the number of paired bases.

* Paired bases create a double-stranded stem region in the molecule; these stem
regions must contain three or more base pairs to be stable.

¢ Double-stranded stem regions can only form by antiparallel association of two sin-
gle-stranded regions (that is, one strand must run 5’ to 3’, while the partner strand
runs 3’ to 5).

* Single-stranded loops can form in the molecule; they must be three or more
nucleotide bases in length.

* Three or more bases in a single-stranded loop can pair with another single-stranded
region elsewhere in the molecule. A three-dimensional (tertiary) shape called a
pseudoknot results.

These rules are based on observations scientists have made of the folding behavior
of biologically active RNA molecules.

1.  Draw a picture of each RNAS shape. Challenge
Questions
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Figure 1.6 Some examples of RNA shapes and structural elements. Single molecules of RNA consisting of one (a), two (b}, or three
(c) stem-loop elements. (d) A pseudoknot configuration.

2. Write a detailed description of the three-dimensional shape for your RNA
sequences, indicating the structural features present. Figure 1.6 depicts some
common structural elements of RNAs.

3. Do any of your sequences have more than one possible structure that fits the
folding criteria?

— FOR YOUR INFORMATION
RNA Structure: Tapes to Shapes

The shapes in Figure 1.6 represent some aspects of RNA structure, but they do not fully capture the
potential for three-dimensionality in the molecule. Because RNAs perform many different tasks in the
cell, a variety of different and complex shapes is required. Like proteins, complex RNA shapes arise
through interactions at several structural levels (Figure 1.7).

The order of the nucleotide monomers in the tapelike primary (1°) structure of RNA or DNA forms a
code, both for storing genetic information and for determining the molecule’s shape. In DNA, two linear
molecules intertwine into the familiar double-stranded helix, with complementary nucleotide bases of
adjacent strands pairing by hydrogen bonds. RNA is more likely to exist as a single molecule; never-
theless, hydrogen base interactions are important here as well.

The primary sequence of RNA is highly flexible, and thus can bend and fold on itself. This folding
permits bases within the same molecule to approach one another and pair via hydrogen bonds. Base
pairing within an RNA molecule obeys pairing rules similar to those that operate between the two
strands of DNA: C pairs with G, and A pairs with U (T in the case of DNA). This folded level of struc-
ture is called secondary (2°) structure. The monomers involved in this base pairing may be widely sep-
arated in the primary sequence, but folding of the molecule brings them close enough to bond. Many
shapes can result, resembling a hairpin, a stem with a large loop, even a clover leaf. Note that base
pairing within an RNA molecule produces local double-stranded regions that take the shape of a helix,
similar to a DNA helix. Regions not involved in base pairing remain single-stranded.

Scientists now realize that even higher levels of structure occur in RNA. Like proteins, tertiary (3°) and
quaternary (4°) interactions are possible. For example, a single-stranded loop region in an RNA may fold

]
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Activity 1: RNA Structure

— FOR YOUR INFORMATION (continued)

Structural Level Protein RNA

primary structure
linear sequence
of monomers
amino acids nucleotides

secondary structure
coiling or folding of ST oo TT
the molecule

folded chain of nucleotides
with single-stranded and
coiled chain of amino acids helical double-stranded regions

c v v_ 3

tertiary structure
further three-dimensional 3
folding of the molecule
N
globular folding pseudoknot folding

quaternary structure
association of two or 3
more molecules
N ¢
N

Figure 1.7 Comparison of RNA and protein structural elements.

over and base-pair with some other single-stranded region of the molecule. This forms a three-dimen-
sional shape known as a pseudoknot, an example of tertiary structure in RNA. It is even possible for two
different RNA molecules to interact via base pairing between their single-stranded regions, an exam-
ple of quaternary structure.

il

Exercise 1.2: Alternative Modeling Method

In this part of Activity 1, you will use a simple molecular model and a specific set
of folding rules to discover and visualize some common RNA shapes. You will fold
a simple linear model of the RNA sequences in Figure 1.3 into more complex
shapes by applying folding rules.

* vinyl tubing Materials
* preprinted strips of paper '
* twist-ties

1. Each team member receives two preprinted strips of paper, each bearing a Procedure

different base sequence listed in Figure 1.3, as follows: Two members each

139
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Bringing RNA into View

receive a copy of sequence 1 and a copy of sequence 3; the other two mem-
bers each receive a copy of sequence 2 and a copy of sequence 4. The 3’- and
5’-ends of the molecule are indicated on the strip.

2. Each team member also receives two 50-cm lengths of clear vinyl tubing and
10 twist-ties. Insert each of your paper-strip sequences into a separate tube.
(Allow the end tab that bears the sequence’s number to protrude from the
tube.) Hint: Insert the strip slowly while keeping the tube straight. This is
easily done by holding the tube vertically while securing one end under your
foot.

3. Use the folding rules listed in Figure 1.5 to fold your sequences. Hint: Work
in parallel with the team member using the same sequences as you, so that
you can help each other. Use twist-ties to represent a few of the hydrogen
bonds and to stabilize your model.

4. Compare your structures with those of your teammates and with those of
other teams. Reject any invalid structures that do not conform to the folding
rules. The valid models represent the potential three-dimensional structures
dictated by your RNA sequence.

Challenge 1.  Draw a picture of each RNA’s shape.
Questions

2. Write a detailed description of the three-dimensional shape for your RNA
sequences, indicating the structural features present. Figure 1.6 depicts some
common structural elements of RNAs.

3. Do any of your sequences have more than one possible structure that fits the
folding criteria?

u
80 é
\ 6 Mceatuc Gccc
v GCGAG au®ese,
A A
single-stranded Ioo Gy aY wuee
C G
U A
\ G C-50
double-helical stems” 60-0 &
c ¢©
C. A
CaC
a

Figure 1.6 Some examples of RNA shapes and structural elements. Single molecules of RNA consisting of one (a), two (b), or three
(c) stem-loop elements. (d) A pseudoknot configuration.
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Activity 1: RNA Structure

Exercise 1.3a: Finding Function

Now we will relate RNA structure to function by determining which of your four RNA
sequences is the biologically active structure capable of carrying out a specific simu-
lated molecular task, in this case, binding to a particular “protein.”

¢ models from Exercise 1.2 Materials
* styrene ball

1. After your team has agreed on valid models for each sequence from Exercise 1.2, Procedure
arrange one set of models on a desk. Each team receives a 5-cm diameter styrene
ball that simulates a small globular protein molecule. Note that the ball has sev-
eral letters marked on it. Each letter represents the position of a different amino
acid in the primary sequence of the protein. When you align the protein model
with the RNA model that has the correct “functional” base sequence, the letters
on each model will match up identically, indicating a functional fit.

2. Working as a team, test each of your RNA models for its ability to “bind” the
“substrate protein.”

1.  For which sequences did you find a function? Challenge
Questions
2. For sequences having more than one possible shape, did both shapes have
the same functional ability? What does this imply about the relationship
between molecular structure and function?
3. Can you think any functions performed by RNAs? List them.
Exercise 1.3b: Effects of Mutation
Now you will determine whether a mutation (change) in the primary base sequence
of the RNA molecule will alter the shape and function of the molecule.
* models from Exercise 1.2 Materials
* styrene ball from Exercise 1.3a
* dull tape
* colored marking-pens
1. Your instructor will give you information showing a mutation in your primary Procedure

RNA sequences. Using your model, determine whether the mutation has any
effect on the structure of your RNA molecule. Hint: You can cover the section
of the model to be mutated with dull tape and use a colored marking pen to
change the base to fit the mutation data.

141

L




Bringing RNA into View

2. Test each of the mutated sequence models for function using the “protein”
ball from Exercise 1.3a.

Questions your model RNAs, such as “It changes the length of a loop” or “It eliminates
a double-stranded stem.” Indicate in your description which RNA sequence
(1-4) you are describing and the base changes involved.

a Challenge 1. Write a brief description of any structural effects that the mutations had on

2. Do the mutations alter the function of the sequence(s) in the “ball test”?
How?

3. After reading the FYI essay Molecular Selection in Real Time, in Activity 3,
discuss with your teammates any general similarities between the approach
to RNA structure and function that you employed in Exercises 1.2 and 1.3a
and the recently developed laboratory approach called in vitro nucleic acid
selection.

Exercise 1.4: Using the Computer to Determine RNA Structures

Having now spent some time deciphering the structures of quite short RNA mole-
cules, you can appreciate how complex base pairing is in the more typical mole-
cules isolated from organisms, which are hundreds to thousands of nucleotides in
length. Here is where the computer is put to good use, rapidly determining the
alternative shapes that a molecule is capable of assuming and calculating which of
these shapes is energetically the most likely.

We will use an RNA folding program called mfold, which is available on the World

Wide Web.
Materials * access to the World Wide Web
Procedure Access the mfold program at http:/www.ibc.wustl.edu/~zuker/rna/form1.cgi.

Apply the program in turn to each of the sequences in Figure 1.3 that you folded.
The program is easy to use, and you can simply follow the on-screen instructions to
analyze your sequences. Following are some points to keep in mind as you use the
program:

1. The program analyzes only one molecule at a time; you must go through the
entry and analysis process for each sequence. Once the program has analyzed
and displayed a molecule, you can simply delete that sequence from the data
entry field and enter a new sequence to be analyzed.

2. Enter sequences beginning with the 5’-most base.
3. Use the default parameters displayed on screen (for example, the molecule is

linear or fold at 37 degrees), with the following exceptions: choose image res-
olution low and structural format: bases.
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5a.

5b.

Once you have entered the sequence and analysis parameters, scroll to the
bottom of the page and click on Fold RNA. Folding and display typically
require 1-2 minutes, depending on how busy the server is.

When the Output page appears, scroll down to the links labeled sequence.
When more than one shape is possible, a numbered sequence link will appear
for each. Click on any one of the numbered sequence links to open the page
displaying the folded RNA structures.

Did your predictions about the shapes of the sequences match those of the
computer program?

Did the program reveal more than one shape for any of the molecules? If so,
which shape is more likely on energetic grounds?

Review your answers to each Challenge Question and discuss the connection
between structure and function for RNA.

If an RNA molecule functions as a catalyst, how might the folding pattern be
important for its activity?

In a population of related molecules, could an altered (mutant) structure ever
have an advantage? Explain.

Do you think molecules (or molecular function) can be subject to natural
selection? Explain.

Compare the consequences for a species between two changes potentially
affecting its RNA structure across time: (1) a base alteration that might occur
randomly in the RNA after it has been synthesized versus (2) a random muta-
tional change that can be traced to the template for the RNA (such as the
DNA gene that encodes it).

Would your answer in Question 5a change if the RNA molecule itself were
capable of self-replication? Explain your response.
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Activity 2
RNA Catalysis

When someone asks you, “What does RNA do?” you probably think of messenger RNA
(mRNA), which is copied from a gene and communicates the information needed to
make a protein. In this familiar role, RNA is doing a job similar to DNA, storing
genetic information. This information-storage function is analogous to the way a com-
pact disc (CD) stores musical information. To use or copy the information in a CD,
however, you need a form of technology capable of performing these functions: a CD
player. However, in terms of this analogy, RNA is a surprising molecule. Its a bit like a
music CD that needs no CD player and can play itself. In other words, RNA has dual
functions: Not only can it store genetic information, but in some cases it can also
transfer and use this information by acting as a biochemical catalyst.

A catalyst is a molecule that increases the rate of a chemical reaction. Catalysts
are essential to living systems because they allow biochemical reactions to occur
fast enough to be compatible with life. Biochemical catalysts speed up reactions
by physically binding the reacting molecules, bringing them near one another,
and orienting them in just the right way to make the reaction more likely to pro-
ceed. Chemists describe this “matchmaker” function of the catalyst as a lowering
of the activation energy of the reaction, like lowering an energy “hill” that reac-
tants must get over before they can continue along the reaction path. The same
reaction could happen without the catalyst, but it might take years instead of mil-
liseconds to complete. Biochemical catalysts also make reactions more spec1f1c by
bringing together particular molecular reactants.

The most familiar biological catalysts are enzymes. Enzyme catalysts are made of
protein, and today they catalyze the vast majority of biochemical reactions, from
synthetic reactions like making nucleic acids and other proteins to degradative
reactions like releasing energy from sugars and fats.

Some RNA molecules also are catalysts; they are called ribozymes. As catalysts,
ribozymes appear to function by physical mechanisms similar to those of protein-
based enzymes. However, the types of reactions catalyzed by ribozymes are limited.
In nature, known tibozymes primarily catalyze reactions on other nucleic acids
and, very likely, some key reactions involved in protein synthesis. No doubt other
ribozyme-catalyzed reactions are yet to be discovered. In the laboratory, scientists
recently synthesized several novel RNA and single-stranded DNA molecules not
known to occur in nature that also act as catalysts.
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Bringing RNA into View

It may surprise you to learn that RNA (and even single-stranded DNA) can be a cat-
alyst; this fact certainly surprised scientists when it was first discovered. At first
glance, RNA appears to have little in common with proteins to account for its cat-
alytic ability. On closer inspection, however, some critical similarities appear: Both
proteins and RNA have subunits containing chemically reactive groups of atoms
(for example, the imidazole group found in certain amino acids and nucleotides),
and both have complex shapes. A key point: Closely related objects (like RNA and
DNA), and even not-so-closely related objects (like RNA and protein), that share
key features of structure and shape can frequently perform similar functions.

In living cells, RNA molecules carry out a variety of important tasks, some catalytic
and some not. For example, RNA participates in the replication of DNA, functions
as the genome of many viruses, and participates in the cellular localization of newly
made proteins. Another important role is in the maturation of mRNAs. mRNAs are
copies of the genetic information encoded in DNA. But before an mRNA copy can be
used to direct protein synthesis, it must undergo a biochemical maturation process
that removes noncoding base sequences, known as introns. In eukaryotic cells,
intron removal is accomplished by several small RNAs plus some proteins that
together make up an mRNA “splicing machine”called a spliceosome. A few RNA
introns, however, are so versatile that they can actually splice themselves out of the
precursor RNA with no help from proteins. The surprising discovery of these self-
splicing RNA introns by researcher Thomas Cech in 1982 first revealed RNAS cat-
alytic ability and earned Cech a Nobel Prize.

Once a mature mRNA is formed, the subsequent steps in the synthesis of proteins
rely heavily on several additional RNA molecules, from the transfer RNAs (tRNAs)
that carry the amino acids, to the ribosomal RNAs (rRNAs) that, together with a
variety of protein molecules, make up the ribosome itself. You recall that the ribo-
some is the cellular structure where amino acid monomers are linked together using
the directions encoded in the mRNA to form proteins. About 80 percent of the RNA
in a cell is ribosomal, and there is recent evidence to suggest that one of these ribo-
somal RNAs (the 23S rRNA) is in fact a ribozyme catalyst that chemically couples
the amino acids during protein synthesis.

Several classes of naturally occurring ribozyme RNA have been identified in
nature, and hundreds of individual examples have been found in a wide variety
of living cells (Figure 2.1). Still other ribozymes have been constructed in the
laboratory by conducting molecular evolution in a test tube. In this process, sci-
entists start with a large, random population containing many different labora-
tory-synthesized RNA sequences. The researchers select from this population
only those RNAs that have particular, desired functions, such as the ability to
bind a particular target molecule or catalyze a particular reaction. These syn-
thetic molecules reveal many previously unsuspected capabilities of nucleic
acids, including the ability of RNA to make partial copies of itself. We will
explore the important topics of in vitro molecular evolution and RNA self-repli-
cation in Activity 3.

You can find out more about RNA catalysis and other newly recognized cellular
roles of RNA in the references listed in Additional Information. Particularly useful
is a somewhat advanced book, The RNA World. A set of videotaped lectures about
RNA by Nobel Prize winner Thomas Cech is also very informative.
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Figure 2.1 Naturally occurring ribozymes.

Activity 2: RNA Catalysis

Class

Size

Reaction

Source

group | intron

group Il intron

RNase P

hammerhead

hairpin

hepatitis Delta virus
(HDV)

Neurospora VS RNA

large: 413 NT in Tetrahy-
mena thermophilia

large: 887 NT in yeast
mitochondria

large: 350—410 NT

small; 31—42 NT (enzyme
strand can be 16 NT)

small: 50 NT (minimum
sequence)

84 NT (required)

881 NT (164 sufficient)

intron excision

intron excision

hydrolytic endoribonuclease

RNA cleavage

RNA cleavage

RNA cleavage

RNA cleavage

eukaryotes, eubacteria, and
viruses

eukaryotic organelles and
eubacteria

RNA subunit of eubacterial
RNase P

viral satellite RNA in plants,
viroids, and newt satellite
DNA

(-) strand satellite RNA of
tobacco ringspot virus

HDV

Neurospora mitochondria

Additional

Cech, T.R. (1998). Structure and mechanism of the large catalytic RNAs: Group 1
and group 11 introns and ribonuclease P. In Gesteland, R.E, & Atkins, J.E (Eds.),
The RNA world (pp. 239-269). Cold Spring Harbor, NY: Cold Spring Harbor Labo-
ratory Press.

Landweber, L.E, Simon, PJ., & Wagner, T.A. (1998). Ribozyme engineering and
early evolution. BioScience, 48(2): 94-103.

Howard Hughes Medical Institute Holiday Lecture on Science. (1995). The Double
Life of RNA [videotape set]. A four-tape series of lectures by Nobelist Thomas Cech,
discussing his discovery of ribozymes and other important functions of RNA. Sum-
maries of the lectures can be found online at http://www.hhmi.org/.

Read the Introduction, then discuss any general similarities between catalysis by
proteins and nucleic acids.

Iinformation

Challenge
E Questions

Exercise 2.1a: Modeling the Hammerhead Reaction

In this activity, you will use pipe cleaner models to model the catalytic activity of
two RNA molecules: a simple catalytic RNA called the hammerhead ribozyme and
the first catalytic RNA to be discovered, the self-splicing group I intron.

First you will examine the catalytic activity of the so-called hammerhead ribozyme.
The name derives from the superficial resemblance of this RNAs secondary struc-
ture, as usually depicted, to a carpenter’s hammer. Hammerhead RNA sequences are
embedded in the RNAs of many viruslike agents that infect plants. The RNA
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Bringing RNA into View

Materials

Procedure

Challenge
E Questions

genome of these so-called viroids and virusoids is replicated in the form of a long
precursor transcript made up of several tandemly repeated genomes plus repeats of
the smaller hammerhead sequence. The hammerhead sequences catalytically cut
themselves out of the long precursor transcript, in the process cleaving it into many
individual genome-length segments. The hammerhead RNA sequence is thus an
endoribonuclease, a catalyst able to cleave RNAs internally.

* pipe cleaner model of hammerhead ribozyme
* pipe cleaner model of substrate RNA

® scissors

* tape

The pipe cleaner model with four clusters of labeled bases represents a hammer-
head RNA sequence that has been genetically engineered to interact with an exter-
nal RNA substrate. (An external substrate is an RNA molecule other than the one
in which the hammerhead resides.) The other labeled pipe cleaner represents the
substrate sequence for this hammerhead ribozyme.

1. Use the base sequences in Figure 2.2 to locate and mark the 5’-end of each
pipe cleaner model (use a black ink dot or marking of your choice).

2. Use the sequences on your hammerhead and substrate pipe cleaner models to
fold them into the appropriate secondary structures.

3. ldentify a base-pairing interaction between the hammerhead and substrate
molecules.
4. Locate the enzymatic cut site in the substrate. This site has the general sequence

NUH, where N can be any nucleotide, and H can be A, C, or U.

5. Cut the substrate on the 3’ side of the base you identified as H.

1. Describe what this reaction accomplished. Draw the resulting molecules.
2. Suggest a practical application for such an endonuclease.

As you can see, formation of the hammerhead ribozyme’s catalytic site depends on
the molecule first folding into the correct structure. -

hammerhead ribozyme
3 UUCUUCA CAGG CCuG UUGCA 5’
substrate
5’ GGCAAGAAGUCAACGUGUGGG 3’
yellow = A green = U black = G white = C
Figure 2.2 Base sequences.
148
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Recall that the naturally occurring hammerhead sequences in the plant viroids and
virusoids typically cut only the RNA molecule in which they are embedded. In con-
trast, hammerhead sequences like the one you just modeled, which can cleave exter-
nal substrates, have for the most part been fashioned in the laboratory through genetic
engineering. These engineered ribozymes function like protein enzymes because they
react with many copies of an external substrate in a multiple turnover process. To
develop a potential form of gene therapy, researchers are attempting to design RNA-
cutting RNAs like these, which can recognize and cut either foreign RNAs (such as
the HIV viral genome) or mutated cellular RNAs (such as the altered RNAs that can
promote cancer). The hope is that when these ribozymes are incorporated into
affected cells, they will specifically eliminate the offending target RNAs.

Activity 2: RNA Catalysis

Exercise 2.1 b: Modeling the Group 1 Intron Reaction

Next, you will model the first catalytic RNA discovered, the self-splicing group 1
intron. This RNA was first found in 1982 by Thomas Cech in the nuclear riboso-
mal RNA of the protozoon Tetrahymena thermophilia. Introns of this type also occur
in other eukaryotes as well as in prokaryotes and viruses. The group 1 intron RNA
is said to be autocatalytic because it acts on itself. The intron resides within a larger
precursor rRNA molecule and catalyzes a two-step reaction that dramatically alters
its relationship to the larger molecule. Like other functional RNAs, group I introns
must first fold into a precise secondary suucture by internal base pairing. Proper
folding enables the intron to recognize and react with particular bases at the splice
sites within the larger RNA.

* pipe cleaner model of RNA

* paper model of guanosine molecule
¢ paper model of an OH group

* tape

The pipe cleaner model provided represents a precursor rRNA containing a group I

intron sequence flanked on either side by exon sequences. The 5’- and 3’-ends of

the molecule are indicated, and several of its nucleotides are color-coded as follows:
yellow = A green = U black = G white = C

The following key bases are marked in the model:

5 CCCUCUA UUUA AGAGGG GU 3

1. Locate the following landmarks in the model:

* The 5’-most exon, which ends with the base sequence CCCUCU.

* The 3’-most exon, which begins with and includes the U of a marked G-U
pair.

* The self-splicing intron is everything in between these exons.

2. Use the sequence on the model to form an appropriate secondary structure.
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Bringing RNA into View

3. Simulate a nucleophilic attack and cleavage by the 3’-OH group of the free
guanosine. This cleavage occurs at the 5" exon-intron boundary of the RNA
(at a PO,” group not shown in the model). Simulate cleavage by cutting the
pipe cleaner between the U and the A at the 5" exon-intron boundary.

4. After cutting, attach a paper OH group to the 3’-most base of the 5’ exon; this
creates a reactive OH group at the end of the 5" exon. Next, attach the paper
guanosine by its 3’-OH to the 5’-most end of the intron.

5.  Simulate the second step of the self-splicing reaction by using the 5’ exon’s
exposed OH to attack and cleave at the 3’ exon-intron boundary. Simulate
this by making a cut between the G-U pair at this boundary. After cutting,
transfer the 5" exon’s exposed OH group to the 3’-most end of the intron.

6.  Bring the 3"-end of the left exon next to the 5’-end of the right exon and tape

them together.

Challenge 1. Describe what these reactions accomplished. Draw the resulting molecules.
Questions

2. What is the base sequence at the junction of the spliced exons?

3. Where did the guanosine end up?

4. Which catalytic ability does the group I intron possess that is lacking in the
hammerhead? in the ribozyme?

Exercise 2.1c¢: The Group | Intron RNA Can Go a Step Further

After removing itself intact from the larger rRNA precursor, as you have just demon-
strated, the group I intron often continues its cleavage-ligation activity by reacting on
itself internally. In this secondary, follow-up reaction, a reactive nucleophile group at
the 3’-end of the intron (the chemical nature of this group should be familiar by now)
cleaves the intron at a particular purine-pyrimidine junction.

Use the reactive 3’-OH of the intron as a nucleophile to carry out another cleavage-
ligation reaction. Remember, the nucleotides are color-coded as follows:

yellow = A green = U black = G white = C

1.  Locate the only remaining purine-pyrimidine junction marked in the intron
model.

2. Simulate the intron’s cleavage of itself by cutting it between the purine and

pyrimidine bases.

3. Transfer the intron’s 3’-OH to the pyrimidine base newly exposed at the end
of the shorter fragment.

4. Simulate ligation within the intron by taping its free ends together.
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Activity 2: RNA Catalysis

1.  What is the end result of this reaction? Draw the resulting molecules. Challenge
Questions

2. Where does the original guanosine molecule end up?

As you have seen, the group I intron is self-splicing, catalytically removing itself
from within the larger precursor rRNA in which it resides. This self-splicing occurs
by a two-step reaction sequence: a cleavage reaction, which excises the intron from
between the two coding exons that flank it, followed by a ligation reaction, which
splices the exons together to create the mature, and now smaller, rRNA. These
cleavage-ligation reactions require no source of chemical energy, such as ATP or
GTP, because they simply entail the replacement of one phosphodiester bond with
an energetically equivalent one (such reactions are termed transesterifications). All
that is required in vitro for self-splicing by the group I intron is free guanosine (or
any of its phosphorylated derivatives: GMP, GDP, or GTP) plus a divalent cation
(typically Mg*). Group Il introns, found in cyanobacteria and eukaryotic organelles
such as mitochondria and chloroplasts, have simpler requirements for their self-
splicing and do not need a free nucleotide.

Naturally occurring self-splicing introns react only with themselves and thus not
with external substrates. This self-limited reactivity stands in contrast to the
repeating action of protein enzymes, which typically react with many copies of an
external substrate in a repetitive turnover process. Some ribozymes of the nonin-
tron type (such as ribonuclease F, which participatcs in the cleavage and martura-
tion of transfer RNAs), are in fact capable of reacting with multiple copies of an
external substrate.

Exercise 2.2: A Laboratory Study of the Self-Splicing RNA from Anabaena

In this laboratory experiment, you will carry out in the test tube two important
reactions involving RNA. The first is transcription, a classic reaction in which a
DNA sequence is copied into a complementary RNA sequence. The RNA sequence
that you will transcribe contains a catalytic group I intron like the one you modeled
in the previous exercise. In the second part of this experiment, you will examine the
autocatalytic self-splicing activity of this RNA. The discovery of catalytic RNAs, or
ribozymes, of which the group 1 intron is just one example, resulted in a joint Nobel
Prize for Thomas Cech and Sidney Altman in 1989.

In most eukaryotic genes and some prokaryotic and phage genes, the genetic infor-
mation is not colinear with the chromosomal DNA sequence. Rather, the informa-
tion is interrupted by noncoding sequences, some many hundreds of bases long.
Chromosomal DNA is therefore a mix of coding regions, called exons, and noncod-
ing regions, called introns. During transcription, the exon and intron sequences are
transcribed together into a primary RNA transcript. In order to be translated into
protein form, this primary transcript needs to be processed into a mature RNA. Pro-
cessing involves catalytic removal of the introns and the simultaneous splicing
together of the exons. Such post-transcriptional processing is not confined to mRNA
production, but is also found in the production of functional rRNA and tRNA.

Four biochemical classes of spliceable intron have been identified. Some of these
need accessory proteins and/or an energy source to catalyze splicing efficiently, but
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Bringing RNA into View

the so-called group I and group Il introns require neither: They are self-splicing. All
that these RNAs require for self-splicing is a guanine nucleotide cofactor (guano-
sine, GMP, GDP, or GTP) and a divalent cation (Mg2*). The RNA you will use is a
pre-tRNA from the cyanobacterium Anabaena and contains a group I intron.

You will transcribe this autocatalytic RNA in vitro from an engineered plasmid
(pAtRNA-1) that contains a cloned copy of the tRNA®™ DNA gene sequence
(PCC7120) from Anabaena. This tRNA-encoding DNA was cloned into a commercial
plasmid (pBS-) downstream from a copy of the T7 promotor. The promotor provides
a transcription start site for the enzyme T7 RNA polymerase, which you will use to
copy the insert DNA into a functional RNA in vitro. The Cech lab further engineered
the insert DNA at its 3’-end to include an Earl site, a particular restriction endonu-
clease site. Cutting open the circular plasmid with the Earl enzyme at this site lin-
earizes the plasmid and provides a transcription termination site for the T7 RNA
polymerase. This type of termination is called run-off transcription, as the polymerase
literally falls off the end of the linear DNA when it reaches the Earl site. The linearized
plasmid will yield a primary RNA transcript of 334 nucleotides in our experiment.

The self-splicing reactions that form the mature tRNA™ involve both cleavage and lig-
ation. A schematic of the reaction is shown in Figure 2.3. Note that it is a two-step

intron

5'-end

3'-end

precursor (334 NT)

5'-end
—OH
40 NT

step | — formation of intermediate

intermediate 296 NT (296 NT)
step Il
tRNA 85 NT
—
G +
G

intron (250 NT)

Figure 2.3 Self-splicing reaction of the Anabaena group 1 intron.
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Activity 2: RNA Catalysis

mechanism in which different-sized fragments are produced during each step. Ini-
tially, we have the primary transcript with a length of 334 bases. In the first reaction
step, exogenous guanosine functions as a nucleophile to attack and cleave the intron
at its 5’-end. The resulting cleavage of the RNA at this 5’ exon-intron boundary yields
a 296 NT intermediate (plus a small 40 NT fragment representing the 5-end of the
exon). The second step, attack of the 5’-end of the exon on the 3’ intron-exon bound-
ary, cleaves the RNA at this boundary, ligating the 5’- and 3’-ends of the exon into a
mature 85 NT tRNA and releasing the free 250 NT intron. The overall result of the
cleavage-ligation reactions is the release of the 250 NT intron plus the mature 85 NT
tRNA molecule.

These reactions are simple transesterifications (involving the replacement of one
phosphodiester bond with an energetically equivalent one) and thus require no
source of chemical energy. We can study the kinetics (time-dependent changes) of
such a two-step reaction and determine which of the steps is slower (rate limiting).
This can be done by simply observing the pattern of splicing products. If the first
step is faster, then the intermediates made in the first step (296 NT and 40 NT) will
accumulate in the reaction mix. If the second step is faster, then you will see few
intermediates, only the 250 NT and 85 NT final products.

You will use acrylamide gel electrophoresis to analyze the kinetics of this RNA splic-
ing system. By running aliquots of the reaction mixture at various times during its
progress, you should be able to inspect the gel and determine the relative concen-
trations of the different fragments produced during the reaction. This qualitative
inspection allows one to determine which step is faster,

DAY 1, TRANSCRIPTION REACTION AND RNA ISOLATION Background and
In the first part of the experiment, you will transcribe in vitro a linear version of the Experimental
PAIRNA-1 plasmid. This recombinant plasmid encodes the catalytic intron Procedure

sequence of interest and was linearized by cutting the plasmid with the Earl restric-
tion enzyme. You will use this plasmid DNA as the template in the transcription
reaction. To prevent the intron from self-splicing prematurely as it is being tran-
scribed (rather than in the second part of this experiment), you will carry out the
reaction under conditions of high nucleoside triphosphate (NTP) concentration.
The reason is that self-splicing requires binding of a guanosine molecule to the folded
precursor RNA (analogous to a substrate binding to an enzyme). The binding of
guanosine, in turn, is promoted by Mg, and so the negatively charged NTPs are
present in the reaction mix to sequester this positively charged magnesium, thereby
limiting the guanosine’s ability to bind to the intron and stimulate its catalytic
action.

After the transcription reaction, you will treat the mix with DNase (RNase-free) to
remove all the high-molecular-weight plasmid DNA. You will then isolate the pri-
mary RNA transcript from any contaminating DNA fragments by binding the RNA
to a silica-gel matrix, from which it will be eluted in purified form with water. You
will perform both transcription and RNA isolation on the first day of the experiment.

DAY 2, SELF-SPLICING REACTION AND GEL ELECTROPHORESIS
In this part of the experiment, you will add Mg to the purified RNA solution to
allow it to self-splice. As self-splicing proceeds in the test tube, you will remove
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Procedure

aliquots of the reaction at various times and quench them. You will then determine
the size of the RNA fragments present at each time point by assaying them elec-
trophoretically on an acrylamide gel. The gel separates molecules according to size,
with smaller molecules moving farther. By visualizing the RNA fragments on the gel
and comparing their migration distances with those of a set of standard RNAs of
known size, you can assign sizes to the RNA fragments. You thus have an elec-
trophoretic assay for the splicing reaction. You will relate the observed elec-
trophoretic pattern of RNA fragments to one of two possible mechanisms for the
two-step self-splicing reaction: first step faster or second step faster.

DAY 1, TRANSCRIPTION REACTION AND RNA ISOLATION

Your instructor will provide you with Earl-cut plasmid DNA (approximately 2 ng/pl
concentration) as well as the reagents necessary for in vitro transcription. Use ster-
ile technique in this experiment.

CAUTION: Wear gloves at all times.

Transcription Reaction
1.  Add the indicated number of microliters* of the following reagents to a ster-
ile Eppendorff tube.

DNA Buffer** H,O INTP Mix*** RNase T7 RNA
Inhibitor Polymerase
20 5 48 10 2 5

These volumes assume that you are not using a commercial transcription kit.

** 1 M Tris, pH 8.0

Prepare ahead by mixing equal volumes of the four 100 mM rNTP stock solutions. This
mix provides a 4.0 mM final concentration of each rNTP in the reaction tube (16 mM in
total INTP).

2. Mix the reagents with a pipette tip and incubate the tube at 40°C for 2 hours.

3. Following the first incubation, add 1 ul of RNase-free DNase to the tube. Mix
and incubate for an additional 30 minutes at 40°C.

Isolation of RNA

After completing the transcription reaction, you will isolate the transcribed RNA for
use later in the self-splicing reaction. You will use a commercial RNA isolation kit
that employs a silica-gel column and provides all the necessary reagents.

1.  Add 50 pl of sterile water to the transcription mix tube.

2. Add 350 pl of RLT solution and 250 pl of 95% ethanol to the tube and mix
by pipetting up and down.

3. Load the entire volume on the RNA isolation column provided.
4. Microfuge for 15 seconds.

5.  Wash the column with 500 pl of RPE and collect the filtrate in a new Eppen-
dorff tube. Watch the volume of wash solution accumulating in the collecting
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tube and dump it out when the fluid level in the RNA column gets close to the
bottom of the column. You need to do this periodically, as the combined vol-
ume of the washes exceeds the volume of the collecting tube. Wash once more
with 500 ul RPE. When the column has drained, microfuge it for 2 minutes
to remove residual wash solution.

6.  Getasterile Eppendorff and elute the bound RNA into it with 50 pl of DEPC-
treated water. Store the RNA solution in the -70°C freezer until it is needed
for the self-splicing reaction.

DAY 2, SELF-SPLICING REACTION AND GEL ELECTROPHORESIS

Now you will analyze the time course of the self-splicing reaction. You will initiate
the splicing reaction by adding guanosine and a buffer containing Mg** to the puri-
fied catalytic RNA. As the reaction progresses, you will remove small aliquots at
various times and dilute them into solution that stops the reaction of that sample.
You then will run samples stopped at various times during the reaction on a poly-
acrylamide gel containing urea. Urea is a denaturant that eliminates RNAs three-
dimensional structure. With no secondary or tertiary structure to complicate
matters, the RNA fragments separate simply according to their molecular size.
Based on the expected sizes of each fragment, you should see the following bands
in an ideal separation:

T=0 T = Intermediate T=o0
334
295
250
85
40

Figure 2.4 Distribution of bands expected on the acrylamide gel.

Splicing Reaction
1. Set up four Eppendorff tubes, each containing 10 pl of stop solution. Label
the tubes as follows: T=0, T =30, T =60, and T = 90.

2. Set up a reaction tube containing 44.5 pl of the isolated RNA and 5 pl 10X
HEPES buffer (with Mg*). Mix and incubate at 50°C for 10 minutes. (Can
you think of a reason for this preincubation?)

3. Begin timing as soon as you transfer the reaction tube to a water bath at 32°C.
At the 1.5 minute mark, remove a 10 pl aliquot from the reaction tube and
add it to the T = 0 stop solution tube.

4. At the 2.0 minute mark, add 5 pl 10X guanosine to the reaction tube and mix
rapidly at 32°C. Every 30 seconds, transfer a 10 ul aliquot of the reaction to
the appropriately labeled stop solution tube.

Run the time-point samples on the polyacrylamide gel as described in the follow-
ing section. '
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Bringing RNA into View

Polyacrylamide Gel Electrophoresis

Your instructor will demonstrate how to assemble the gel apparatus that you will
use. You may use a prepoured gel, or you may pour your own gel. To pour a 9-by-
11-inch gel, you will need to prepare about 120 ml of acrylamide solution.

1.  Dissolve 7.2 gm of acrylamide powder in 120 ml of 1X TBE buffer contain-
ing 8 M urea.

CAUTION: Wear a mask and gloves when handling acrylamide powder.

2. Add 1% by volume of freshly prepared 10% ammonium persulfate and 0.1%
by volume of TEMED to the acrylamide-urea solution, mix, and carefully
pour the solution between the glass plates. Insert the comb. Let the gel poly-
merize for at least 2 hours.

3. After polymerization, fix the gel plates into the electrophoresis unit, cover
with an electrode buffer, and remove the comb. Immediately wash out the
wells with a syringe containing electrode buffer. This creates good wells.

Prerun the gel with no samples for 30 minutes at 30 W, washing out the wells
again after the prerun.

Load the samples. Electrophorese at 30 W, 1,500 V until the slowest moving
band, the xylene cyanol, is about 1 to 2 inches from the bottom of the gel.

4. Turn off the power supply, then remove the gel and stain for 30 minutes in
ethidium bromide. Photograph the gel.

CAUTION: Observe appropriate precautions around electrophoresis
equipment and when handling ethidium bromide.

Challenge 1.  Did transcription occur? How do you know?
Questions

2. Did splicing occur? How do you know?

3. Explain the gel data in your own words by drawing a diagram of the gel and
describing the nature of the bands observed, such as “This band (indicate
band with arrow) represents ., . . "

4. Which step of the splicing reaction is faster?

Additional Zaug, AJ., McEvoy, M\M., & Cech, T.R. (1993). Self-splicing group 1 intron from
Information Anabaena pre-tRNA: Requirements for base-pairing of the exons in the anticodon

stem. Biochemistry, 32: 7946-7953.

REAGENT LIST
a. Earl-cut pAtRNA-1 - concentration approximately 2 ug/ul
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m.

Sterile 10X transcription buffer - provided in the transcription kit or pre-
pared as 1 M TrisHCI, pH 8.0

Sterile 0.1 M MgCl, - autoclaved

Sterile 10X nucleoside triphosphate solutions - filter-sterilized aqueous
solutions containing 25 mM each of rCTP, rUTP, rATP and rGTP

Sterile 5 M NaCl

Sterile 10X HEPES buffer - autoclaved 250 mM HEPES bulffer, pH 7.5, con-
taining 100 mM MgCl,

Sterile 10X guanosine - 250 uM guanosine in 1X HEPES buffer

1X Tris-borate-EDTA buffer (TBE) - 0.1 M Tris base containing 0.083 M
boric acid and 1 mM EDTA

Stop solution - 0.1X TBE containing 30 mM EDTA, 10 M urea, 0.01% bro-
mophenol blue, and 0.025% xylene cyanol

Polyacrylamide gel - gel made of 6% polyacrylamide plus 8 M urea in 1X TBE
DNase I (RNase-Free)
T7 RNA polymerase

RNase inhibitor

Commercial Kits and Reagents

n.

Plasmid DNA isolation - QIAGEN Plasmid Mega Kit
RNA isolation kit - QIAGEN Rneasy Mini Kit

RNA size standards - (500 to 100 nucleotides) Ambion Century™ Marker
Templates

Earl restriction enzyme - New England Biolabs (10 U/ul), includes 10X
buffer.
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— FOR YOUR INFORMATION
The Origin of Life: New Answers for an Ancient Question

The origin of life has always been a fascinating and vexing question. Throughout the history of
humankind, this mystery has been the subject of passionate debate, and every age has come up with
answers that reflect the religious, philosophical, and scientific beliefs of the time. During the last 400
years, science and technology have been extraordinarily successful in allowing us to understand and
manipulate the physical world. More recently, the biological sciences have provided an understanding
of and ability to manipulate living systems that is unprecedented in history. In light of such modern
advances, it is only natural that we ask the ancient question anew: Where did we, and all life, come from?

For some, the answer is simple, satisfying, and ancient: God or a deity made all life as we know it.

Although the existence of a deity is not a topic that can be addressed through scientific inquiry, modern
explanations of life’s origin need not be based on received faith or unfounded opinions. We can seek a valid
naturalistic explanation for the mechanism of life’s origin, an explanation that is consistent with experi-
mental evidence. New data from ongoing scientific research is providing the means to construct informed
and testable hypotheses of our origins.

Of the recent data bearing on the origin of life, perhaps the most revolutionary was the discovery in 1981
that RNA can be catalytic. This discovery was significant to the question of life’s origin because it
showed for the first time that a molecule, RNA, exists that has both of the key properties essential to the
beginnings of a living, evolving system: the ability to encode information and the catalytic ability to con-
ceivably replicate itself and other molecules.

The discovery of catalytic RNA resolved a chicken-egg paradox about whether nucleic acids or func-
tional protein catalysts evolved first, which had long stymied progress in finding a viable scientific
explanation for the origin of life. If the nucleic acid RNA can function as a catalyst, then it could in prin-
ciple have functioned early in evolution as both genome (where genetic information is stored as the lin-
ear sequence of nucleotide bases) and replicase (the catalyst that replicates the genome). No DNA or
proteins would be required for an RNA molecule to duplicate itself in this hypothetical RNA world. This
RNA molecule could then evolve through natural selection into even more complex RNAs possessing
additional coding and catalytic functions.

Eventually in the course of evolution, DNA took over as the primary genetic material, while proteins
took over the vast majority of catalytic functions. All organisms today (except the RNA viruses) have a
genome of DNA. One reason that DNA may have taken over from—that is, out-competed—RNA is that
it is more chemically stable than RNA. RNA slowly breaks down into monomer units even at room tem-
perature, whereas DNA can persist for very long periods, long enough to enable biologists to recover
DNA from a 40,000-year-old wooly mammoth (but not from a 70-million-year-old velociraptor). Pro-
teins later emerged as the primary biological catalysts because of the chemical versatility of their 20
amino acid building blocks and their ability to assume a seemingly endless number of potential shapes.

The progenitor RNA almost certainly had a crucial ability conferred by its coding and catalytic proper-
ties: the ability to reproduce itself. This property of molecular replication gets to the very heart of what
it means to be “living” The distinguished geneticist and evolutionary biologist H.J. Muller, responding
to the question of what it means to be a living system, has said, “I think the most fundamental

|
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— FOR YOUR INFORMATION (continued)

property distinguishing a living thing . . . is its ability to form copies of itself. We call this ‘reproduc-
tion’ . . . ” To further clarify where the origin of life resides, Muller went on to say, “I should draw the line
where the Darwinian process of natural selection begins to come in, and that is at the appearance of (molec-
ular) replication of a self-copying kind—that is, the replication of mutations”

Our working hypothesis for the origin of life, the RNA world hypothesis, is that the first “living” and
evolving entity is likely to have been a self-replicating RNA molecule. In the following activity, you will
have a chance to explore RNA replication further.

Admittedly, naked replicating molecules are a long way from the complexity of even the simplest known
cell. But laboratory approaches like those guided by the RNA world hypothesis provide for the first time
what has been lacking in origin of life research: an experimentally testable starting point for the first
steps in the evolutionary process.
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Activity 3
| RNA and Evolution

CRICK’S CENTRAL DOGMA Introduction
In 1968, Francis Crick neatly summarized what was then our understanding of
the flow of genetic information in living systems. He proposed what is still
referred to as the central dogma of molecular biology. The dogma asserts that in
the biological world, the translation of genetic information is fundamentally a
one-way process: from nucleic acids, where information is stored as the “lan-
guage” of specific sequences of nucleotide bases, into the “language”

et e o faan nedacnal asmniinn anide and diverce chanee allaws s ~4

Ol proteins, wiiose 1unu1uua;. amux.U aliGs a.uu u.Vu:.k -‘ullut)\.u a1u0W i DNA » RNA. > proteins
them to express (do something with) the information in the cell. ~_

Crick’s view of the central dogma is summarized in Figure 3.1.

Figure 3.1 Crick's central dogma. The
curved arrow indicates DNAs well-known

The choice of the term dogma to describe what is essentially a scien- . - WE
ability to be copied during replication.

tific hypothesis was unfortunate. A dogma, because it implies an
unchanging and rigidly held belief, is just the opposite of a scientific
hypothesis. A hypothesis is a working proposal that is used to guide future experi-
ments, is held tentatively, and is subject to modification or rejection at any time as
new evidence dictates. True to its real nature as a scientific hypothesis, Crick’s orig-
inal proposal has been modified significantly as our understanding of genetic infor-
mation has grown during the last 30 years.

Crick’s main assertion, that genetic information flows from nucleic acids to proteins,
and not in the reverse direction, has stood the test of time. No instance of reverse
translation from proteins to nucleic acids has ever been observed. But today we know
that Crick’s original scheme of information flow was incomplete. Newer research
reveals that genetic information can flow back and forth between the nucleic acids
DNA and RNA. The well-known path of transcription of DNA into RNAs has been
widened into a two-way street as examples of transcription of RNAs into DNA have
been discovered. Some examples of this reverse transcription are the copying of viral
genomic RNA into DNA, with the DNAs subsequent insertion into the host cell
genome (for example, HIV and other retroviruses). Another example is the occasional
copying of cellular mRNAs back into DNA form, with their insertion back )
into the genome (as pseudogenes). The 1970 .dlsco‘\‘rery of the enzyme | © S\a o RN A—> proteins
reverse transcriptase, and the two-way informational “crosstalk” between « 7/

DNA and RNA that it makes possible, was so significant that it earned
David Baltimore and Howard Temin a Nobel Prize and required a modifi- Figure 3.2 Baltimore and Temins modified
cation of the original scheme for genetic information flow (Figure 3.2).  scheme for the flow of genetic information.

-
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Bringing RNA into View

Challenge
Questions

THE CENTRAL DOGMA SPAWNS THE CHICKEN AND THE EGG

A good hypothesis typically yields new questions to be answered; the central dogma
was no exception. Biologists interested in the origin and evolution of genetic infor-
mation mechanisms have long faced a dilemma in trying to figure out which key
cellular process, DNA synthesis (replication) or protein synthesis (translation), was
the first to evolve. While trying to answer this question in light of the known bio-
chemistry of contemporary cells and the information flow shown in Figure 3.1, a
classic chicken and egg paradox presented itself: If DNA can only be assembled and
copied with the aid of protein enzymes, and protein enzymes can only be encoded
by a pre-existing DNA, then logically neither one could have arisen first without the
other also being present.

THE CHICKEN AND THE EGG MEET THE RNA WORLD

This paradox was apparent to Crick when he proposed his original scheme of
information flow. Indeed, he was sufficiently troubled by it that he was one of the
first to propose a theoretical solution: Perhaps RNA was the first genetic informa-
tion molecule, emerging before either DNA or protein, and later giving rise to
both. This novel proposal remained an interesting speculation for 15 years
because, during this time, biologists had no experimental evidence that RNA pos-
sessed the biochemical versatility necessary to fulfill the role of progenitor mole-
cule. All of that changed in the early 1980s, when Thomas Cech and Sidney
Altman independently discovered the catalytic ability of RNA.

A world of possibilities concerning the origin of life and early evolution opened to
biologists once they realized that RNA can potentially fill both key roles required of
an evolutionary progenitor molecule: encode genetic information and act as a func-
tional catalyst capable of synthesizing other molecules, perhaps DNA and proteins.
This new vista is termed the RNA world hypothesis, which proposes that RNA origi-
nated first and functioned in the earliest stages of molecular evolution as both the
encoder of genetic information and the catalytic worker molecule. If correct, this
hypothesis eliminates the chicken-egg dilemma (DNA first or protein first) by pro-
posing that RNA came first. But just what functions did these versatile primordial
RNAs have that initiated biological evolution at the molecular level? In this activity,
you will examine some of the key functions of a primordial RNA.

The RNA world hypothesis expands once again our working scheme of biological

information flow and puts it into an evolutionary, historical perspective (Figure 3.3).

Read the Introduction, then answer the following questions:

1. Discuss some attributes common to all life forms and generate a brief list of
those attributes that you feel are the most essential. Why have you selected

these attributes?

2. 1f the RNA world hypothesis is correct, and RNA was the first heritable bio-

s T4

~ /

molecule, then RNA must have used both its information cod-

RNA=+> DNA = RNA —b proteins ing and catalytic abilities to accomplish a task essential for its

perpetuation. Discuss what this task would be. Is this task
included on your list of life’s essential attributes?

Figure 3.3 The RNA world hypothesis.
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Activity 3: RNA and Evolution

3.  Modify the information flow scheme shown in Figure 3.3 to reflect your
answer to Question 2.

Exercise 3.1: Nucleotide Base Complementarity

In this exercise, you will explore the concept of molecular self-replication. In par-
ticular, you will attempt to determine how, very early in the course of biological
evolution, a hypothetical RNA molecule might have made copies of itself without
the aid of protein enzymes. This property of unaided self-replication is not the
rule in living systems today: All DNA and RNA that we know of is replicated by
protein enzymes (polymerases or replicases) that assemble the monomer building
blocks of these nucleic acids into new copies. Why do we think that RNA mole-
cules might once have been, and may still be, capable of copying themselves?

The rationale stems from the RNA world hypothesis and from the observation that
certain catalytic RNA molecules are known to promote the ligation, or joining
together, of nucleotide building blocks, while using their own sequence as a tem-
plate. If a primordial RNA was able to combine information coding and catalytic
abilities in this way, it may have been able to make complete copies of itself. This
self-replication would have started evolution as the RNA proliferated and
inevitably produced variants of itself. Different variants would replicate more or
less rapidly, would “compete” with one another for raw materials, and some would
eventually assume new functions, such as the synthesis of DNA and proteins.

We are all aware of the universal process of biological reproduction, especially when
it results in the creation of a new individual—a plant giving rise to a new plant, or
parents giving birth to a child. As biologists, we need to be aware that all reproduc-
tion at the organismal level begins with molecular reproduction—replication—at the
level of the genetic molecules DNA and RNA. At life’s most basic level, then, molecu-
lar replication is essential.

What are the properties of DNA and RNA molecules that make their replication
possible? Quite simply, they are complementary interaction and templating. The term
complementary interaction is used here in the chemical sense: Two molecules inter-
act in a complementary way if their shapes “fit” one another (like a hand in a glove)
and they are able to form stable bonding interactions as a result. You know from
Activity 1 that in the case of the nucleic acids it is the monomer nucleotide bases
A, U (T in DNA), G, and C that engage in such complementary interactions. The
interactions follow defined pairing rules, based on the ability of certain base pairs
to form stabilizing hydrogen bonds. All known biological systems use this princi-
ple of complementarity to replicate their genetic material.

Activity 1 acknowledged the complementary interactions between nucleotide bases
and was concerned with them only as determinants of the three-dimensional fold-
ing of RNA molecules. Here you will examine the physical interactions of comple-
mentary bases more closely and consider the importance of these interactions for
the replication of nucleic acids.
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Bringing RNA into View

Materials ¢ nucleotide base cutouts
e millimeter ruler
* opaque tape

Procedure 1. Arrange paper cutout models of several different monomer nucleotide bases
randomly on the desk. Some of the models represent pyrimidine bases, made
up of a single ring, and others are purine bases, containing two rings.

2. Group the bases into stable hydrogen-bonded pairs. The dashed lines (- - - -)
on the models represent hydrogen bonds. Not all interactions among the bases
are stable, but stable interactions will meet the following criteria:

* An H on one molecule will form a hydrogen bond (- - - -) with an O or an
N on the partner molecule.

* At least two hydrogen bonds between a pair are needed for a stable inter-
action.

3. List below the stable pairs and the number of hydrogen bonds in each. Also
measure the overall diameter of each pair.

Base Pair Hydrogen Bonds (#) Diameter (mm)
4. Cover the dashed lines (- - - -) in the uracil (U) with opaque tape and see if

you can find another partner for it. Record your findings above.

Challenge 1.  How do the stable pairs that you found relate to the purine and pyrimidine
Questions base classes?
2. Why are only some base pairings stable? Speculate about the relative stability

of pairs with two bonds versus those with three.

3. What pairing(s) did you find for adenine (A)? Which is relevant to DNA? to
RNA?

4. What two pairings did you find for uracil (U)? Which of these is a “standard”
Watson-Crick pairing? The alternate pairing for U is referred to as a “wob-
ble” base pair. Wobble pairs and a few other nonstandard pairings increase
the number and variety of base associations. Predict the general effect of these
diverse pairings on the variety of shapes that RNA molecules can potentially
assume.

5.  How do the relative diameters of stable pairs compare? Assume that the
model bases have the same relative geometric proportions as the actual bases;
what implication does of your observation on base-pair diameters have for the
overall diameter of a double-stranded nucleic acid? How might a G-G mis-
pairing influence the diameter of the double-stranded molecule?
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Next you will use the strategy of molecular templating to explore how complemen-
tary interactions of bases play a role in the replication of nucleic acid polymers.

You may already be familiar with using a template to make a replica. A sculptor, for
example, can employ a template to produce a statue (Figure 3.4): In Step 1, a hol-
low mold (the template) is filled with liquid material that hardens. Separation of
the template from the hardened material yields a product that is complementary to
the template, in the sense that the product is solid where the template is hollow, and
the surface contours of the product protrude where those of the template recede.

Refer to Step 2 in Figure 3.4. Assume that the sculptor uses the statue itself, the
complementary product, as a new template and pours liquid material over its sur-
face. After the material hardens, the sculptor separates the products.

1. How does the hollow end-product of this second step compare with the
objects in Step 1?

2. What is the overall result of this process?

Challenge
Questions

Exercise 3.2a: Discovering a Pathway to Self-Replication

Because our working hypothesis is that a self-replicating RNA is likely to have been
the first “living” and evolving molecule, we must test this hypothesis by finding
such a molecule in nature or creating one in the laboratory. As yet, no naturally
occurring RNA able to fully replicate itself has been found in any organism. Such
an RNA could still exist, perhaps in a hot spring or deep ocean vent, as the living
fossil that would provide evidence of a past RNA world. Biologists are on the look-
out, and time will tell. In the meantime, scientists are developing new experimen-
tal approaches that have real potential to discover just such a self-replicating RNA
in the laboratory. You will explore this laboratory approach in a later exercise.

In this exercise, you will discover a sequence of events or a mechanism by which
self-replication might take place.

The following single-stranded RNA sequence represents a hypothetical ribozyme Procedure
that can act as a generalized ligase able to couple nucleotide monomers and form a
new copy of
template

{@ complement {@
4

&
A ¥ 2
template Step 1 complement Step 2

—’

Fill template Use complement
to create as a template to
complement. replicate original template.

Figure 3.4 Using a template to make an exact copy of an original.
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Challenge
Questions

Procedure
(continued)

new single-stranded RNA molecule. The ribozyme can use either itself or other
RNA molecules as a template to guide this assembly. Also shown are supplies of the
four nucleotide building blocks, A, U, G, and C. Your goal is to devise a series of
steps by which this template/ligase molecule can ultimately assemble an exact copy
of itself.

1.

Apply base pairing and the template strategy while writing in the appropri-
ate monomers next to the template. After completing this step, answer the
Challenge Questions that follow.

Template/Ligase Ribozyme Monomer Pools

5’

C

G AAA cccC
U AAA CcCCC
C

G GGG Uuuu
G GGG Uuuu
A

A

A

C

G

U

A

U

C

C

3’

1. Which of the following terms applies to the new single-stranded molecule

that you assembled?

a. exact copy
b. complement

Is the molecule that you assembled likely to be able to act as a template?
Explain.

Is the molecule that you assembled able to also act as a ligase catalyst?
Explain.

Assume for the moment that the complementary molecule you constructed is
a catalytic ligase, like the original template/ligase molecule. How might an
exact copy of the original be generated?

Now assume a different scenario in which the complement that you initially
assembled is not catalytic. Proceed again to produce the exact copy of the
original template RNA. Hint: Consider where the ligase activity might come
from for this next step. Keep in mind the properties of the original tem-
plate/ligase molecule that you started with.
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1.  How did you solve the puzzle of how to carry out the second step of the self-
replication process?

2. A two-step process may be the simplest path to self-replication, but it is
unlikely to happen this way. More likely, the process is gradual, with several
steps involved. Can you think of another route to self-replication?

Orgel, L.E. (1994, October). The origin of life on the earth. Scientific American,
271(4): 77-83.

Joyce, G.E, & Orgel, L.E. (1993). Prospects for understanding the RNA world. In
Gesteland, R.E, & Atkins, J.E (Eds.), The RNA world (pp. 1-25). Cold Spring Har-
bor, NY: Cold Spring Harbor Laboratory Press.

Although no RNA able to completely replicate itself has yet been found in nature,
scientists have made progress toward discovering a self-replicator in the laboratory.
These experiments are conducted in the test tube, at the molecular level, and apply
the key elements of evolution: variation, selection, and replication. Scientists are
learning much about the potential biochemical capabilities of nucleic acids and are
developing evidence-based hypotheses about how the first evolving RNAs might
have come to be. In Exercise 3.3, you will explore an early and pioneering labora-
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Challenge
Questions

Additional
Information

Exercise 3.3: Molecular Evolution in the Test Tube

In the mid-1960s, researcher Sol Spiegelman developed the first system for studying
the replication and evolution of RNA molecules in the test tube (in vitro). As his start-
ing material, Spiegelman chose the RNA molecule comprising the genome of bacte-
riophage Q, a virus that normally infects the bacterium Escherichia coli (E. coli). To
be replicated in a natural infection cycle, the Qff RNA must first get inside an intact
E. coli cell. To accomplish this, three of the four genes encoded by the RNAs 4,000
nucleotides specify proteins that enable the RNA to enter the bacterial cell and its
“progeny” RNAs to spread to new bacteria. The fourth gene encodes viral replicase,
the protein enzyme that uses the viral RNA as a template on which to assemble
monomers into new copies of the RNA. The replicase enzyme initiates copying of the
RNA by first binding to a small subset of bases within it, called the origin of replica-
tion. These few bases are all that any QB RNA molecule needs to be copied by the
replicase. Any molecule with an intact origin of replication sequence will be copied,
and any molecule in which this sequence is either lost or significantly mutated will
not be copied or will be copied at an altered rate.

The experimental system that Spiegelman employed was well suited to the study of
molecular replication and evolution in vitro:

* The experimental system streamlined and simplified the viral RNA replication
process, as compared with a natural in vivo infection. Specifically, the system
eliminated the requirement for QB RNA to first get inside an intact bacterial cell.
Spiegelman accomplished this by providing free in the reaction tube all the raw
materials needed for RNA synthesis (that is, the A, U, G, and C building block
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FOR YOUR INFORMATION
Modern Evidence of an Ancient World

As we study the many functions of RNA in contemporary life, we see remnants of early informational and catalytic
molecules that could have taken the first unaided steps in building the maze of tiny bridges that led from inani-
mate chemicals to living creatures. These versatile RNA molecules likely populated a primordial RNA world, in
which the process of evolution first began.

The efficient genomes of certain contemporary viruses and even simpler viruslike agents demonstrate that RNA
might easily have been a major genetic player in the saga of life. And today’s remaining catalytic RNAs (ribozymes)
may well be the 4-billion-year-old descendants of early catalysts that made possible key evolutionary processes,
such as the replication of RNA itself. Evidence of RNAs early importance mounts as new contemporary RNAs and
their diverse functions in the cell continue to be discovered. The familiar mRNAs, rRNAs, and tRNAs involved in
gene expression and protein synthesis have been joined by several recently identified molecules, such as the small
nuclear RNAs (snRNAs) that are involved in splicing and editing cellular mRNAs. New functions are even being
recognized for some of the familiar RNAs. Transfer RNA, for example, has been found to participate in nucleic acid

replication and in the synthesis of bacte-
rial cell walls. Some ribonucleotides, the
monomer building blocks of RNA, are
key components of the coenzymes that
assist protein catalysts. Modern coen-
zymes may be leftovers from an ancient
RNA world in which primitive catalysis
and metabolism were conducted solely
by RNA molecules that eventually
acquired the ability to synthesize more
efficient proteins. These and many other
examples show us that the range of
functions for RNA is considerably wider
than previously thought (Figure 3.5).

In our search for evidence of RNAs ver-
satility and life’s origins, we are not lim-
ited to identifying molecular functions
that exist in modern cells or viruses.
Research scientists now conduct labora-
tory experiments in which populations
of RNA molecules are made to undergo
evolution in the test tube, producing
molecules with entirely novel structures
and functions. These in vitro selection
experiments demonstrate that popula-
tions of RNA evolve according to known
principles.

The evidence at hand from several dif-
ferent approaches raises our confidence
about ancient scenarios that envision
RNA as perhaps the first self-replicating
molecule—a pioneer of life.

* RNA stores information and performs catalysis in vivo; no other
biomolecule has both propetrties.

* Nucleotide sequences of RNAs common to all organisms (for
example, rRNAs) are highly conserved (similar) among the many
different species studied, suggesting that RNA was a key mole-
cule present early in evolution.

* RNA or ribonucleotides are involved in most critical cellular func-
tions in all three domains of life:

- Adenosine triphosphate (ATP) is a universal energy carrier.

- Universal metabolic pathways employ adenine nucleotide
coenzymes (NADH, NADPH, FAD, CoA).

- Protein synthesis employs mRNAs, rRNAs, and tRNAs.

- rRNA by itself can catalyze peptide bond formation.

- DNA synthesis requires the prior conversion of ribonucleotides
to their deoxy form.

- The ribonucleotide uracil, found only in RNA, is the precursor
for DNA's thymine.

- RNA is the primer for DNA replication.

- Ribonucleotide derivatives function as key signaling mole-
cules in the cell (for example, cAMP, ATP).

* RNAs function as primers in DNA replication and reverse tran-
scription of retroviral genomes.

*» tRNA-like molecules are involved in nontranslational polymer-
izations (for example, cell wall synthesis, antibiotic synthesis).
» AtRNA-like molecule may have given rise to the RNA component
of telomerase, the enzyme that maintains the ends of chromo-

somes.

* Enzymatic processing of mRNAs involves other small RNAs (for
example, snRNAs, RNase P).

* Protein sorting into the endoplasmic reticulum of all eukaryotes
involves RNA (for example, SRP-RNA).

* During polysaccharide synthesis, ribonucleotides activate and
carry sugars.

Figure 3.5 Modern RNA functions that are consistent with an early RNA
world.
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nucleotides of RNA, plus some accessory bacterial proteins). These materials
normally would only be available to QB once it is inside a host bacterial cell. Also
provided in the tube was an ample supply of the viral replicase enzyme.

The system also had built-in mutation features ensuring base sequence changes
(molecular variation) in the population of “progeny” First, the replicase enzyme
is a relatively sloppy worker, making one or two random nucleotide base
changes (mutations) in each RNA copy that it produces. Second, the replicase
occasionally produces randomly broken copies of the RNA. In a natural infec-
tion of E. coli, many of these defective, shorter-than-normal RNAs would be
uncopyable or unable to spread the infection to other bacteria. Broken mole-
cules in the test tube system, in contrast, were not at a disadvantage for either
copying or perpetuation into the next “generation.” They could still be copied,
provided that they retained intact the short origin of replication sequence recog-
nized by the replicase enzyme. And, as described above, their perpetuation was
independent of their ability to infect cells in this test tube system.

The test tube system, then, neatly incorporated two of the three features essential
for all evolution: replication and variation.

Spiegelman next provided the third essential feature of evolution, selection, to
observe the evolution of the starting population of RNA molecules. To apply a selec-
tive pressure (a condition favoring some individuals and disfavoring others) on the
population of molecules, Spiegelman limited the time available to complete repli-
cation, thus giving a selective advantage to those RNA molecules that could be
copied quickly. In effect, this time limit transformed the copying process into a race
between variant RNAs that arose at random during the course of the experiment.
Speed of replication became a “phenotypic trait” of the molecules and a test of their
molecular “fitness” in this test tube “environment.”

Spiegelman and his associate started the experiment by adding QB RNA to a test
tube containing replicase enzyme and nucleotide monomers. They allowed the
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Figure 3.6 Experimental setup for in vitro replication of RNA.
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Bringing RNA into View

Procedure

Challenge
Questions

replication reactions to proceed for just 15 minutes. They then transferred a random
sample of progeny RNAs from the first tube into a second tube containing a fresh
supply of nucleotides and replicase enzyme (but no RNA other than that was trans-
ferred). The replication process was again allowed to proceed for 15 minutes, and a
sample from this second tube was transferred to a third tube of fresh raw materials.
This serial-transfer process was repeated 73 times (Figure 3.6). During the reaction,
the experimenters monitored the total amount of RNA that accumulated in each
tube as well as the size and nucleotide base composition of each “generation” of
RNA.

1.  Use what you now know about Spiegelman’s experimental system and about
evolution to formulate a hypothesis and make general predictions about how
the starting RNA population was altered during the course of Spiegelman’s
experiment. Your hypothesis should make predictions about changes that
might occur in three phenotypic traits of the RNA molecules:

* speed of replication
* length of the molecule
» ability to infect E. coli bacteria

Revise your initial hypothesis if necessary in light of the data in Figure 3.7 and
answer the following questions:

1.  What can you conclude from Figure 3.7 about the total number of RNA mol-
ecules produced in each generation? What does this imply about the average
replication speed of the molecules?
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Figure 3.7 Summary graph of simulated results from the in vitro evolution experiment.
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Activity 3: RNA and Evolution

2. The reason for the change in the speed of RNA replication was

a. a change in the replicase.
b. a change in reaction conditions among tubes.
c. a change in the RNA.

3. Two major changes occurred in the RNA molecules during the course of the
experiment that account for their altered replication speed. First, copying
errors that replaced one base with another were randomly made by the “sloppy”
replicase. The second and major reason for altered replication speed is appar-
ent from the general trend in the size of the molecules across time.

a. How would you describe this trend?
b. What happened to the longer molecules?

4. Imposing a time limit on the population for replication effectively made the
copying process a competition, a race. This competition was certainly not
“intentional” on the part of the molecules, but it was inevitable simply
because of the way the experimental “environment” operated. The reason
each “generation” of RNA replicated faster than the preceding one is that

a. the faster molecules in each generation produced more “offspring” copies
like themselves, thus increasing their chances of being randomly trans-
ferred to the next generation.

b. each generation became progressively better “adapted” to the demands of
the environment.

c. both are correct.

5. If you were to test the RNAs of successive test tube generations for their abil-
ity to carry out natural infection-replication cycles in bacteria, you would
expect to find

a. increased infectivity.
b. decreased infectivity.
c. no change in infectivity.

6.  After going from a length of 4,000 bases to approximately 700 (shedding
more than 80 percent of the genome) the molecules became no shorter. The
reason is that

a. RNAs shorter than this were not sampled and transferred to the next tube.
b. the replicase could not copy QB RNA molecules shorter than this.

7. 1f you were to test the shortened or mutated RNAs in the test tube for their
ability to carry out a natural infection-replication cycle in bacteria, you would
expect to find

a. increased infectivity.
b. decreased infectivity.
c. no change in infectivity.
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Bringing RNA into View

Additional
information

8. A change in environmental conditions will select for new “traits” in molecules,
just as it selects for new phenotypic traits in populations of organisms evolving
in nature. Spiegelman demonstrated this fact by changing the test tube envi-
ronment in various ways and repeating the experiment. In one case, he added to
each tube a chemical inhibitor of the replication process. He added just enough
inhibitor to significantly slow but not completely prevent replication. Over time,
the replication speed of the RNAs

a. decreased.
b. increased.
c. remained unchanged.

Since these classic experiments were conducted, powerful new approaches to
studying RNA and DNA in the laboratory have been developed. Techniques such as
the polymerase chain reaction (PCR) for in vitro replication of nucleic acids, rapid
nucleotide sequencing methods, and assays of nucleic acid function provide very
efficient ways to study these molecules. Scientists are now asking ever more prob-
ing questions about nucleic acid functions, those that already exist in nature and
those that might be fashioned in the lab. Today, for example, it is possible to syn-
thesize in the test tube large populations of RNA or DNA molecules with randomly
varying base sequences. Scientists can select from these diverse populations only
those molecules that possess a particular desired function, such as the ability to cat-
alyze a chemical reaction or bind specifically to some other molecule. Nucleic acid
sequences discovered in this way might one day be used to disable disease-causing
viruses and bacteria or even treat certain forms of cancer.

Directed molecular evolution, as this laboratory approach to molecular evolution is
called, is simply a more powerful and efficient variation on Spiegelman’ early studies of
RNA evolution. The same basic evolutionary features of population variation, selection,
and replication are employed in both cases. By exploiting the power of such experi-
mental approaches, we can learn much about the range of potential RNA functions and
can use this information to develop evidence-based hypotheses for how the first evolv-
ing molecules might have come to be. In Exercise 3.4, you will explore a sophisticated
approach to molecular evolution.

Mills, D.R., Peterson, R.L., & Spiegelman, S. (1967, July 15). An extracellular Dar-
winian experiment with a self-duplicating nucleic acid molecule. Proceedings of the
National Academy of Sciences, 58(1): 217-224.

Joyce, G.E (1992, December). Directed molecular evolution. Scientific American,
267(6): 90-97.

Szostak, J.W., & Ellington, A.D. (1993). In vitro selection of functional RNA

sequences. In Gesteland, R.E, & Atkins, J.E (Eds.), The RNA world (pp. 511-533).
Cold Spring Harbor, NY: Cold Spring Harbor Laboratory Press.
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— FOR YOUR INFORMATION
Molecular Selection in Real Time

One of the great difficulties of studying natural selection in the wild is that selection generally takes
place across a long period of time. Often scientists must be satisfied with reconstructing earlier events
by looking at the results of those events. For example, in the 19th century, Charles Darwin observed
a wide range of beak sizes and shapes among various species of songbirds isolated in the Galdpagos
Islands. The birds all turned out to be finches, yet their diets and habitats were very different, and their
beak characteristics correlated to their different ways to get food. Darwin observed these results of nat-
ural selective pressure, but he did not actually watch the process happen.

Fortunately, scientists have had opportunities to observe natural selection taking place in the wild and
in real time. Darwin’s finches provided such an opportunity. Several scientists extended observations
of these finches in the 1970s and later. These researchers collected data during several seasons, meas-
uring and recording the average size of beaks in populations of different finch species and the size and
availability of the seeds on which these birds fed. The data showed that during the observation peri-
od, changes in average beak size occurred in correlation with changes in the food supply of seeds. Dra-
matically, changes in the characteristics of the finch population could be observed in just one or two
seasons.
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Recently, scientists carried out experiments chemical synthesis of random DNA (approx. 10 variant sequences)

with selection in the laboratory, using pop- v transcribe

ulations of molecules. These modern in | Poo! of random RNA sequences ‘

vitro selection (or directed molecular evo- ¥ select (e.g, affinity chromatography or catalysis) 4--~: :

lution) experiments trace their origins to enriched pool of ANAs :
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the RNA replication work of Spiegelman.

But they are much more powerful, able to CDEA _ _
generate RNA or DNA molecules with pre- -amplify by PCR (introduce new mutations)
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dictable shapes and functions. These exper-
iments are based on the following goal: to
direct the evolution of a random popula-
tion of RNA molecules such that the popu-  Figure 3.8 The strategy of directed molecular evolution. A large, ran-

lation becomes enriched for molecules with ~domly synthesized population of nucleic acids undergoes repeated
a desired function cycles of selection followed by amplification. The result is a particu-

lar sequence well suited to the selection criterion.

RNA (enriched and mutated)
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For directed molecular evolution experi-

ments (Figure 3.8), scientists start with a large population of random RNA molecules (approximately
10), each with its own particular base sequence and shape. This starting mixture provides the variation
that is required for evolution to take place. The scientists subject this diverse population of molecules to
a selective test (also called selective pressure) by requiring that molecules possess some specific function,
such as binding to a test substance or catalyzing a chemical reaction, before the RNA molecule can be
replicated. Molecules able to meet the selective pressure have a reproductive advantage over the others.
Selective reproduction (replication) of RNAs passing the test is typically accomplished by the laboratory
procedure known as the polymerase chain reaction (PCR), in which many copies of the RNA molecules
can be generated in the test tube. By repeating this cycle of selection and reproduction of successful vari-
ants several times, the final population of RNA molecules is no longer random. Instead it is enriched for
particular structures that can carry out the desired molecular function.
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Bringing RNA into View

— FOR YOUR INFORMATION (continued)

Directed molecular evolution is simply a more powerful and efficient variation on Spiegelman’s pioneer-
ing in vitro studies of RNA evolution. Both of these laboratory experiments are nevertheless true exam-
ples of evolution at the molecular level. The same basic elements are at play here as in the evolution of
a population of living organisms: variation in the population, selection of individuals based on some essen-
tial function or ability, and selective reproduction of these individuals.

In vitro molecular evolution is, of course, much faster than the evolution of complex organisms. But both
processes are rather inefficient: Many molecules or organisms must be tested for each one able to suc-
cessfully meet the test. Nevertheless, the evolutionary process for both cases is powerful across time,
being able to generate RNA molecules with new functions and populations of organisms adapted to
changing environments.

Ideally, an in vitro process would be able to predict the exact RNA base sequence and shape required for
a given task and synthesize only this molecule, rather than having to screen many billions of random
molecules. Unfortunately, we are a long way from knowing enough about how molecular composition
determines shape and function to be able to use this more efficient approach. Nevertheless, as we learn
more from the in vitro selection experiments about the capabilities of RNA and DNA, we come closer to
this goal.

Exercise 3.4: A Nifty Trick with RNA in the Laboratory

A prediction of the RNA world hypothesis is that a self-replicating RNA once existed
in nature (and may still exist) and initiated the process of biological evolution. In
Exercise 3.2, you saw how, in principle, RNA might employ its catalytic ability to
replicate itself, and you examined laboratory approaches, like directed molecular
evolution, that can evolve RNAs with specific abilities. The search for a self-
replicating RNA continues in the lab and in the field. In this exercise, you will focus
on a recent laboratory product of this search, an RNA molecule that neatly unites
the ideas of directed molecular evolution, RNA catalysis, and RNA replication.

Procedure Figure 3.9 depicts an experimental reaction system for the replication of RNA. This
system was developed recently in the lab of Gerald Joyce at The Scripps Research Insti-
tute. The RNA molecule at the heart of this system functions as both a template mol-
ecule and a catalyst. It was originally generated in the laboratory using the technique
of directed molecular evolution by screening a large population of 10" randomly syn-
thesized RNA molecules. The researchers were able to select from this varied popula-
tion an RNA sequence, designated E100, capable of acting efficiently as both template
and ligase catalyst in this system.

To understand what is happening in Figure 3.9, apply the templating strategy for
replication that you studied in Exercise 3.1 (Figure 3.4). Recall that just as in sculp-
ture, the strategy to reproduce an original object is to make the complement of the
original, and then make the complement of that complement: The complement of the
originals complement is the original. As you work through this reaction sequence
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Figure 3.9 In vitro system for the continuous replication of RNA. RNA strands are shown as solid lines, DNA strands as dashed lines.

and make sense of the individual steps, you will appreciate its elegant internal logic
as a simple application of the templating principle. In a later exercise, you will have
the chance to perform this replication reaction in the laboratory.

Begin this exercise by analyzing what is happening in Figure 3.9, then answer the
Challenge Questions.

Step 1

» The RNA molecule in the upper left of Figure 3.9 is the ribozyme that serves
both a template function and a ligase catalyst function in this system. We will
refer to it as the template/ligase.

o The molecule labeled T7 prom(-) is a short single strand made up of DNA
nucleotides, with a few RNA nucleotides at its 3’-end. T7 prom(-) is the sub-
strate for the template/ligase, and it encodes one strand of the T7 promotor.
Later in the reaction, this promotor will serve, in double-stranded form, as the
start site for a transcription event by the protein enzyme T7 RNA polymerase.

(Recall that RNA polymerases, in general, transcribe DNA templates to make
RNA molecules.)
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* In Step 1, the template/ligase uses its template ability to properly align itself
with complementary bases in the substrate; it then uses its catalytic ability to
ligate the substrate to its own 5’-end.

Step 2

* The DNA primer is a short sequence of DNA that is complementary to the 3’-
end of the template/ligase RNA (shown hybridized in Step 2; the RNA is
shown unfolded at this point for simplicity). The primer’s sole function in the
reaction is to provide a start site for the protein enzyme reverse transcriptase.
Recall that reverse transcriptase copies an RNA template (or a DNA tem-
plate) into a DNA strand.

* The result of the reverse transcriptase step in this reaction is a double-stranded
molecule that is a hybrid. One strand of the hybrid is the original ribozyme
RNA with its attached prom(-) portion of the T7 promotor; the newly made
second strand is DNA that is complementary to the ribozyme (and also pro-
vides the second strand of the T7 promotor).

Step 3
* T7 RNA polymerase uses the now-functional (double-stranded) T7 promotor
as its start site to carry out a transcription reaction.

Challenge 1. What is accomplished in Step 1 of the reaction sequence? Which function(s)
Questions of the RNA ribozyme are employed at this step?
2. A double-stranded molecule results from Step 2, reverse transcription. What

is the coding relationship of the newly synthesized second strand to the RNA
ribozyme sequence? Which part of the templating strategy is accomplished
in Step 2? At the completion of this step, what function can the T7 promotor
in the double-stranded molecule perform?

3. In terms of the templating strategy, what does RNA polymerase accomplish
in Step 3? What is the product of this step? What effect does this step have
on the number of template/ligase RNA molecules in the tube?

4. Assume there is a surplus of monomer building blocks (ANTPs and tNTPs) and
substrate molecules in the tube. What will happen across time? If an aliquot of
this reaction mixture is transferred to a new tube containing monomers and sub-
strate molecules, what would you expect to happen?

5. The enzymes employed in the system, especially RNA polymerase, have rel-
atively high error rates (approximately one to two errors per molecule
copied). Comment on this system’s potential to generate novel RNA
sequences in the laboratory.

6.  The Joyce system, like the Q RNA replication system developed by Spiegel-
man, is able to reproduce RNAs continuously. Both of these systems, however,
employ reaction components that prevent them from qualifying as the true
self-replication of RNA. What are they? Which system is closer to true self-
replication? Why? '
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Exercise 3.5: Continuous in vitro Replication of RNA

Here is your opportunity to carry out in the lab the RNA replication reactions that
you explored in Exercise 3.4. Your teacher will provide you with the following
reagents:

REAGENT LIST
a. Tube 1, stock mix (This tube will be prepared ahead of time for you.)
218.2 pl high quality distilled water

20 pl KC1 (1 M) final concentration during reaction = 50 mM
12 ul EPPS buffer (1 M, pH 8.5 at 22°C) 30 mM
10 pl MgCl, (1 M) 25 mM
8 pl Spermidine (100 mM) 2 mM
20 pl dithiothreitol (DTT) (100 mM) 5 mM
8.4 pl cDNA primer, TAS 1.23 (100 uM) 2 pM
32 pl ribonucleoside triphosphate (rNTP) mix*

(25 mM of each rNTP) 4 X 2 mM
3.2 pl deoxy-NTP (dANTP) mix** (25 mM of each ANTP) 4 X 200 mM

* tNTP mix is prepared ahead by adding an equal volume of each of the four individual
rNTPs (each at 100 mM) to a single tube.
** dNTP mix is prepared by adding an equal volume of each of the four dNTPs (each at 100
mM) to a single test tube.

b. Tube 2, 22 pl substrate (S162-2) (100 pM)

c. Tube 3, 35 ul T7 RNA polymerase (100 U/pl)

d. Tube 4, 35 ul M-MLYV reverse transcriptase (200 U/pl)

e. Tube 5, 2.6 pl oxazole yellow ( YO-PRO-1) dye (1 mM). Protect from light.
f. Tube 6, 54 pl input PCR DNA (16 nM)

You will use a dye that fluoresces when bound to the nucleic acid to visualize the Procedure
production of RNA across time.

CAUTION: Always wear eye protection when viewing.

1. Place tube 1, tube 6, and a spectrofluorimeter cuvette (0.5 ml capacity) at
37°C.

2. To tube 1 at 37°C, add the following, in order:

16 pl of T7 RNA polymerase from tube 3

16 pl of M-MLYV reverse transcriptase from tube 4
10 ul substrate (5162-2) from tube 2

1.2 pl of oxazole yellow dye from tube 5
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3. To tube 1, add 25 pl (400 fmol) of prewarmed input PCR DNA (from tube 6).

4. Immediately transfer this mix to the prewarmed cuvette and begin taking
spectrofluorimeter readings (excitation wavelength = 491 nm; emission
wavelength = 509 nm).

5. Run the reaction in the cuvette at 37°C for 1 hour, taking fluorescence read-
ings every 2 minutes. As you monitor the reaction, remind yourself of what is
occurring in the tube by reviewing Figure 3.9 in Exercise 3.4.

6.  Plot fluorescence readings versus time to observe the RNA growth curve.
Challenge 1. How did the level of fluorescence emitted by the reaction change across time?
E Questions How do you account for this change?
2. How might this system of continuous replication be applied in a directed

molecular evolution type of experiment?

Alternative Exercise 3.5: .
Continuous in vitro Replication of RNA Using Visual Detection of Fluorescence

Here is your opportunity to carry out the RNA replication reactions that you
explored in Exercise 3.4. Your teacher will provide you with the following reagents:

REAGENT LIST
a. Stock mix

16 pl KCl (1 M) final concentration during reaction = 50 mM
9.6 ul EPPS buffer (1 M, pH 8.5 at 22°C) 30 mM
8 ul MgCl, (1 M) 25 mM
6.5 pl Spermidine (100 pM) 2 mM
16 pl dithiothreitol (DTT) (100 mM) 5 mM
26 pl nucleoside triphosphate (NTP) mix

(25 mM of each NTP) 4 X2 mM
2.6 pl deoxy-NTP (ANTP) mix (25 mM of each ANTP) 4 X200 pM
6.5 pl cDNA primer - TAS 1.23 (100 pM) 2 pM

229.2 ul high purity distilled water
320.4 pl total volume

b. Tube 1, dried 20 ul aliquot of stock mix

Each group of students will receive two each of tube 1. Each group will also receive
one each of tubes 2-6; each of these tubes has 2X volume of reagent, enough to
replicate the experiment twice.

c. Tube 2, 5 pl substrate (5162-2) (25 pM)

d. Tube 3, 4 pl T7 RNA polymerase (80 U/pl)

e. Tube 4, 4 pl M-MLYV reverse transcriptase (200 U/pl)
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f. Tube 5, 160 pl oxazole yellow dye (YO-PRO-1) (5 uM). Protect from light.

g. Tube 6, 24 pl input PCR DNA (16 nM)

You will use a dye that fluoresces when bound to the nucleic acid and illuminated Procedure
with UV light to visualize the increase in RNA across time.

CAUTION: Always wear eye protection when viewing.

1.  Label six half-milliliter Eppendorff tubes as follows: 0, 5, 10, 15, 20, and 25
minutes.

2. Put the tubes on ice; to each, add 13 pl of oxazole yellow dye from tube 5.
3. Place tubes 1 (dried stock mix) and 6 (input PCR DNA) at 37°C.
4. Add the following to tube 1 at 37°C:

* 5.4 ul distilled water
¢ 2.0 pl of substrate (S162-2) from tube 2
¢ 1.3 pl of T7 RNA polymerase from tube 3
¢ 1.3 pil M-MTV reverse transcriptase from tube 4

5. At time zero, add 10 pl of prewarmed input PCR DNA to tube 1. Mix and
immediately remove a 2 pl aliquot from this tube and transfer it to the iced
dye tube labeled “0.

6. At 5-minute intervals, transfer a 2 aliquot from tube 1 to the appropriately
labeled dye tube.

7.  Visualize the six dye-containing tubes as a group by UV light or, ideally, 490
nm light.

1.  How did the level of fluorescence emitted by the reaction change across time? Challenge
How do you account for this change? Questions

2. How could this system of continuous replication be applied in a directed
molecular evolution type of experiment?
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FOR YOUR INFORMATION
What Airplane Design Hasn’t Got to Do with Biology

When we look at the effects of natural selection on a population of organisms or of molecules, we see
that certain traits become more widespread in the population if they provide some advantage under a
particular set of circumstances. This phenomenon is commonly known as survival of the fittest, and it
is easily observable. It is tempting, then, to think that whatever characteristic or individual comes to
dominate a population must be the best structure possible to carry out the needed functions. This view
is in error. When we look at a living organism or even at individual molecular structures, we realize that
an engineer would have designed them differently.

Many people are under the impression that machines evolve just like living organisms, but this is hardly
the case. Consider a simple example, the human-designed airplane. The Wright Brothers achieved the
first successful powered air flight by building a biplane. It had a wooden frame, a cloth skin, an open
cockpit, and a propeller driven by a reciprocating piston engine. This frail craft would not be much com-
petition for a large modern passenger plane carrying 300 times as many passengers and flying 100 times
faster at much higher altitudes.

Although we may say casually that one plane “evolved” into the other, in fact, what really happened over
the years was that many new prototype planes were created. But each new plane was designed, tested, and
built on the ground before it was flown. Understandably, engineers choose not to take the risks associated
with construction on-the-fly. Living systems do not have this luxury.

A living system has to keep going, keep reproducing, without missing a generation, or it disappears. Cells
do not get to take time out while the machinery for protein synthesis or replication is replaced by a com-
pletely new and better design. This would be analogous to the old parts of an airplane being dismantled in
midair while new parts of better design were constructed and attached without ever landing or crashing.
Intermediate structures, such as a plane with one wooden wing and one new metal one, would have to be
sufficiently airworthy for uninterrupted flight.

Because life comes from pre-existing life, living organisms must in effect evolve in “midair” The fictional
Dr. Frankenstein went into the laboratory and constructed a new human from spare parts before he
sparked it into life, but in the real world of living systems, life is continuous. New organisms must be
built from the blueprints of their parents without interruption.

That biological evolution must take place on-the-fly is an enormous constraint. The feasible alterations
to an airplane in flight are much more limited than the experiments and changes that engineers can
carry out on the ground, in the safety of the hangar. The engineer builds painstakingly with planning
and foresight; evolution meanders along testing randomly generated variations. The combined effects of
trial and error plus natural selection take an unavoidable toll in failed experiments, but inevitably lead
to better designs for the survivors. Importantly, what survives in nature will not necessarily be the best
design possible but simply the most advantageous structure available at the time from a large pool of
variants.
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Activity 4
RNA Evolution in
Health and Disease

A news article carried the following ominous headline:

“Overprescribing: Misuse of Antibiotics Creates Superbugs”
The Salt Lake Tribune
September 17, 1997

The article went on to report:

Faced with patients demanding medicine for coughs, congestion and snif-
fles, doctors wrote 12 million [inappropriate] prescriptions for antibiotics to
U.S. adults in a single year—even though the drugs are worthless for colds
and other viral infections. Such misuse fuels the spread of bacteria that are
resistant to antibiotics, leaving fewer effective drugs for patients with seri-
ous bacterial infections, University of Utah physician Merle A. Sande and
Colorado doctors reported today in The Journal of the American Medical
Association. “It's extremely serious,” said Sande, the university’s chairman of
internal medicine. “We are losing all these antibiotics. Our future and our
children’s future is going to depend on us being more selective.”

No doubt you have encountered similar news stories warning of the overuse of
antibiotics and its contribution to the emergence of resistant strains of bacteria. Since
1943, when penicillin was first introduced as the “magic bullet” for curing many
infectious diseases, more than 100 additional antibiotics have been developed.
Despite this seemingly large arsenal, the unfortunate fact is that most of these agents
are becoming less and less effective as widespread misuse promotes the development
of resistance among bacterial species. Today, it is estimated that 90 percent of all
staphylococcus strains are penicillin-resistant, and several other pathogenic species,
such as Streptococcus, M. tuberculosis, and P aeurginosa, have developed strains
resistant to all but a few remaining drugs. Inappropriate use of antibacterial agents
is a problem not just in medical practice but in animal husbandry, where low levels
of antibiotics are routinely included in livestock feed, and increasingly in consumer
products such as soaps and detergents that incorporate antibacterial agents.

In this activity, you will see that the acquisition of antibiotic resistance by bacteria,
and of resistance to antiviral drugs by viruses, is a predictable result of the evolu-
tion of these organisms’ genetic systems.
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Bringing RNA into View

When you examined RNA replication in Activity 3, you saw that evolution, whether
of populations of molecules in the test tube or organisms in the wild, is driven by
three basic processes: (1) random generation of mutations in DNA or RNA; (2)
replication of these mutations during nucleic acid synthesis, with some of the off-
spring inheriting these mutations; and (3) enhanced reproductive success (by nat-
ural or artificial selection) of those individuals carrying mutations that are
advantageous. Now you will explore how these three natural processes can conspire
to promote the spread of resistance among pathogens.

Exercise 4.1: Setting the Stage for Antibiotic Resistance

Random mutations are always arising within populations. Most mutations are
harmful to their carrier, some are advantageous, and others are “selectively neutral,”
having no effect on the carrier’s reproductive success. Although mutations are
inevitable, most organisms manage to keep the mutation frequency (the number of
mutations per base per generation) relatively low by repairing most of them before
they have a chance to be passed on. Thus, the chance of a particular mutation
occurring in a particular individual is low. However, mutations appear often in rap-
idly growing populations consisting of many individuals.

Consider the bacterial mutations that result in resistance to the aminoglycoside antibi-
otic streptomycin. Aminoglycoside antibiotics inhibit protein synthesis in prokaryotes
(bacteria) by binding to a specific sequence of bases in their 16S ribosomal RNA (see
FYI essay How Aminoglycoside Antibiotics Target Bacterial RNA). Particular single-base
(or point) mutations in the bacterial rRNA can prevent the binding of streptomycin,
enabling the bacterium to become resistant to the drug. The likelihood that any par-
ticular base will be mutated to cause resistance is small, occurring in perhaps 1 in 1
billion genome replications (that is, the mutation frequency is 1/1,000,000,000 or
10 per individual). But because bacteria reproduce so frequently (every 20-30
minutes), an infected wound may easily contain billions of individuals. The popula-
tion in the wound can become large enough that it is virtually certain that at least one
bacterium will have acquired streptomycin resistance due to this mutation.

To calculate the probability of finding a particular point mutation in a population
of a given size, we would multiply the mutation frequency per base pair per organ-
ism (10°) by the number of organisms present. For example, in a population of 1
billion (10°) bacteria, the probability equals unity (10° X 10° = 1). That is, the pres-
ence of one streptomycin-resistant bacterium is statistically a near certainty by the
time the population reaches 1 billion. While one resistant bacterium in a billion
might seem like a harmless drop in the bucket, this solitary resistant cell (unlike
its millions of susceptible neighbors) would continue to multiply in the presence of
streptomycin, producing resistant descendants. Once this mutation has spread in
the bacterial population, treatment with streptomycin and certain other related
compounds would prove futile.

Another important factor affecting the rate at which bacteria acquire resistance muta-
tions is the fact that bacteria are quite promiscuous. They have several ways of acquir-
ing and exchanging genetic information, with other members of their own species as
well as with other bacterial species. These genetic exchange mechanisms include sex-
ual transfer (conjugation), direct uptake of free-floating DNA (transformation), and
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transfer from viruses (transduction). Such promiscuous genetic exchange allows for
the “accelerated evolution” of resistance in bacteria. (The evolution is accelerated in
the sense that a given species can bypass the mutation process by acquiring an already
mutated resistance gene from another species.)

Read the introduction to Exercise 4.1, then answer the following questions:

Challenge
1. Infecting bacteria typically divide once every 30 minutes. If a single bacteri- E Questions
um is introduced into a wound at time zero, how many hours would it take
for this bacterium to exceed 100 descendants? 1,000 descendants? 10,000
descendants?

2. Isit possible that a bacterial population size could reach 1 billion without a
streptomycin-resistant individual arising? Could it reach 3 billion? Explain.

3a. Is it more likely or less likely that the same mutation would arise independ-
ently in two different bacterial cells within a population? Explain.

3b. In reality, there are several sites within the bacterial rRNA that can undergo
single point mutation and can individually cause resistance to streptomycin.
Each of these sites has a roughly equal likelihood of incurring a mutation
(approximately 10°). What effect does the presence of several potentiai siies
for mutation have on the overall chance of streptomycin resistance arising in
the bacterial population?

4. When antibiotics are required to combat an infection, it makes sense to start
therapy as soon as possible to cure the disease quickly and minimize suffering.
Explain the evolutionary rationale for starting therapy earlier rather than later.

Review Figure 4.1, then answer the following questions:

5. What can you hypothesize from Figure 4.1 about the type of chemical inter-
action that contributes to the binding between streptomycin and the rRNA?

6.  Notice in Figure 4.1b that bases A532 and C525 are unpaired and located in the
loop region of the binding stem-loop. Speculate how a mutation from A to G at
position 532 could alter the binding of streptomycin and promote resistance.

7. The “530 stem-loop” in 16S rRNA is highly conserved among bacteria, vary-
ing very little in sequence between bacterial species.

a. What does this fact imply about the importance of this region in normal
bacterial ribosomal function? Explain.

b. Speculate why the ability to produce agents like streptomycin was strongly
selected for among certain fungi (genus Streptomyces) that compete with
both bacteria and other fungal species in the environment.

c. Speculate why streptomycin has no effect on eukaryotic protein synthesis.
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— FOR YOUR INFORMATION
How Aminoglycoside Antibiotics Target Bacterial RNA
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Figure 4.1 (a) The structure of streptomycin. Note the positive charges. (b) The predicted secondary structure of bacte-
rial 165 rRNA, showing the location of the “530 stem-loop” involved in streptomycin binding. The positions of two
bases—A532 and C525, whose mutation can confer streptomycin resistance—are indicated. Note that the RNA is shown
at smaller scale than the streptomycin molecule. (¢) An enlargement of three rRNA bases in the streptomycin binding
region, including A532. Note the negative charges in the phosphate backbone.

Exercise 4.2: Selecting for the Emergence of Resistance

The ideal effective antibiotic therapy kills all of the infecting organisms before their
rapid division can give rise to even a single highly resistant cell. Unfortunately, this
ideal is undermined when the invading population is exposed to a dose of the drug
that is too low. The trick is for the patient to start therapy as soon as possible and
take enough medication across several days to allow tissue levels of the drug to
reach a concentration capable of killing all members of the population.

But the ever present genetic diversity in biological populations complicates this
task. Recall that for the vast majority of genetic traits, natural populations have a
diversity of phenotypes that display the traits to greater or lesser extent. This is also
true for the trait of drug resistance in bacteria. Genetic diversity for antibiotic sen-
sitivity within a bacterial population results in individuals with susceptibilities that
range from high to low; greater concentrations of the drug are required to kill the
less susceptible individuals.

If too little antibiotic is prescribed or if the patient stops taking it before complet-
ing the treatment course, tissue levels of the drug never become high enough to kill
all the bacteria. Low levels of streptomycin, for example, merely slow the growth of
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Activity 4: RNA Evolution in Health and Disease

bacteria but do not kill them. Such incomplete treatment is an opportunity for bac-
teria to evolve into a more drug-resistant population. Under these conditions, the
antibiotic is said to exert selection pressure on the population. That is, the antibi-
otic acts as an environmental factor that allows a formerly uncommon phenotype
(less susceptible) to multiply while inhibiting the previously dominant phenotype
(susceptible). Low levels of the drug may select against the majority of the popula-
tion, which is highly susceptible, by inhibiting or killing it. But these low levels end
up selecting for the minority of the cells, which are less susceptible, by failing to
kill it. These less susceptible bacteria continue to divide and make up an ever
increasing portion of the evolving population.

Any new random mutation in this modified population that happens to produce an
even higher level of resistance will quickly spread in the same way. The inevitable
outcome is a population of highly resistant descendants. Further treatment with
this drug will now be ineffective, even at higher doses. The only hope at this point
is to try another antibiotic, a diminishing option as organisms continue to evolve
resistance to ever more agents.

Inappropriate antibiotic treatment promotes the spread of resistance in pathogen
populations in another way: It inhibits or kills normal resident bacterial cells that
happen to be sensitive to the drug used. This treatment changes the ecology of the
wound “environment” and effectively decreases the competition between bacterial
species, which would otherwise act to slow the growth of the pathogen. Making
matters worse, it is possible that the resistant pathogen can transfer its resistance
gene(s) to other bacterial species, both normal flora and other potential pathogens.

Read the introductory text to Exercise 4.2, then answer the following questions: Challenge-
a Questions
1. Explain the evolutionary justification for the following statement: The rou-
tine addition of antibiotics to livestock feed is ill advised. Can you think of a
recent example of a resistant pathogenic bacterial strain that originated in

livestock?

2. A common medical practice is to treat single-pathogen infections with broad-
spectrum antibiotics that affect several different bacterial species, rather than
use a drug that targets particular pathogens. Comment on this practice from
the perspective of an evolutionary biologist.

3. Can the emergence of antibiotic resistance be avoided altogether? Explain.

Exercise 4.3: Observing Evolution in Action

In Activity 3, you explored some experimental approaches, such a directed evolu-
tion, that allow researchers to manipulate the evolution of populations of RNA mol-
ecules in the laboratory. In this exercise, you apply selection to shape the evolution
of a population of living cells.

You will observe the effect of varying concentrations of streptomycin on a popula-
tion of the bacterium Escherichia coli (E. coli). You will accomplish this by growing
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Bringing RNA into View

agar (without) streptomycin agar (witr}streptomycin
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pencil (1/4 inch)

Figure 4.2 Preparation of an antibiotic gradient plate. (1) Pour the lower layer of nutrient agar, containing no antibiotic, at an
angle and allow it to solidify. (2) Pour the upper layer of nutrient agar, containing 1 pg/ml of streptomycin, while the plate is level.

Materials

the bacterium in the presence of a concentration gradient of the antibiotic. You can
easily establish a gradient on a single petri dish using the gradient plate technique
(Figure 4.2). Across time, diffusion of the streptomycin from the upper layer into
the lower layer establishes a concentration gradient of the drug (from low to high),
running from one side of the plate to the other. Cells growing at different locations
on the plate are thus subjected to different concentrations of the drug.

After the bacterial population has grown in the streptomycin gradient, you will
observe the distribution of growth across the plate and draw conclusions about the
population.

¢ 1 water bath (for the entire class)

* 1 sterile petri dish

* 1 automatic pipette (0.1-0.2 ml)

¢ 1 bent glass rod “hockey stick”

* beaker of 70% ethanol

* marking pencil

* 1 tube of starting bacterial population (a 24-hour culture of E. coli grown in
nutrient broth)

¢ 2 10-ml tubes of trypticase soy agar

¢ 1 tube of stock streptomycin solution (10 mg per 100 ml water)

1. Melt the trypticase soy agar in both tubes by immersing them in the hot
water bath. When the agar has melted, place the tubes at 45°C.

2. Use the marking pencil to draw an arrow across the middle of the petri dish
bottom (on its outside surface).

3. Place a pencil under the edge of the plate perpendicular to the arrowhead.
Pour in enough molten agar to just cover the entire bottom surface. Allow the
agar to solidify in the slanted position.

4, While the first layer is solidifying, use a sterile pipette to add 0.1 ml of the
stock streptomycin solution to the second tube of molten agar. Mix well by
vortexing or swirling the tube.

5. Place the petri dish in a level position and pour in enough of the strepto-

mycin-containing agar to just cover the high edge of the lower agar layer.
Allow to solidify.
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Activity 4: RNA Evolution in Health and Disease

6.  With a sterile pipette, deposit a 0.2 ml inoculum of the E. coli population on
the surface of the agar. Use an alcohol-dipped and flamed bent glass rod to
spread the 200 million or so individual cells uniformly over the entire surface
of the agar.

7. Label the outside of your plate and incubate in an inverted position for 48
hours at 37°C.

8.  Following the first incubation, examine the distribution of bacteria on the
plate. You will see areas of confluent growth, where many individuals from
the original inoculum are growing crowded together, and areas where dis-
crete colonies are separated by regions showing no growth. Recall that each
colony consists entirely of the offspring of a single original cell at that loca-
tion on the plate, all dividing together. (In a genetic sense, you can think of
each colony, with its approximately 107 cells, as the clonal equivalent of one
cell from the original inoculum).

a. On the following diagram, draw your arrow and indicate the high and low
ends of the streptomycin gradient.

b. Indicate on the diagram the locations of confluent growth and of discrete
colonies. '

low streptomycin high streptomycin

Then select two or three isolated colonies in the middle region of the plate
and, using a sterile inoculating loop, streak each colony toward the high
streptomycin side of the plate.

9.  Reincubate the plate in an inverted position for an additional 48 hours at
37°C.

10.  Following the second incubation, indicate on the following diagram the pat-
tern of growth that resulted from the colonies that you streaked toward the
high streptomycin concentration.

low streptomycin high streptomycin
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Challenge
Questions

What can you conclude about those cells in your original E. coli population that
were able to grow in the higher concentrations of streptomycin, even though
they had never been exposed to the drug before you plated them? How does
this result relate to the genetic diversity that existed within the original popu-
lation of bacteria used in the experiment?

Assume that you take a few cells from one of the colonies growing at high strep-
tomycin concentration and grow a population of cells from them. How would this
population differ from the original one in terms of its proportion of streptomycin-
resistant individuals? How does the emergence of this new populatlon represent
the workings of selection and evolution?

In your experiment, the levels of streptomycin obviously were not high enough to
kill all the bacteria in the population. State the parallels between the results of
your experiment and the emergence of resistance among the infecting bacteria in
patients treated with inadequate doses of antibiotic.

Recall that streptomycin inhibits bacterial growth by binding to the organ-
ism’s 16S ribosomal RNA. Bacteria become resistant to streptomycin primarily
as a result of mutations in the 16S rRNA or in one of the ribosomal proteins
normally associated with this RNA. Can you determine from the results of
this experiment whether the resistance in your bacterial population is due to
a change in the rRNA or in the ribosomal protein? Review Figure 4.1 and try
to think of an answer that uses the technique of nucleic acid sequencing.

Exercise 4.4: Evolution in a Microcosm

In this exercise, you will see how an RNA virus such as HIV can evolve even within
the microcosm of a single infected individual.

Figure 4.3 lists the variant strains of HIV that emerged and predominated at differ-
ent times during the course of a particular patient’s treatment regimen. Nucleotide
base sequences were determined in samples of viral RNA (or proviral DNA) taken
from the patient at various times before, during, and after treatment with the antivi-
ral drug zidovudine (AZT) alone. AZT is a commonly used component of antiviral
drug cocktails because it can inhibit reverse transcriptase (RT). RT is an important,
virally encoded enzyme responsible for replicating the virus's RNA and copying it
into a DNA provirus form. The DNA provirus can then integrate into the infected
cell's genome to produce a state of chronic infection.

Time of Sample During Treatment (Weeks)

Before After
Treatment 17 22 56 81 10 Treatment, 148
Variant
Strain
Present pre 70 70 70,215 70,215;41 21541 215;41

Figure 4.3 HIV variant strains appearing during the course of infection and treatment.
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—] FOR YOUR INFORMATION
The Evolution of RNA Viruses

Many viruses have genomes of RNA. Some are important human pathogens that have significant public
health and economic impacts: common cold, flu, human immunodeficiency virus (HIV), and measles,
among others. Many examples are also found among plant viruses, several of which have major ecolog-
ical and economic impacts in agriculture and forestry.

As in the case of bacteria, any virus mutates as it replicates. A distinctive feature of RNA viruses, how-
ever, is their very high rate of mutation (10°-10* per base pair per replication, a rate 100,000 times
greater than for cells). As discussed in Exercise 4.1, the frequency with which mutations arise in any
population is determined in part by how often the organisms reproduce. Viruses replicate millions of
times each day, so random mutations are constantly arising.

Another factor contributing to high mutation rates of viruses is the relative infidelity of viral nucleic acid
replication. The replicase enzyme that copies RNA genomes occasionally makes random errors, inserting
the incorrect monomer (for example, A opposite G, or U opposite C). The polymerases that copy DNA also
make errors, but unlike RNA viruses, cells have evolved a molecular quality-control, proofreading mecha-
nism that is able to correct mistakes most of the time and thus keep DNAs mutation rate low. The relative
“sloppiness” of RNA replication enhances the rate of new mutations. It has been estimated that among the
HIV viral population in a single infected person, each of the viruss 10,000 RNA bases is mutated more
than 10.000 times each day.

nan 1v,vuv mes ¢

As a result of their high mutation rates, any RNA virus population will contain a high level of sequence
variation. Thus the “genome” of a population of RNA viruses is not a single unique sequence, but rather
a population of many related variants. Because mutations occur randomly, some viral genomes might
have escaped mutation entirely, while others may have many mutations. Most of the mutations are harm-
ful, and those viruses will not survive. Some genome changes, however, will by chance confer an advan-
tage for viral propagation or other aspects of viral behavior. Because the evolutionary principle of
selection applies to viruses as well as to free-living organisms like bacteria, we can make certain pre-
dictions about the general course of virus evolution in the face of medical attempts to thwart them with
antiviral drugs.

Each of these viral variants was found to contain one or more mutations in the
RNA gene that encodes reverse transcriptase. Rather than impairing the enzyme’s
function, these particular mutations rendered the enzyme less susceptible to the
AZT drug, thus conferring a degree of drug resistance on the variant virus. Vari-
ants that have more than one such mutation in the same RT gene are designated
with multiple numbers (for example, variant 70;215 has two different mutations).
Fach number in the designation refers to a mutation in RNA that affects the
amino acid at that position number in the RT protein. Variant 70,215, for exam-
ple, has two mutations in its RNA, one affecting amino acid 70 and the other
affecting amino acid 215 of the RT protein.

You can see in Figure 4.3 that the virus population changed across time in- this
patient. The change in the viral population is a good example of evolution in a
microcosm—in many ways similar to the test tube evolution of RNA that you
explored in Activity 3.
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Bringing RNA into View

You can better understand the historical pathway of HIV evolution within this
patient by identifying the ancestor-descendant relationships among the different
variant strains. Figure 4.4 is a branching diagram (a phylogeny) that allows you to
summarize these relationships.

Procedure 1. Use the data in Figure 4.3 to fill in the phylogeny diagram. In the square

brackets [ ], write in the variant strain that was present at a particular time
(for example, 215;41).

2. In the parentheses ( ), write the designation number of the particular new
mutation (for example, 215) that arose in the population at the indicated
point in time.

A after treatment [ ]
110 ( ]

( )
81 ( ]

( )
56 ( ]
time
(weeks) ( ’ ]
I ( )
( ]
22 ( ]
17 [ ]
( ]
( )
before treatment [ 1

[ ]=strain present

( ) = new mutation

Figure 4.4 A phylogeny of ancestor-descendant relationships showing an evolution of HIV in a
single patient.
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1.  The viral population in this patient changed across time. Explain this change in Challenge
evolutionary terms. What role did AZT play in shaping the course of this change? Questions

2. What do you think happened in the branches (lineages) that appear to ter-
minate during the course of the infection?

3. Which combination of mutations appears to confer the most AZT resistance on
the virus during the course of this study? Explain the reason for your choice.

4. What mutational mechanism can account for the eventual loss of the 70
mutation in the surviving virus lineage?

5.  The emergence of strain 215;41 sometime between weeks 81 and 110 of ther-
apy, and its persistence after the end of therapy, implies that the rate of
change in the viral population slowed when therapy stopped. Explain this
slowing in evolutionary terms. What might you expect to happen if therapy
with AZT alone were reinstituted? What can you conclude about the long-
term effectiveness of treatment with only a single drug?

] FOR YOUR INFORMATION
Combating Viral Disease

Antibiotics kill bacteria and other cellular microbes by interfering with cellular structure or function.
Because cells are complex structures, there are many points at which they can be vulnerable to differ-
ent antibiotics. You have seen how the aminoglycosides interfere specifically with bacterial protein syn-
thesis by binding to bacterial rRNA. Penicillin, in contrast, impairs synthesis of the bacterial cell wall.
(Eukaryotic cells are unaffected because they lack such walls.) Still other classes of antibiotic interfere
with functions of the bacterial cell membrane, such as ion transport.

Because viruses are noncellular structures (they must parasitize living cells to reproduce), they are not
affected by antibiotics. Taking an antibiotic for your head cold or flu is not only a waste of time and
money, it needlessly exposes your normal bacterial flora to a selective pressure that promotes antibiotic
resistance. A variety of other chemical agents known as antivirals have been developed that target dif-
ferent steps in the viral reproduction cycle. Antivirals typically interfere either with the entry of the virus
into the cell, the machinery of viral genome replication, or the assembly of progeny virus particles. In
the case of HIV 1, the viral cause of AIDS, antivirals in current use fall into two main categories: those
that interfere with key viral enzymes needed for viral RNA replication (for example, inhibitors of reverse
transcriptase or integrase), and those that impair the maturation of viral proteins and the assembly of
progeny virus particles (for example, protease inhibitors).

The available antiviral agents have not yet been able to cure AIDS. However, recent treatment proto-
cols that are based on evolutionary principles have shown considerable benefit in reducing the num-
ber of virus particles in HIV-infected individuals and in delaying the onset of immune system collapse
and full-blown AIDS. These evolution-based protocols share the following features:

* They employ two or more antivirals administered concurrently.

* Each antiviral in the mix targets a different viral function or gene product (for example,
an RT inhibitor combined with a protease inhibitor).

* Treatment is started as soon as possible following initial exposure to the virus.
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6.  After reading the FYI essays titled The Evolution of RNA Viruses and Combat-
ing Viral Disease, answer the following questions:

a. Antiviral treatment protocols commonly use concurrent administration of
two or more antiviral drugs, with each drug targeting a different essential
viral function or gene product. Explain the evolutionary rationale for this
combination treatment.

b. Explain the evolutionary rationale for starting treatment with antiviral
drugs as soon as possible following exposure to the virus.

Exercise 4.5: Evolution in a Larger Population

You have seen how, even in the microcosm of a single patient, viruses can evolve
important new properties such as drug resistance in response to “environmental”
factors. Here you will examine the relatedness among several strains drawn from the
wider population of HIV viruses that infect humans worldwide.

The following partial nucleotide sequence runs from base 2726 to base 2750 of the
HIV gene encoding reverse transcriptase, the viral replicating enzyme dealt with in
Exercise 4.4. You can view the entire 10,000+ bases of the HIV genome, along with
its known mutations, by checking out the HIV Sequence Database on the Internet
at http:// hiv-web.lanl.gov/.

base 2726 - base 2750
...CCATAAAGAAAAAAGACAGTACTAA...

Note that the bases shown are the proviral DNA form of the virus isolated from the
human genome.

The reverse transcriptase gene has been sequenced for several different strains of
HIV from several different patients worldwide. Many mutations have been docu-

Base Position
Sequence 2726 2735 2740 2746 2749 2750

Cc A G A A A
wild type 1 G A A A
mutant sequence 2 C A G G A A
mutant sequence 3 T G A A A A
mutant sequence 4 C A G G G G
mutant sequence 5 T G G A A A
mutant sequence 6 C A G G G A
*Read sequences from left to right.

Figure 4.5 Wild type and mutant bases.
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mented in the gene, and those of particular interest are ones that confer enhanced
virulence and/or drug resistance to the virus.

Figure 4.5 focuses on particular base positions within the above sequence, and all
are known positions of mutations that confer resistance to the antiviral drug AZT.
The six different mutant sequences shown were isolated from six different
patients who had undergone therapy with AZT. A “wild type” sequence, from an
HIV strain that had not been exposed to AZT, is also shown.

Arrange the sequences in Figure 4.5 into the phylogeny shown in Figure 4.6, which Procedure
depicts a plausible ancestor-descendant relationship among these sequences. To do

this, you will use the method of parsimony. Parsimony is a decision-making approach

in the field of taxonomy that applies the following assumption: Those sequences that are

most closely related to one another will differ by the smallest number of base changes. For

example, sequences that differ from each other at only one base position are presumed

to be more closely related than sequences that differ at more than one position.

1.  Consider which of the sequences is likely to be the most ancestral. Write this
sequence in the square brackets [ ] at the bottom of the phylogeny.

2. Examine the other sequences and apply the parsimony principle to find the

“family” relationships that emerged from this ancestral strain. Fill in the
appropriate sequences in the square brackets [ ] at the top of the phylogeny.

3. Inthe parentheses (), fill in the specific base-change mutation that occurred
and caused divergence of sequences in that branch of the phylogeny (for
example, C to T).

[ I 11 11 I 1 ]

ancestral [ ]

[ ]1="family" sequence

( ) = base change mutation

Figure 4.6 A possible phylogeny of ancestor-descendant relationships among several HIV strains.
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Challenge
Questions

As you can see from Figure 4.6, two major lineages (branches) appear to have
diverged early from the ancestral sequence. Which newly acquired base at
which position is shared by all members of the major lineage on the left? on
the right?

Which two sequences are more closely related to the ancestral sequence?
Which two are more divergent from the ancestral? On what basis do you
make these inferences?

Recall that these mutations are in the gene encoding the viral reverse tran-
scriptase enzyme, and each of them confers a degree of resistance to the
antiviral drug AZT.

a. Which of the viral strains in your phylogeny have two or more resistance
mutations in the reverse transcriptase gene?

b. Based on your results from Exercise 4.4, what might you predict about the
relative drug resistance of the multiple- versus the single-mutant strains of

the virus?

FOR YOUR INFORMATION
The Continuity of Life

Only one-half billion years after the earth formed, early cells similar to modern cyanobacteria were liv-
ing in large, domelike colonies. Today these colonies exist in fossilized form as stromatolites. These old-
est of solid clues to the ancient origins of life show us that as long ago as 3.5 billion years, cell structure
and biochemistry quite similar to modern life already existed. But how do we observe evidence of the
world that existed before 3.5 billion years ago? This was a time before cells, a time when some type of
ancient molecule was first carrying out essential activities, such a replication, that characterize life.

Among our best evidence for events on the ancient earth are fossils. But molecules do not make good
fossils; they are too small and too fragile. How, then, can we examine that early world? Fortunately, the
molecules of our modern world offer a glimpse of the shadows of past events. This connection exists
because life involves continuity: Despite great changes that occurred accross time, life and its molecules
have existed continuously since its origin almost 4 billion years ago from a single common ancestor. We
know this is the case because the molecular machinery of all living cells—from bread mold to bald
eagles—is fundamentally similar.

When the base sequences of ribosomal RNAs from many different organisms are compared, for exam-
ple, the sequences are found to be remarkably similar, although not identical. The similarities immedi-
ately suggest that all organisms are related and derive from a single common ancestor. The differences
presumably reflect the fact that mutations are constantly arising at random across time in DNA and
RNA. Only a few mutations have had a chance to occur in the short time since the organisms diverged
from their common ancestor. As a result, closely related organisms have closely related ribosomal RNA
sequences, while distantly related organisms have correspondingly more divergent ribosomal RNA
sequences. Knowing the degree of relationship between organisms makes it possible to construct a “tree
of life” or phylogeny showing the lines of descent from one species to the next.
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] FOR YOUR INFORMATION (continued)

One of the great surprises of this phylogenetic analysis was Carl Woese’s discovery that all living organ-
isms can be divided into three great domains. These are the eukaryotes (cells with nuclei), the eubacte-
ria (true bacteria), and the archaebacteria (ancient bacteria that in some respects appear to be more
closely related to eukaryotes than to true bacteria). Both groups of bacteria lack nuclei and are also
referred to as prokaryotes. Remarkable conservation of ribosomal RNA sequence is found among organ-
isms as diverse as the bacterium Escherichia coli (which populates our intestines), the archaebacterium
Halobacterium halobium (which colors the salt flats of San Francisco Bay red), and the unicellular
eukaryote Trypanosoma brucei (the cause of African sleeping sickness). This molecular similarity strongly
supports the idea of an underlying relatedness among these organisms. The fact that ribosomal RNA
has changed relatively little across time supports the idea that this molecule plays a key role in protein
synthesis, almost certainly as the catalyst of peptide bond formation. (RNASs ability to carry out this reac-
tion also reinforces the notion that the very first ribosomes consisted simply of a catalytic RNA able to
join amino acids, and that modern ribosomal RNA has retained these catalytic functions despite assis-
tance from more than 50 ribosomal proteins added later). Recall that certain fungal-derived antibiotics
such as streptomycin and neomycin exploit both the indispensability of rRNA and the subtle sequence
differences between prokaryotic and eukaryotic rRNAs to target and kill bacteria (recall Exercises 4.2
and 4.3).

Biologist A.G. Cairns-Smith used the following analogy to describe the continuity of modern and ancient
forms of life: “None of the fibers in a rope has to stretch from one end to the other, so long as they are
sufficiently intertwined to hold together sideways.” For life, the genetic information passed repeatedly
from one generation to another acts like the fibers in a rope and provides continuity across time. No sin-
gle gene sequence stretches unaltered all the way across the billions of years, but life’s collection of con-
tinuously replicated, related genetic information does form an unbroken chain from the early earth to
the present.
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