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Whe 115 ME Nellogn
Repor1 Card?
The Nation's Report Card, the National Assessment of Educational Progress (NAEP), is the only nationally representative and
continuing assessment of what America's students know and can do in various subjects. Since 1969, assessments have been
conducted periodically in reading, mathematics, science, writing, history/geography, and other fields. By making objective
information on student performance available to policymakers at the national, state, and local levels, NAEP is an integral part
of our nation's evaluation of the condition and progress of education. Only information related to academic achievement is
collected under this program. NAEP guarantees the privacy of individual students and their families.

NAEP is a congressionally mandated project of the National Center for Education Statistics, the U.S. Department of Education.
The Commissioner of Education Statistics is responsible, by law, for carrying out the NAEP project through competitive
awards to qualified organizations. NAEP reports directly to the Commissioner, who is also responsible for providing
continuing reviews, including validation studies and solicitation of public comment, on NAEP's conduct and usefulness.

The National Assessment Governing Board (NAGB) was established under section 412 of the National Education Statistics
Act of 1994 (Title IV of the Improving America's Schools Act of 1994, P.L. 103-382). The Board was established to formulate
policy guidelines for NAEP. The Board is responsible for selecting subject areas to be assessed, developing assessment
objectives, identifying appropriate achievement goals for each grade level and subject tested, and establishing standards
and procedures for interstate and national comparisons.
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llyvrodandion

The National Assessment Governing Board's policy on student performance standards
states that the achievement levels should influence all aspects of the National
Assessment of Educational Progress (NAEP) assessments, from the development of
the assessment frameworks through the reporting of assessment results. The purpose
of these proceedings is to explore each component of the assessment, from drawing
board to Boardroom, in order to understand more fully the relationships between the
performance standards and these assessment components, and the mutual impacts
they have on each other.

In Section 1 Robert Forsyth from the University of Iowa examines the relationship
between the assessment frameworks and the levels. He discusses the general purposes
of the frameworks and the preliminaty achievement level descriptions, those state-
ments of content that students should know and be able to do at each level. His
paper also examines selected characteristics of the frameworks, e.g., item formats,
breadth of coverage, and the complexity of the cognitive dimensions, and how such
characteristics influence both the preliminary and final achievement level descriptions.

Wim van der Linden from the University of Twente in the Netherlands describes two
test assembly procedures used in large-scale assessments in Section2. One procedure
assigns items to forms in units called blocks as in NAEP, while the second method
assigns unique items from the item pool to test forms. The author discusses the rela-
tionship between the characteristics of the assessment, such as size of the item pool
and the number of desired forms, and the recommended methodology for test assembly.

In Sections 3 and 4 David Thissen and his colleagues at the University of North
Carolina at Chapel Hill provide an introduction to item response theory for scoring
assessments such as NAEP which have both multiple choice items as well as multiple-
scored items. The relationship between the score scales and the standard setting
methodologies is important since setting performance standards is impacted by data
coming from different item types. Most NAEP assessments use mixed item formats,
except the writing assessment, which employs only extended constructed responses
to prompts. How these assessments are scored and scaled can have significant conse-
quences for the standard-setting results.

In Section 5 Ronald Hambleton from the University of Massachusetts at Amherst
explores the issue of score reporting in NAEP, and presents the results of a small-scale
study of the understandability of NAEP score reports. Hambleton also provides some
guidance on how to improve NAEP score reports and comments on the usefulness of
market-basket reporting for NAEP, an index similar to the Consumer Price Index.

Section 6 provides the reader with a look at the proposed methodologies for devel-
oping the student performance standards on the 1998 NAEP civics and writing
assessments. This section outlines the key features of the 1998 proposal and the
overarching principles for developing the levels.

7



Finally, in Section 7, W. James Popham, professor emeritus from the University of
California at Los Angeles, provides a commentary on the criticality of consequences
in standard-setting. In his inimitable style, Popham offers six lessons learned the hard
way by a standard-setting abettor. Popham calls on his many years of experience in
implementing standard setting initiatives for more than three dozen high-stakes tests
for students, teachers, and administrators, and shares his wisdom on the subject.

The National Assessment Governing Board hopes that the issues raised by the
authors, and the solutions proposed, will extend the national conversation on stan-
dard setting, and will benefit not only the National Assessment, but all those individ-
uals and agencies whose responsibilities includes setting performance standards in
various academic subjects.

s
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NAEP Frameworks and Adllkut Levells

The National Assessment of Educational
Progress (NAEP) is often identified as
the nation's most comprehensive and
reliable indicator of student achieve-
ment. In a 1993 report, the National
Academy of Education (NAE) noted
that NAEP is "an unparalleled source
of information about U.S. students'
academic achievement in many impor-
tant subject areas" (National Academy
of Education, 1993b, p. xix).

Because NAEP uses a careful sampling
design, employs stringent security mea-
sures, has a high participation rate (for
grades 4 and 8), collects considerable
collateral information, assesses impor-
tant content domains, and provides
trend data, it has become one of the key
sources of information not only about
student achievement but also about
other aspects of education in the United
States. During the past 30 years, NAEP
has earned its reputation as "The
Nation's Report Card." The develop-
ment of assessments that have gained
such acceptance by both educators and
the public has not been a casual under-
taking. Listed below is a simplified out-
line of the complex assessment process
that NAEP follows to provide achieve-
ment information:

1. Develop content framework and
assessment/exercise specifications.

2. Construct an item pool to fit
the specifications.

3. Gather data related to item
functioning.

4. Select items for the assessment.

5. Administer the assessment.

6. Analyze the assessment data.

7. Report assessment information.

Each component represents an impor-
tant aspect of the overall process.1
The components are interrelated, but
represent markedly different types of
activities. If any component is not well
designed and implemented, the useful-
ness of the information provided will
be questioned.

In 1989, the National
Assessment Governing Board
(NAGB) decided that the pri-
mary reporting mechanism
for subsequent assessments
should be a standards-based
system. Specifically, three
levels of achievement (Basic,
Proficient, and Advanced)
were to be used as the basis
for reporting NAEP results.
Inherent in such a reporting
system is the need for
descriptions of what students
performing at these levels
should be able to accomplish
and a process to translate
these descriptions into performance
levels on the NAEP scale. Recent assess-
ments, therefore, have incorporated
procedures for reporting results by
achievement levels.

NAG: decide.d

primary

reporting

mechaniam

ahould

atanda

tweed

0 0 0

rda-

aPom.

This paper considers the relation-
ship between the achievement levels
and the content frameworks and
assessment/exercise specifications of the
NAEP process. The paper is divided into
three major sections. The first section
provides an overview of the purposes
of the assessment frameworks and

I This general process is similar to that used in the development of any large-scale achievement testl....
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specifications and notes some general
evaluations of both. The recent intro-
duction of preliminary achievement lev-
els into the overall assessment process
is then considered. The final section
identifies several specific characteristics
of the framework specifications and
provides a discussion of the impact
these characteristics might have on
the achievement levels. A concluding
statement ends the paper.

Generall Pasrposeo
of FraMework3
As noted above, the first activity in the
NAEP assessment process is the devel-
opment of the framework and specifica-
tions. Actually, two publications usually

result from this activity.
One of these is the frame-
work for the assessment
[e.g., Geography Framework

for the 1994 National
Assessment of Educational

Progress (National
Assessment Governing
Board, 1994b)] and the
other is the specifications
for the assessment [e.g.,
Geography Assessment and

Exercise Specifications for the

1994 National Assessment

of Educational Progress

(National Assessment Governing Board,
1994a)].2 Typically, the specifications
document represents an elaboration of
the information in the framework docu-
ment. For most assessment areas, this
elaboration provides a more comprehen-
sive definition of the content domain than
is given in the framework document.3

This paper uses the term "framework"
to refer to the information in both docu-
ments unless otherwise indicated.

The following passage, taken from the
1994 Geography Framework, describes
the general purposes of frameworks:

The framework represents a com-
prehensive overview of the most
essential outcomes of students'
geography education at the pre-
scribed grade levels as determined
by the consensus committees and by
the testimony of numerous witness-
es at three public hearings. Designed
to guide the development of assess-
ment instruments, the framework
cannot encompass everything that is
taught in geography in all of the
nation's classrooms, much less
everything that should be taught.
Nevertheless, this broad and innova-
tive framework attempts to capture
the range of geography content and
thinking skills that students should
possess as they progress through
school. The framework's content
embraces the complex problems
of modern life that students will
inevitably encounter both inside and
outside their classrooms. It should
be viewed, therefore, both as a
guide for'assessment and a potential
tool for crafting a relevant and con-
temporary geography curriculum as
it reflects the discipline's involve-
ment in the complexities of contem-
porary issues. (National Assessment
Governing Board, 1994b, pp. 2-3)

As indicated in this statement, frame-
works provide detailed guidance for the
construction of the exercise (item) pool.
The types of stimulus material to be

. 2 A single publication was developed for the 1998 Writing Assessment (National Assessment Governing Board, 19986).

3 For example, 58 (66%) of the 88 pages that make up the Geography Assessment and Exercise Specifications (National Assessment Governing Board,
1994a) are dedicated to detailed content specifications.

1 1



Figure Li. A simple model of the relationships among framework,
achievement levels, and assessment

used, the percentage of items in each
unique combination of categories from
the content and cognitive dimensions,
the scoring criteria for constructed
response exercises, and the percentage
of testing time to be devoted to specific
item formats are among the types of
information provided in such frame-
works. The statement does not, how-
ever, recognize another NAEP activity
that depends greatly on the frameworks:
the development of achievement levels.
As the NAE notes:

The framework must serve as the
pivotal link between the assessment
and the achievement levelsboth as
they are described narratively, and
as they are operationalized into
item-level judgments and ultimately
cut-scores. (National Academy of
Education, 1993a, p. 47)

Figure 1.1 shows the relationships
among the frameworks, the assessment,
and the achievement levels.4

In general, NAEP frameworks have been
highly regarded by educators. In an
evaluation of the 1992 Trial State
Assessment, NAE concluded that the
mathematics and reading frameworks
were acceptable as a starting point for
the assessment process. With respect
to the mathematics framework, NAE
states:

The 1990 NAEP Mathematics
Framework and the assessment
design principles on which it was
built were essentially sound.
Furthermore, the framework repre-
sented a reasonable compromise
between current instructional prac-
tices and the standards being put
forth by the professional mathemat-
ics community at that time.
(National Academy of Education,
1993b, p. 51)5

Similarly, with respect to the 1992
NAEP Reading Framework, NAE
concludes:

'Figure 1.1 is similar to a figure published in National Academy of Education (1993a, p. 48). However, the NAE figure shows a reciprocal rela-
tionship between cut-scores and the assessment. This relationship did not seem reasonable, at least for initial assessments in an area. The NAE
figure also does not indicate that the assessment has an impact on the achievement level descriptions.

'The 1992 Mathematics Assessment was also based on the 1990 framework.

12



The reading consensus project pro-
duced a framework that represents
a substantial advance over previous
NAEP Reading Frameworks and is
reasonably responsive to most of
the current theories and practices
in reading. (National Academy
of Education, 1993b, p. 54)6

More recently, Mullis (1995, p. 3)
observed that "the NAEP assessment
frameworks are extremely well done

and widely recognized for
their breadth and depth of
coverage." Likewise, Sireci
(undated, p. 8) considered
the consensus-building
process used to develop
the frameworks one of
NAEP's great strengths.7
Sireci also contended that
"the content and cognitive
domains are articulated
clearly and are widely
accepted by teachers,

0 0 0 669 frameworks

CEn 0.0 C3 (S0Iid

curriculum specialists,
policymakers and other educational
practitioners."

If, in fact, the frameworks are as com-
prehensive and useful as indicated by
the above statements, it seems reason-
able to conclude that a solid foundation
is in place to develop both the exercises
and the achievement level descriptions.
Of course, even the most critically
acclaimed frameworks cannot guarantee

that either the initial pool or the final set
of exercises will adequately reflect the
demands of the specifications. As Sireci
notes: "The specifications of impressive
content and cognitive frameworks is
moot if the assessments do not ade-
quately measure these frameworks"
(p. 8).8 Likewise, a similar statement
could be made about the development
of achievement level descriptions:
The availability of an excellent frame-
work does not guarantee that useful
achievement level descriptions will
be developed.9

In recent NAEP assessments, prelimi-
nary achievement level descriptions
have been included as part of the frame-
works.10 The characteristics and purpos-
es of these preliminary descriptions are
discussed in the next section.

Preliminary
Achievemenk' Levell
DeocripOons
The 1994 U.S. History and Geography
Assessments were the first to include
Preliminary Achievement Level
Descriptions (PALDs) as part of their
frameworks (National Assessment
Governing Board, 1994b, 1994e).
Subsequently, PALDs also were
incorporated into the frameworks for
the 1996 Science Assessment (National

'The 1994 and 1998 Reading Frameworks are identical to the 1992 framework. A subsequent evaluation of the 1994 framework by NAE yielded
a similar conclusion: "The expert advisors reaffirmed that the framework's general model of reading for meaning was consistent with current
research practice and worked well as the basis for assessment" (National Academy of Education, 1996, p. 16).

'The Sireci paper was commissioned by the National Academy of Sciences. It seems clear that the paper Was submitted in either 1996 or 1997.

'Later in his paper (pp. 57-59), Sireci suggests several content validity studies that should be done to investigate the congruence between the
framework and the actual assessment. Linn and Dunbar (1992) have also suggested that more work needs to be done on content validity issues.
When contrasting the efforts put forth to develop the frameworks to the efforts put forth to evaluate the items, they conclude: 'We might be well
served by focusing more of the attention of subject matter experts and educators on the individual exercises that make up an assessment" (p. 182).

9An example of this problem is identified in the NAE evaluation of the 1992 Reading Assessment (National Academy of Education, 1993a). As
indicated previously, NAE considered the frameworks for this assessment to be adequate. However, the achievement levels were considered
inadequate. NAE noted that 'participants' lack of familiarity with the Reading Framework affected what they were able to hold in their mind
when making item judgments and most certainly explains why the achievement level descriptions developed at the initial meeting had to be
revised subsequently to be brought in line with the framework" (pp. 49-50).

"It should be noted that each framework since 1989 has also included what are usually referred to as 'policy" or 'generic" achievement level
definitions that serve as the starting point for the subsequent achievement level definitions.
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Assessment Governing Board, 1996b)11
and the 1998 Civics and Writing
Assessments (National Assessment
Governing Board, 1998a, 1998b).

The lack of congruence between the
achievement level descriptions and the
exercise pool was a major criticism of
earlier assessments and was probably
a factor related to the introduction of
PALDs as part of the frameworks.
(See, for example, National Academy
of Education, 1993b; Shepard, 1995.) In
addition, given the pivotal role of the
framework in developing achievement
levels, it seems reasonable for content
experts who develop the frameworks
to be involved in the achievement
level-setting process to some extent.

The importance placed on these
PALDs with respect to the exercise-
development component of the
assessment process is illustrated by
the statements below from the U.S.
History and Geography Frameworks:12

U.S. History:
Exercises must be developed in such
a way as to ensure that the item
pool is congruent with the frame-
work and corresponds to the
achievement level descriptions.
(National Assessment Governing
Board, 1992, p. 12)

Geography:
The item pool should be developed
in such a way as to ensure that the
content described in the achievement

level definitions ... is reflected
at each grade level. (National
Assessment Governing Board,
1994a, p. 14)

These statements quite explicitly define
the purpose of PALDs: to ensure an
adequate exercise pool. However, it
should be noted that these PALDs
implicitly serve a second purpose: to
guide the panels of educators and
noneducators who will set the Final
Achievement Level
Descriptions (FALDs). These
panels are convened after the
assessment has been admin-
istered, and members of the
original framework commit-
tees who established PALDs
do not serve on them.13
Under these circumstances,
PALDs and FALDs could be
markedly different.14

Figure 1.2 shows a modifica-
tion of the model in figure
1.1 to incorporate PALDs in
the assessment process. As
illustrated in figure 1.2,
FALDs are influenced by

he/Augment

deecriptiong

nflaenced

different

C.70'&1

th re e

/before.

framework,

preliminary

cleacriptione, and

aesesement 0 0 0

three different factors: the
framework, PALDs, and the assessment
(both the exercises and the examinee's
responses to these exercises).

The possibility that the two sets of
achievement level descriptions may
differ limits the usefulness of PALDs
as a guide for exercise development.
In fact, Lazer, Campbell, and Donahue

The 1996 Science Assessment was originally scheduled for 1994, but did not occur until 1996. The PALDs for this assessment were added after
the frameworks and specifications were completed.

't The frameworks for both the 1996 and 1998 assessments contain similar statements.

" The use of noneducators as part of the achievement levels panels has been questioned by some measurement experts. For example, Mehrens
(1995, pp. 246-247) writes:

I do not see how the general public could make decisions about what fourth or eighth graders should know before being promotedor even
classified as advanced, proficient, or basic. I see some logic in the general public being represented on a panel setting a standard on what a
high school graduate should know or be able to do [either to graduate or simply to be classified]. However, from a purely methodological
point of view [ignoring politics], I would always prefer the panel to be experts on the domain being assessed and, if children are involved, on
the developmental level of the children being assessed.

4 For the U.S. History and Geography Assessments, the two sets of descriptions seem fairly similar.



Figure 1.2. Modification of figure 1.1 to include preliminary achievement level
descriptions

Preliminary
Achievement Level

Descriptions

(1996), in an extensive discussion of the
development of NAEP objectives, items,
and background questions for the 1994
Reading, U.S. History, and Geography
Assessments, do not specifically men-
tion the use of PALDs as part of the
exercise-development process. They
identify a 15-step procedure used to
develop the items, and none of these
steps indicate that the exercises were
evaluated for their congruence with
PALDs. However, in each assessment,
the development, review, and selection
of exercises were guided by an Instru-
ment Development Committee
(National Center for Education
Statistics, 1996d). Because several
members of the Framework Planning
Committee were also members of this
Instrument Development Committee,
PALDs for U.S. History and Geography

could have been systematically consid-
ered throughout the item-development
process.15 Of course, PALDs might serve
their most important role as initial state-
ments of what content experts consider
to be reasonable achievement levels.
Nonetheless, additional information
on the role of PALDs in the develop-
ment of the exercise pool would seem
an important part of an overall evalua-
tion of the usefulness of PALDs.

Seeded Framework
Characteristics and
Achievement Lewes
This section discusses three characteris-
tics of the frameworks (exercise format,
breadth of the content dimension, and

"The National Academy of Education (1993, P. 123) recommends the establishment of 'standing subject-matter panels" and described the
functions of such panels as follows:

The panels should provide continuity to the assessment by being involved in all aspects of the process, including formulating the framework
and objectives; reviewing items, item-scoring rubrics, and reporting formats; and helping to achieve agreement on narrative descriptions of
performance standards and representative illustrative tasks.

The members of the Instrument Development Committee who were also members of the Framework Planning Committee seem to be performing
some of these functions. It is not clear, however, whether the members also provide input to the subsequent components of the assessment
process.

8



Table 1.1. Achievement level cut-scores for U.S. History and World Geography,
separately for dichotomous and partial-credit items

Achievement Levels/Item Types Grade 4 Grade 8 Grade 12

World Geography

Basic
Dichotomous Items 182 230 243
Partial-Credit Items 188 247 272

Proficient
Dichotomous Items 236 275 295
Partial-Credit Items 244 291 313

Advanced
Dichotomous Items 271 306 329
Partial-Credit Items 286 330 350

U.S. History

Basic
Dichotomous Items 171 226 264
Partial-Credit Items 200 261 303

Proficient
Dichotomous Items 239 282 315
Partial-Credit Items 246 302 334

Advanced
Dichotomous Items 272 321 346
Partial-Credit Items 283 334 365

Source: National Academy of Education, 1996, p. 104

clarity and complexity of the cognitive
dimension). Their impact on the
achievement level descriptions or the
performance levels (cut-scores) is also
considered.

CExercise Format

As noted above, the frameworks pro-
vide specific guidelines both for the
exercise formats that are to be used
(e.g., multiple-choice items and extend-
ed responses) and for the distribution of
testing time allocated to these formats.
For many assessments, detailed item
writing guidelines are supplied. For
example, the U.S. History specifications
list six requirements that alternatives for
the multiple-choice items should meet
(National Assessment Governing Board,
1992, pp. 16-17).

One of the most pervasive findings from
analyses of recent NAEP data is the
consistently lower achievement level
cut-scores set for items scored dichoto-
mously relative to the cut-scores based
on items using a multiple-score scale
and permitting partial credit. Examples
of the differences in the cut-scores asso-
ciated with the two item types are
shown in table 1.1 for the 1994 U.S.
History and Geography Assessments.
Results similar to those shown in table
1.1 have also been observed in other
assessments.16 Various hypotheses have
been proposed to explain the differ-
ences. For example, Shepard (1995)
finds that flaws in the standard-setting
methodology are the primary cause.
Kane (1995) raises other possibilities
related to scaling and dimensionality
problems.

l'Such cut-score differences would be particularly critical if the item sizecifications for a given assessment area were to change and if comparisons
of the results of the earlier assessment with the results of the newilr'sSrnent were to be made.
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Results such as those shown in table 1.1
are disconcerting because, as the National
Academy of Education (1996, P. 93)
observes, item features (e.g., format,
difficulty, and number of points used in
the scoring rubric) should be "irrelevant
for cut-score determinations." Because
these features should be irrelevant to
both the setting of the cut-scores and
the writing of the achievement level
descriptions, the implications of these

findings for developing the
frameworks and for the role
the frameworks play
in the achievement level-
setting process would seem
to be minimal. Even if the
causes of the differences in
cut-scores are known,
should they have an impact
on the frameworks? For
example, should the testing
time allocated to multiple-
choice items change
because of these cut-score
differences? The primary
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purpose of the frameworks
is to enable the development of an
assessment that provides the best repre-
sentation of the achievement of impor-
tant educational outcomes in a domain.
Accomplishing this purpose should not
be influenced by data obtained later in
the assessment process.17

Breadth of the Content
Dilmensiion

As indicated in the first part of this
paper, the frameworks have received
considerable praise for their definition
of the content domain. However, their
role as the "pivotal link" between the
assessment and the achievement level
descriptions has not been extensively

evaluated. In this role, the frameworks
guide the writing of PALDs and ulti-
mately, along with the assessment
results, the writing of FALDs and the
setting of the performance levels.
As noted previously, achievement level
descriptions indicate what students at
these levels should be able to accom-
plish. As such, they represent what are
labeled "criterion-referenced (CR) inter-
pretations" of performance. Millman
has observed that well-defined domains
alone are "insufficient" to guarantee
reasonable CR interpretations. In an
article reviewing the history of CR
testing, he writes:

Clear and well-explicated domains
are insufficient to assure inter-
pretability. If the domain defines
a broad constructsuch as, knowl-
edge of the American Civil War
no matter how well spelled out it
is, with a limited number of test
items, we still won't know what
tasks within that domain the student
can and cannot do. We can construct
reading proficiency and mathemati-
cal reasoning scales. We can place
students on such scales, a highly
important measurement function.
However, we would probably
still not know what tasks the stu-
dent can and cannot do. Low task
intercorrelationsthat is, task
specificitywork against such
CR interpretations. Reporting by
a narrower domain, such as the
Battle of Gettysburg, helps only if
enough items are sampled from that
domain. (Millman, 1994, pp. 19-20)

Millman also considers the nature of
NAEP domains and the possibility of
CR interpretations with such domains:

"This statement does not mean that such differences should be ignored at all steps in this process. Such results may have implications for the
frameworks of future assessments in an area.



NAEP tests are just not designed
to provide, nor do they claim to
provide, the promised CR interpre-
tation. Their tonstructs are too
broad. ... Their role as "The Nation's
Report Card" requires, for all practi-
cal purposes, that progress be report-
ed in broadly defined domains.

Two recent changes in NAEP's oper-
ation have been the return of atten-
tion to performance assessment
and the use of the categoriesBasic,
Proficient, and Advancedto report
levels of achievement. Will each of
these two shifts add to the CR
interpretability of NAEP results?
The answers are no and no.
(Millman, 1994, pp. 20 and 39)

To illustrate Millman's concern about
"broadly defined domains," the specifi-
cations of the 1994 Geography and
Reading Assessments are considered
below.

Detailed content specifications in the
1994 Geography Framework (National
Assessment Governing Board, 1994a)
provide lists of statements identified as
the "Content Outline."18 The number
of such statements across the three main
content categories (space/place, environ-
ment/society, and spatial dynamics/con-
nections) and the number of exercises
in the final assessment (National Center

for Education Statistics, 1996d) are
shown in Table 1.2 below.

Given this information, the coverage of
the domain by the assessment would
still be somewhat limited at each grade
level, even if each statement could be
measured directly by a single item.
However, the number of potential exer-
cises associated with a given statement
varies considerably. Some statements
seem to require only a single item to
measure adequately the implied learning
target [e.g., knowing the difference
between fertile and infertile soils]
(National Center for Education Statistics,
1996a, p. 35).19 For other statements, a
large number of exercises could be
written, and the number of exercises
required to measure the learning target
adequately might be difficult to deter-
mine. Consider, for example, the
following two statements:

1. Use great circle routes to measure
distances on a globe. (National
Center for Education Statistics,
1996a, p. 35)

2. Understand how patterns and
processes in human geography are
interrelated in the world, such as
how the growth in the number of
immigrants often leads to an increas-
ing number of minority groups in
a country. (National Center for
Education Statistics, 1996a, p. 38)

Table 1.2. 1994 Geography Assessment

Grade
Number of Statements
in the Content Outline

Number of Exercises
in the Assessment

4 191 90

8 195 125

12 164 123

Total 550 338"

*Some exercises were administered at two grade levels. A total of 273 unique exercises were administered.

th In the context of classroom instruction, these statements would probably be considered 'learning targets' or 'learning objectives' (Nitko, 1996).

°All geography statements are taken from the grade 4 content outline.

1 1
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Clearly, a very large number of exercises
could be written to measure the content
of the first statement. However, the
responses to these exercises would
probably be so highly correlated that it
might be possible to say that a student
could or could not perform this learning
target on the basis of just one or two
exercises.20,21 Highly correlated means
that if a student answers one exercise
correctly, then he/she would "very
likely" answer the other exercises
correctly.

Again, for the second statement, a very
large number of exercises could be writ-
ten. One of these could be related to the

example given as the last
part of the statement. The
total number of other possi-
ble relationships in human
geography that could be
included as part of this con-
tent is difficult to imagine.
Furthermore, a student
might "understand" some
relationships but not others.22
In other words, if a student
answers one exercise cor-

000 rectly, it is not necessarily
"highly likely" that he/she
would answer the other
exercises correctly. (To illus-
trate this type of situation,

specific data are reported below as part
of the material related to the breadth of
the NAEP Reading Assessment domain.)

The NAEP Reading Assessment provides
another illustration of Millman's concern
about the breadth of NAEP domains.

The assessment/exercise specifica-
tions for the 1994 Reading Assessment
(National Assessment Governing Board,
1990) differ markedly from the 1994
Geography Assessment Specifications,
most importantly because no detailed
content outline for the Reading Assess-
ment is included.23 The content dimen-
sion in the Reading Framework is
divided into three categories: reading
for literary experience, reading to be
informed, and reading to perform a task.
Although no content outline is given,
the number of potential stimuli for each
domain is enormous. Consider, for
example, the reading for literary experi-
ence domain. How many "fantasies,
fables, fairy tales, myths, mysteries,
realistic fiction, adventure stories"
could have been identified as possible
reading passages for the 1994 Reading
Assessment (National Assessment
Governing Board, 1990, p. 3)? Obvious-
ly, the supply of such material is virtual-
ly unlimited, and, therefore, the number
of possible exercises is also unlimited.

However, as noted' in the discussion of
the geography domain, a large number
of exercises do not necessarily imply
that CR interpretations would be diffi-
cult to make. If the exercises based on
different passages exhibit little task
specificity (i.e., if the exercises are high-
ly correlated), then CR interpretations
might still be reasonable.

For the Reading Assessment, "initial
understanding" and "developing an
interpretation" represent two of the four
reading behaviors that are to be assessed

2011 multiple-choice items were used and, therefore, the possibility of guessing the correct answer was a factor, additional exercises may be desir-
able. Actually, even if multiple-choice items were not used, measurement errors would still have to be considered.

2' If generalizations across different sizes of globes with different scales is a concern, then other exercises might be needed. However, if the concern
is strictly with the procedure for using the great circle routes and not with the arithmetic, then a judgment about the mastery of the procedure
might be based on one or two exercises.

22 In this discussion of the second statement, the problems faced by item writers when they attempt to operationalize 'understand how" are not
considered. These problems are considered in the next section.

2' Detailed content outlines exist for the U.S. History, Science, and Civics Assessments. However, the Writing Assessment, like the Reading
Assessment, does not have such an outline. Of course, given the "process nature" of these two domains, the lack of a detailed content outline
would probably not be considered a problem.



regardless of the content categoly
(National Assessment Governing Board,
1990). These two behaviors are defined
as follows:

Initial understanding requires a broad,
preliminary construction of an
understanding of the text. Questions
testing this aspect should ask the
reader to provide an initial impres-
sion or unreflected understanding of
what was read. The first question
following any passage should be
one testing initial understanding.

Developing an interpretation requires
the reader to go beyond the initial
impression to develop a more com-
plete understanding of what was
read. Questions testing this aspect
should require a more specific
understanding of the text and
involve linking information across
parts of the text as well as focusing
on specific information. (National
Assessment Governing Board,
1990, p. 10)

Would questions measuring each behav-
ior be highly correlated over passages?
To provide an answer to this question,
data from two sources are presented.
One source deals with exercises related
to "developing an interpretation be-
havior" and the other with exercises
focused on "initial understanding
behavior."

In an earlier paper, I observed the fol-
lowing concerning exercises that would
be classified in the "developing an inter-
pretation" category:

As an illustration of this problem
[low correlation between exercises],
consider the following questions
taken from the Iowa Tests of
Educational Development:

'4 This study represents a unique investigation of the task specificity issue.

1. From his manner and formal train-
ing, what opinion might people have
formed of John Marshall? (28%)

2. What do the last two sentences sug-
gest about Patasonians' acceptance
of U.S. aid? (44%)

3. Suppose an uninsured and unem-
ployed motorist damaged someone's
car. Which speaker offers a plan that
would allow the injured party to
collect benefits? (64%)

Each of these items is associated with a
particular reading passage, and all three
items require the student to reach a con-
clusion on the basis of the information
in the passage. The percent-
age in parentheses after each
question show the percent-
age of 10th grade students
from a statewide sample in
Iowa who answered the
item correctly. The varying
percentages associated with
the three questions above
provide evidence that getting
one item correct does not
guarantee that a second item
measuring the same objec-
tive (where the objective is
defined in fairly broad terms)
will be answered correctly.
Furthermore, though this is
not discernible from the data given
above, all 28% who got the first item
correct did not get the second or third
items correct (Forsyth, 1976, pp. 12-13).

The second source of information relat-
ed to task specificity is a study by Allen
and Isham (1996).24 Allen and Isham
present data for grade 8 examinees that
were collected as part of a special study
(based on the NAEP Reader) in the 1994
NAEP Reading Assessment.
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Figure 1.3. Mean scores for item 1
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The purpose of their study was:

to verify the assumptions that are
made by those who are proponents
of the use of choice in the NAEP
Reader. These assumptions are that
the generic questions have the same
meaning no matter what story was
read, and that students do best
when they are able to read a story
that they are interested in, one that
they select. (National Center for
Education Statistics, 1996d, p. 3)

Only information related to the assump-
tion that the "generic questions have the
same meaning" is of interest at this
time. The basic data related to this issue
were gathered by having each of seven
randomly equivalent groups of eighth-
grade examinees respond to a different
reading passage. After reading these
different passages, all examinees

4 5

Free Forced

6 7 UNK

answered the same set of generic ques-
tions. Although Allen and Isham do not
provide the specific set of generic ques-
tions, they provide the following defini-
tion: "An example of a generic question
is one that asks about the appropriate-
ness of the title of the story" (Allen &
Isham, 1996, p. 3).25 All the generic ques-
tions were the constructed-response
type.

To illustrate the outcomes of this study,
the data related to the first item (a
dichotomously scored item) in the
set of 11 generic items are discussed.26
Figure 1.3 shows the mean scores (per-
centage correct) of the seven representa-
tive groups of eighth-grade examinees
for the first item.22 The figure shows
that these percentage correct values
range from approximately 40 percent
for story 4 to approximately 80 percent
for story 3. Allen and Isham note that the

26 How the question was stated is not known. One possibility: Is the title of this stow appropriate? Briefly explain your answer. A second possibili-
ty: What is an appropriate title for this story? Briefly explain your answer.

2' If the specifications for the NAEP Reader passages were the same as those for the Reading Assessment, this first item tested "initial understand-
ing." Perhaps this item asked about the appropriateness of the title.

t7 The figure also shows the mean scores for seven groups of students who were allowed to select their reading passages. These means do notper-
tain to this discussion.
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Figure 1.4. Item response functions for item 1
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differences among the groups are "quite
striking" (Allen & Isham, 1996, p. 8).

To provide additional information about
the comparability of generic questions
across reading passages, each generic
question was scaled using item response
theory "as if [the question] had the same
meaning no matter which story was
used" (Allen & Isham, 1996, p. 8). Figure
1.4 shows the item response functions
(IRF) for item 1. As Allen and Isham
observe, these IRFs differ across the
range of the proficiency scale.

One way to examine the possible impli-
cations of the results shown in figure
1.4 is to speculate about how these
"identical items" might be used in the
reporting of NAEP results. The 1994
NAEP Report Cards (National Center for

2.0 3.0 4 0 ,

Education Statistics, 1996a, 1996b,
1996c) report NAEP results using three
different procedures: scale anchoring,
item mapping, and achievement levels.28
Figure 1.5 is adapted from the NAEP 1994
Reading Report Card (National Center for
Education Statistics, 1996b, p. 93) and
shows the mapping of selected items on
to the reading for literary experience
subscale. The question is: Where would
generic item 1 map on to this scale?
Given the results in figure 1.4, the
answer depends on which story (stories)
had been included in the assessment.
To illustrate this point, assume that the
mean and standard deviation of the..lit-
erary experience subscale are 259 and
37, respectively.29 Given these values
and using the same item-mapping pro-
cedure employed with the NAEP data,

TtThe scale-anchoring and item-mapping procedures are described in Appendix B of the NAEP 1994 Reading Report Card for the Nation and the
States (National Center for Education Statistics, 1996b).

2° The mean of this subscale is reported as 259 in the NAEP 1994 Reading Report Card for the Nation and the States (National Center for Education
Statistics, 1996b, p. 87). However, a standard deviation value for this subscale could not be located. Therefore, the standard deviation for the
composite reading scale was selected (ibid, 1996b, p. 307).

1 5
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Figure 1.5. Mapping of reading items
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Figure 6.4. Map of Selected Items on the Reading for literary Experience
subscale for Grades 4, 8, and 12

Each reading question was mapped onto the NAEP literary subscale based on students performance. The
point on the subscale at which a question is positioned on the map represents the subscale score attained
by students who had a 65 percent probability of successfully answering the question. Thus, it can be said
for each question and its corresponding subscale scorestudents with proficiency scores above that point
on the subscale have a greater than 65 percent chance of successfully answering the question, while those
below that point on the subscale have a less than 65 percent chance. (The probability was set at 74 percent
for multiple-choice questions.) In interpreting the item map information it should be kept in mind that
students at different grades demonstrated these reading abilities with grade-appropriate reading materials.

GRADE 4 GRADE 8 GRADE 12

(329) Explain thematic difference between poems

(314) Explain symbolism of story element

(309) Make intertextual connection to

interpret character

(306) Recognize implicit aspect of character

(304) Explain character's perspective

(288) Use metaphor to interpret character

(270) Identify/infer character trait from

story event

(260) Identify application of story theme

(258) Connect text ideas to describe

character motivation

(255) Identify character's main dilemma

(250) Infer reason for character's perspective

(245) Recognize cause of character's feelings

(243) Use narrative context to define a

specific phrase

(240) Identify character's perspective on

story event

(235) Recognize reason for character's feelings

(226) Identify explicitly stated cause of action

Source: Adapted from National Center for Education Statistics, 1996b,.pI-94
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the following estimated scale values
would be associated with stories 1,
3, and 4:30

Story Scale Value

3 222

1 259

4 296

Assume that the descriptor for this first
item is: Recognize main topic.31 In fig-
ure 1.5, the "Recognize main topic"
descriptor would be near the top of the
map, in the middle of the map, and at
the bottom of the map. Given the pur-
pose of the item-mapping procedure,
such an outcome would be somewhat
confusing.32,33

Not all of the generic questions exhibit-
ed the pattern of results shown in
figures 1.3 and 1.4. However, based
on their evaluations of the 11 generic
questions, Allen and Isham conclude:

In summary, some of the generic
questions seem to have similar char-
acteristics no matter which story
they refer to, but others have very
different characteristics depending
upon the story. These similar and
differing characteristics are reflected
in mean item scores and in empirical

item response functions. Given that
the generic questions do not seem to have
the same characteristics across the seven

stories, treating the questions as being
the same no matter which story was read
is inappropriate [italics added]. (Allen
& Isham, 1996, p. 8)34

This extensive discussion of the
Geography and Reading Frameworks
was intended to reinforce
Millman's observation that
NAEP domains are "broadly
defined" and to illustrate the
problems such domains cre-
ate when CR interpretations
are attempted. It is impor-
tant to note that these
problems have an impact
on any reporting system
that attempts to provide
CR interpretations for NAEP
results. (This was Millman's
point also.) Thus, scale-
anchoring, item-mapping,
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and achievement level procedures
must all deal with these problems
in some way.

Most of the interpretation problems
that reporting procedures encounter
are created when a single item is used
to represent a construct for which it is

" These values are relatively crude estimates. However, using a probability value of 0.65 (vertical axis), the q value associated with this probability
is approximately -1 (one standard deviation below the mean) for story 3 and approximately +1 (one standard deviation above the mean) for story 4.

3 Items with such a descriptor would seem to be in the 'initial understanding° category.

"This type of situation already exists to some extent in the item map shown in figure 1.5. Consider the following two descriptors:
(245) Recognize cause of character's feelings
(235) Recognize reason for character's feelings

Likewise, understanding the difference between the behaviors represented by the following two descriptors might be difficult for most people:
(306) Recognize implicit aspect of character
(235) Recognize reason for character's feelings

"In this example, the three items had scale values from low to high. It could be argued that in this situation only the item with the lowest value
should have been included in the map. However, including only this item would be misleading since examinees with proficiency levels at the lower
part of the scale could recognize the main topic in only one out of seven reading passages. Other interpretation issues would be raised in different
situations. For example, assume that only story 4 was part of the assessment. The only place 'Recognize main topic" would appear would be at the
top part of the map. In such a situation, it would be assumed that examinees with proficiency levels in the middle of the scale could not recognize
main topics. Such an outcome would seem inconsistent with other descriptors in the middle of the scale (e.g., Identify application of story theme).

34The importance of this conclusion cannot be overstated, even thouilh,t4. derived from the results of a single study.
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ce

an inadequate representation.35 Of the
three reporting procedures previously
noted, the interpretation burden placed
on a single item seems greatest for the
item-mapping procedure, as illustrated
by the above discussion. However,
similar concerns occur with the scale-
anchoring procedure because, once
again, the descriptions of what exam-
inees can accomplish are based on the
results from specific items. To illustrate
this concern, consider the results report-
ed in the NAEP 1994 Reading Report Card
for the Nation and the States (National

Center for Education
Statistics, 1996b).

Scale anchoring is used to
anchor the reading compos-
ite proficiency scale at the
25th, 50th, and 90th per-
centiles. The scale value
for the 25th percentile is
236 (National Center for
Education Statistics, 1996b,
p. 23). One descriptor for
this percentile is "recognize
main topics" (p. 85). Assume
that generic item 1 in the
Allen and Isham study was
related to this outcome.
What if only stories 1 and

4 had been included in the Reading
Assessment? Given the criteria used to
identify possible anchoring items, it is
highly unlikely that these two items
would be available to help describe
what examinees near the 25th percentile

course,
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can accomplish. Under these conditions,
the anchor descriptions probably would
have changed.36

The achievement levels procedure
would seem to be less susceptible to
this particular interpretation problem
because the descriptions should not be
as dependent on individual items as are
the other two procedures.37 However,
it would seem reasonable for these
descriptions to recognize specifically
the limitations placed on the ability
to make unqualified statements about
what students can accomplish. As the
above examples illustrate, large numbers
of exercises could be written, even for
what might be considered very narrow
subdomains such as "recognize main
topics" or "understand how patterns and
processes in human geography are inter-
related in the world," and the interrela-
tions among the exercises within the
subdomain may be low. Of course, for
NAEP reports, many subdomains are
combined before general achievement
level statements are made. Given such
conditions, perhaps the achievement
level descriptions (both PALDs and
FALDs) should recognize that as the
achievement level increases, the fre-
quency with which examinees either
can perform certain behaviors or know
the information in certain domains also
increases. One illustration of statements
describing such a relationship, taken
from fourth-grade PALDs of the U.S.
History Framework (National

35 In a slightly different context, Stone (1995) discusses a "single item syndrome.' Stone writes: "A single item may not be an adequate represen-
tation of a body of knowledge and by placing such emphasis on the sanctity of the single item, disturbing results may evidence themselves"
(p. 12). Lissitz and Bourque (1995) make a similar point when they wrote that "describing what [individual items] mean on an ability
continuum (the NAEP scale) is a high-inference task" (p. 17).

3° As explained in appendix B of the NAEP 1994 Reading Report Card for the Nation and the States (National Center for Education Statistics, 1996b),
the anchoring process is considerably more complicated than this simple example indicates. However, the example illustrates an important issue
for scale anchoring.

Reckase (1993) and Lissitz and Bourque (1995) make similar observations about achievement level procedures relative to scale-anchoring
procedures.



Assessment Governing Board, 1994e,
p. 49), is shown below:

Basic ... Should be able to identify
and describe a few of the most famil-
iar people, events, and documents in
American history.

Proficient ... Should demonstrate
familiarity with a number of histori-
cal people, places, and events.

Advanced ... Should demonstrate a
considerable familiarity with historical
people, places, and events."

Of course, standard-setting panel
members would face the difficult task
of using both these frequency indicators
and their knowledge and understanding
of the content domain to arrive at the
specific performance levels on the
NAEP scale.

Cagily and Compiexity of
the Cognitive Dimension
The cognitive dimension forms an
important part of most frameworks.39
The purpose of this dimension is to
ensure that the entire spectrum of
student outcomes is represented in the
exercise pool. For example, the geogra-
phy framework uses three cognitive
categories: knowing, understanding,
and applying.° Each item in the exercise
pool is classified into one of these cate-
gories. However, Lazer, Campbell, and
Donahue observe that such classifications

might not be very accurate.41 Concerning
the geography classifications, they state:

It should be noted that the classifica-
tion of items into different cognitive
categoriesconducted by both
Educational Testing Service staff
and members of the assessment
development committeeis likely
an imprecise process. (Lazer,
Campbell, and Donahue, 1996,
p. 62)

Similar statements accompany discus-
sion of the development of the U.S.
history (Lazer, Campbell, & Donahue,
1996, p. 53) and reading (p. 43) exercis-
es. Given that The NAEP 1994 Technical
Report (National Center for Education
Statistics, 1996d) provides no data relat-
ed to the magnitude of the imprecision
in these classifications, formal proce-
dures for investigating this concern
were evidently not undertaken.42,43

However, the National Academy of
Education investigated the consistency
of the cognitive classifications between
NAEP item developers and outside
experts for the 1992 Mathematics
Assessment (grade 4) and the 1992 and
1994 Reading Assessments (grades 4, 8,
and 12). Tables 1.3 and 1.4 present some
of the results from these investigations."
For the 157 items in the 1992 fourth-
grade Mathematics Assessment, the two
groups of raters agreed on the cognitive
classifications for 109 (69.4%) items

These statements are from the PALDs. The Proficient and Advanced statements were changed in the FALDs. For Proficient, "many" was used
in place of 'a number of' and for Advanced this statement was omitted.

" The 1998 Writing Assessment does not have a formal cognitive dimension.

4° Applying is a very broad category. 110 involves the higher-order thinking processes of classifying, hypothesizing, using inductive and deductive
reasoning, and forming problem-solving models' (National Assessment Governing Board, 1994a, p. 8).

41 The accuracy of the classifications in the content categories is usually not questioned.

Sireci (undated, p. 57) notes that 'an entire literature exists documenting procedures available for determining how well the items cornpfising a
test matches [its] content and cognitive specifications.... However, none of these procedures [has) been applied to NAEP tests!'

43 Possible explanations for this imprecision were not provided.

44 The results in table 1.3 are for the 1994 Reading Assessment. Similar results were observed for the 1992 Reading Assessment (National Academy
of Education, 19936, p. 67).
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Table 1.3. Process classification of 1992 fourth-grade Trial Assessment
Mathematics items: Cross-classified by NAEP and by expert raters

NAEP

Expert Raters
Toal Items
as Judged
by NAEP

Conceptual
Understanding

Procedural
Knowledge

Problem
Solving

Conceptual 38 15 13 66
Understanding (58%) (23%) (20%)

Procedural 1 25 6 32
Knowledge (78%)

Problem 6 7 46 59
Solving (78%)

Total Items as 45 47 65 157
Judged by
Expert Raters

Source: National Academy of Education, 1993b, p. 61

Table 1.4. Classification of 1994 Reading Assessment items: Expert advisor
classifications compared with official NAEP classifications
(grades 4, 8, and 12 combined)

Expert
Advisor

Classification

Official NAEP classifications

TOTAL
N

% of Column
Total

Initial
Understanding

N
% of Column

Total

Developing
Interpretation

N
% of Column

Total

Personal
Response

N
% of Column

Total

Critical
Stance

N
% of Column

Total

Initial
Understanding

20
71%

24
16%

1

2%
4

4%
49

14%

Developing
Interpretation

7

25%
120

79%
9

16%
48

46%
184

54%

Personal
Response

NA 2

1%
39

71%
4

4%
45

13%

Critical
Stance

1

4%
5

3%
6

11%
48

46%
60

18%

TOTAL 28 151 55 104 338

Source: National Academy of Education, 1996, p. 24

(table 1.3). Of the 66 items classified as
conceptual understanding by NAEP,
57.6% were so classified by external
raters. Fifteen (22.7%) of these 66 items
were classified as procedural knowl-
edge, and 13 (19.7%) were classified as
problem solving. For the 338 reading
items (all grades) in the 1994 Reading

20

2 7

Assessment, the two groups of raters
agreed on the cognitive classifications
for 227 (67.2%) items (table 1.4). Less
than half (46.2%) of the items that
NAEP classified as critical stance items
received a similar classification from the
external raters. The external raters also
classified 46.2% of the items that NAEP



classified in the critical stance categoly
as developing interpretation items.

Data similar to those in tables 1.3 and
1.4 are not available for recent assess-
ments (e.g., 1994 U.S. History and
Geography Assessments). However,
given the mathematics and reading
results and the observations by Lazer,
Campbell, and Donahue (1996), consid-
erable rater disagreement with respect
to the cognitive classifications seems
likely. In content areas such as U.S. his-
tory and geography, one possible reason
for the imprecision in the classification
process is related to the interaction of
examinees' past experiences and the
content of the item. Consider, for exam-
ple, a content statement from the geog-
raphy content outline noted previously:
"Know the difference between fertile
and infertile soils." Assume that the
item writer decides to measure this
learning target using the question: What
is the difference between fertile and
infertile soils?45 For those fourth-grade
students who have encountered discus-
sions of the difference between the
two types of soil and who remember
that discussion, this item would belong
in the "knowing" category. However,
for students who have not encountered
such a discussion, this item might
require the use of some of the higher-
order skills in the "applying" category
so they could answer the item correctly.
The same issue surfaces when trying to
distinguish between the "knowing" and
"understanding" categories. Consider,
for example, the question given in the
1994 Geography Framework (National
Assessment Governing Board, 1994b, p.
12) to illustrate the "understanding" cat-
egory: "Why are tropical rain forests
located near the equator?" If students

have been taught this generalization, is
it a "knowing" question or an "under-
standing" question?46

Underlying this issue is the premise that
some new elements must be included
in the item before it can be labeled as
measuring one of the "higher" cognitive
categories. More than 50 years ago,
the National Society for the Study of
Education (1946), in a book devoted
to the measurement of understanding,
addressed this issue in the following
way:

The Need for Novelty. Much that pass-
es for understanding in the school
is primarily memorization. On the
other hand, understanding is attest-
ed when the pupil dips into his
knowledge and fits it
into new patterns of
thought or action which
could not have been
directly learned. For
example, being able to
recite a number of rea-
sons why something
happened is no real
assurance that the per-
son comprehends why it
happened. He may not
understand (sense the
significance of) the rea-
sons that he has learned.
It is no more difficult for
the pupil to learn rea-
sons as facts than to
learn names and dates as facts. Any
genuine test of understanding will,
therefore, require that the pupil
show his ability to utilize knowl-
edge (perhaps of relationships) to
explain or interpret events in new
situations or contexts. Accordingly,
understanding should not emphasize

45 Although this question may lack creativity, it matches the content statement.

'In some content areas, this problem is exacerbated because most schools do ,r,iot have specific classes for these sublectsconsider, for example,
fourth-grade geography and U.S. history.

2E3

VtG mom

'surface&

Va2
diet/Waal

eba

it,J3Wii

when

between

"knowing and

underatanding

categoriee.

2 1



ncluding

Cignificant

number

&pacific

level

example&

higher-

cognitive

categorie&

(should help

0 0 0

item

development 0 0 0

reasons or supposed insights which
have been taught and learned as
facts, but should call for the use of
abilities, both detailed and general,
to cope with situations containing at
least some novel elements. (National
Society for the Study of Education,
1996, p. 40)

Clearly, this "need for novelty" requires
persons who classify items in cognitive
categories to make assumptions about
both the background knowledge needed
to answer an item and the experiences
of the typical examinee regarding that
knowledge. Thus, different classifica-

tions of the items will occur,
because not all people will
make the same assump-
tions.

22

Given these concerns about
novelty, it would be helpful
both to the item developers
and to the standard-setting
panels if increased numbers
of concrete examples were
used in the frameworks to
illustrate what the content
experts view as representing
the "higher" cognitive cate-
gories. Most of the exam-
ples provided aS part of the
statements in the content
outlines are not adequate
for defining the cognitive
categories clearly. Consider,
for example, the following

statement from the fourth-grade geogra-
phy outline:

Analyze the processes that shape
cultural patterns, cause trends in

See footnote 41.

population growth, and/or influence
travel destinations; for example, the
discovery of coal and oil in western
Pennsylvania led to the development
of the industrial area around
Pittsburgh. (National Assessment
Governing Board, 1994a, p. 56)

Presumably, the content experts want
items related to this statement to be
classified in the "applying" category.47
However, the example put forth pro-
vides little if any guidance concerning
what "analyze" means and how these
analysis behaviors should be measured.
Including a significant number of specif-
ic examples in the higher-level cognitive
categories in the frameworks should
help item development as well as increase
rater agreement with respect to the item
classifications in these categories. In
addition, standard-setting panels would
benefit from the increased clarity such
examples would provide for the cogni-
tive dimensions.

The cognitive categories generally repre-
sent increasing levels of complexity in
thinking processes.48 Furthermore, these
processes and the general content cate-
gories are usually the same for all grade
levels. Thus, if achievement level
descriptions reflect what students
should be able to do with grade-
appropriate material,49 these descrip-
tions should probably exhibit some
similarity across grade levels. For exam-
ple, the achievement level descriptions
for Basic should be similar regardless of
grade level. In fact, current achievement
level descriptions for the Reading
Assessment exhibit some similarities,
as the statements below illustrate:

4B For the 1992 and 1994 Reading Assessments, these categories "do not form a sequential hierarchy' (National Assessment Governing Board,
1994c, p. 13).

"'Most Report Cards remind readers that NAEP results are based on 'grade-appropriate' materials (see figure 1.5). Of course, the definition of
grade-appropriate material presents its own set of problems. These problems will probably be particularly complex when specific grade-level
courses typically do not exist (e.g., grade 4 geography).
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Grade 4 Basic. Fourth-grade stu-
dents performing at the Basic level
should:

Demonstrate an understanding of
the overall meaning of what they
read.

Be able to make relatively obvious
connections between the text and
their own experiences.

Extend the ideas in the text by
making simple inferences.

Grade 8 Basic. Eighth-grade stu-
dents performing at the Basic level
should:

Demonstrate a literal understand-
ing of what they read and be able
to make some interpretations.

Be able to identify specific aspects
of the text that reflect the overall
meaning and extend the ideas
in the text by making simple
inferences.

Recognize and relate interpreta-
tions and connections among
ideas in the text to personal
experience.

Draw conclusions based on text.

Grade 12 Basic. Twelfth-grade
students performing at the Basic
level should:

Be able to demonstrate an overall
understanding and make some
interpretations of the text.

Be able to identify and relate
aspects of the text to its overall
meaning, extend the ideas in the
text by making simple inferences,
and recognize interpretations.

Make connections among and
relate ideas in the text to their
personal experiences.

Draw conclusions.

Be able to identify elements of
an author's style. (National Center
for Education Statistics, 1996b,
p. 42)

Two observations about these reading
descriptions seem relevant. First, the
descriptions are linked more to the
four cognitive categories (initial under-
standing, developing an interpretation,
personal reflection and response, and
critical stance) than to the three content
categories (literary experience, gain
information, and perform a task).
Second, an implied frequen-
cy/complexity dimension is
present in these statements.
Consider fourth-grade Basic.
In the domain of inferences,
these students should make
"simple inferences." In the
domain of personal reflec-
tion and response, these
students should make "rela-
tively obvious connections."
In these statements, the
implied frequency dimen-
sion is linked to the com-
plexity of the questions the
student was asked to answer
(simple inferences, relative-
ly obvious connections).5°

The frequency/complexity link is not
part of the Proficient descriptions for
grades 4, 8, and 12. Instead, these
descriptions (at all grade levels) include
the phrase "extend the ideas in text by
making inferences." If "simple" were

5° In the previous example from U.S. history, the frequency dimension was linked to the number of facts (people, places, and events) the examinee
should know.
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used as a qualifier in the description
of Basic (i.e., indicating a subset of all
items), then the absence of any qualifier
in the Proficient statement would seem
to indicate that Proficient students
should be expected to make "all"
inferences.51

The above example raises the question:
How applicable to other content areas
is the model of achievement level
descriptions represented by the reading
assessment descriptions? For example,
would this model be useful in develop-
ing PALDs in civics or writing?52 The
fundamental premise of such a model
seems to be that, whereas the content
categories (or themes) remain constant
across grade levels, the learning targets
(i.e., grade-appropriate content) become
more comprehensive and more complex.

Conchs& (8)

(41
Sk`aell'HEY'D

The NAEP frameworks have received
considerable praise both for the process
used to develop them and for their com-
prehensive coverage. This paper has
examined the potential influence of a
few select framework characteristics
on achievement level descriptions
or performance levels (cut-scores).
The major conclusions of this
examination are:

1. Given the breadth of the NAEP
domains, the achievement level
descriptions should include an
explicit "frequency dimension."

2. Given the lack of clarity of the
cognitive dimension of the frame-
works, both item developers and
standard-setting panels would
benefit from increasing the number

of concrete examples in the frame-
works to illustrate how content
experts think that higher-level cogni-
tive categories should be measured.

3. Given the nature of the content and
cognitive dimensions and the fact
that the interpretation of NAEP
results assumes grade-appropriate
materials, the possible use of
achievement level descriptions that
are relatively similar across grade
levels should be examined.
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Azemblly of Teo Forms for Use in
-Larme Scalle Ethscakionall Assezment

The problem of assembling test forms for use in large-scale assessments involves treating differ-

ent statistical features and content constraints for each individual form. This paper outlines two

possible methods of test assembly for use in such assessments. In one method, the items are

assigned directly from the pool to the test forms. The other method follows the balanced incom-

plete block design currently in use by the National Assessment of Educational Progress (NAEP).

The practice of educational and psycho-
logical testing provides many cases in
which the focal point is the assembly
of sets of multiple test forms rather than
a single form. An obvious example is a
testing organization assembling multiple
parallel forms of a test for administra-
tion at different locations or time slots.
Another example is the assembly of test
forms for use in a large-scale assess-
ment. The latter example generalizes
from the former in that the contents of
the individual test forms typically differ.
The reason for this is twofold: First, the
item pools needed to cover the subject
areas assessed are generally too large
to administer all items to each student.
Second, the populations of students
addressed in educational assessments
have a structure of several levels of nest-
ing (e.g., classes, schools, districts).
Hence, cluster sampling is mostly
applied, with higher-level clusters being
sampled first, followed by units within
these clusters. The negative effects on
estimation efficiency inherent in cluster
sampling can be reduced if test forms
are randomized over the units sampled
from the same cluster (Johnson, 1992). A
second difference encountered in assem-
bling multiple parallel test forms is that
in educational assessments, the use of
test forms with different statistical fea-
tures for different groups of students in
the sample may be desirable. This

option allows for the most optimal use
of the tests as assessment instruments.
Later in this paper, examples are given
illustrating the use of this option.

This paper presents two
different methods for the
assembly of test forms for
use in large-scale educational
assessments. In the first
method, the items are
assigned directly from the
pool to the individual test
forms. The second method
uses the current practice of
the National Assessment of
Educational Progress (NAEP),
in which items are first orga-
nized as blocks, which are
then assigned to the individ-
ual test forms following a
balanced incomplete block
design. The two methods are
identical in that both use the
technique of 0-1 linear pro-
gramming (LP). The same
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technique was used earlier to
solve such problems as matching a sin-
gle test to a target information function,
test assembly based on classical parame-
ters, item matching, observed-score
pre-equating, and item selection in
constrained computerized adaptive test-
ing. Some relevant references include
Adema (1990, 1992), Adema, Boekkooi-
Timminga, and van der Linden (1991),
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Adema and van der Linden (1989),
Amstrong and Jones (1992), Arnstrong,
Jones, and Wu (1992), Boekkooi-
Timminga (1987, 1990), Theunissen
(1985, 1986), van der Linden (1994,
1997, in press), van der Linden and
Boekkooi-Timminga (1988, 1989), van
der Linden and Luecht (1996, in press),
and van der Linden and Reese (1998).

This paper assumes that information
on background variables explaining the
achievements of students in the assess-
ment is known prior to the assembly of
the tests. These variables can be used to
define the various strata and clusters
involved in the sampling design or spe-
cial variables measured in the assess-
ment. It is also assumed that the strata
and clusters can be grouped according
to their positions on these variables and
that information from previous assess-
ments can be used to derive prior ability
distributions of these groups. Finally, it
is likewise assumed that several forms
are assembled for administration with
groups with the same prior distribution.
This assumption permits spiraling of
test forms within groups to reduce
the cluster effects. These assumptions
underlie the sampling scheme presented
in table 2.1. The term "cluster" in the
table is used in the remainder of this
paper as a generic term to denote a set
of clusters of strata grouped on back-
ground variables.

The models also assume that the test
forms are assembled from a pool of
pretested items and that the pretest

Table 2.1. Population structure assumed

samples have been large enough to yield
accurate estimates of such quantities as
the item response theory (IRT) parame-
ters of the items, their optimal response
times, or other item attributes of inter-
est. However, the methods will also
work, albeit with less accuracy, for
tentative estimates of these quantities.

The LP technique is used to assemble
the test forms so that the background
properties of the clusters of students are
matched optimally with the properties
of the pretested items. These items are
subject to the various constraints that
have to be imposed on the contents of
the tests. Basically, the technique con-
sists of the following steps:

1. Defining the decision variables that
indicate whether an item should be
assigned to a test form.

2. Using the variables to formulate a set
of linear (in)equalities representing
the constraints on the values of the
variables that must be imposed.

3. Using the variables to formulate an
objective function to optimize the
tests.

4. Applying an algorithm or heuristic to
calculate a feasible (i.e., admissible)
set of values for the variables with
an optimal value for the objective
function.

It is not unusual for test assembly prob-
lems to have hundreds of constraints.
The combinatorial complexity involved
in assembling multiple test forms

Cluster 1 Cluster 2 Cluster 3 Et cetera

Form A Form D Form F

Form B Form E Form G

Form C Form H

Form I
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with such large numbers of constraints
is already enough to motivate the
application of 0-1 LP. Assembling
several forms by hand, particularly if
some of the constraints are tight, may
take several days, whereas an appropri-
ately implemented LP problem can be
solved to a high degree of precision in
minutes. If this complexity were the only
motivation to use LP and the interest
was exclusively in finding a feasible solu-
tion to the problem, the choice of objec-
tive function would be arbitrary and any
convenient function would do. How-
ever, a large set of meaningful objective
functions suggests itself for application
in test assembly for educational assess-
ments, including the following options:

1. If the interest is not only in estimat-
ing properties of the distributions
of certain populations but also
in reporting individual scores to
schools, it may be helpful to maxi-
mize the efficiency of the individual
ability estimators. The standard IRT
approach in this case is to minimize
the distance between the informa-
tion functions of the test forms to
targets for each cluster of students
in the sample. The background
information on the clusters available
can be used to derive meaningful
targets. This choice of objective
function does not necessarily lead
to better estimators of the parame-
ters describing the ability distribu-
tion in a population of students, but
gives an additional opportunity for
optimization to improve the statisti-
cal features of the estimators of the
individual Os. However, improved
estimation of the Os makes marginal
analysis of group differences more
robust against model misspecifica-
dons (Mislevy, Beaton, Kaplan, &
Sheehan, 1992).

2. The validity of educational assess-
ments is low if the test forms do
not motivate students to produce
their best answers. One way to
increase students' motivation is to
give them items with probabilities
of success that are neither too low
nor too high. An objective function
incorporating this idea is the one
that minimizes the distance between
the probabilities of success on the
items for typical ability values of the
clusters and target values for them.

3. Students vary in the time they need
to produce a correct response to an
item. At the same time, items differ
in the time they require from a stu-
dent. If individual differences in
response time are consid-
ered a nuisance variable
in the assessment, it may
make sense to use an
objective function that
maximizes the match
between the items and
the students in the
various clusters.

The translation of each
objective into a linear
objective function is
demonstrated in this paper.

If one or more of the clusters
in table 2.1 (e.g., certain geo-
graphic areas) contained
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ability distributions to be estimated, a
legitimate goal for each cluster would be
minimization of a suitable function on
the covariance matrix of the Marginal
Maximum Likelihood (MML) estimators
of the parameters characterizing its dis-
tribution. However, for the mainstream
IRT models, such functions appear to
be nonlinear in the items. Although in
another multiparameter IRT problem an
appropriate linearization of the objective
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function appears to be possible (van der
Linden, 1996), no attempts have been
made to deal with the current case.

The rest of this paper is organized as
follows. First, a standard problem of
optimal test assembly in IRT is formal-
ized as an instance of 0-1 LP. This case
is used to show how the first objective
above can be given the shape of a linear
objective function. In addition, it ex-
plains the different types of constraints
that can be met in test assembly. The
first model for the assembly of multiple
forms for educational assessments is
then given. In this model, the second
objective is illustrated. The same tech-
nique of 0-1 LP is finally applied to opti-
mize the assignment of blocks of items
in a balanced incomplete block design.
In this application, the last objective is
shown.

(0-..7J Linear

Pm rawninwModells
for Teot Azenthlly
It is assumed that the items in the pool
are represented by decision variables xi,
i=1,..., I denoting whether (xi=1) repre-
senting item i included in the test, or
(xi=0) representing the item i not
included in the test. These variables
model an objective function that mini-
mizes the distances between the test
information function and a target func-
tion over a series of values ek, k=1,..., K,
in which T(ek) is used to denote the tar-
get values at these points. The values
of the information function of item i at
these points are represented by Ii(0k). In
addition, examples from the following
four categories of possible constraints
are taken:

1. Constraints needed to fix the length
of the test or the length of possible
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sections at prespecified numbers of
items.

2. Constraints needed to model test
specifications that deal with cate-
gorical item attributes. Examples of
categorical item attributes are item
content and format, the presence or
absence of graphics, and the cognitive
level of the item. The distinctive fea-
ture of categorical attributes is that
each introduces a partition of the
item pool with different classes of
items associated with different levels
of the attribute. The constraints
in this category typically specify
required distributions of items
over the partitions.

3. Constraints needed to model test
specifications that deal with quantita-
tive item attributes. These attributes
are parameters or coefficients with
numerical values, such as item
p-values, word counts, and (expected)
response times. The constraints in
this category usually require sums or
averages of the values of these attrib-
utes to be in certain intervals.

4. Constraints needed to deal with
possible dependencies of the test
items in the pool. For example, cer-
tain items may have to be adminis-
tered as a set related to the same
text passage, whereas others are not
allowed to figure in the same form
because they have clues to one
another.

For convenience, only one categorical
item attribute (e.g., cognitive level) is
used, with levels h=1,..., H, each corre-
sponding to a different subset of items
in the pool, Ch. For each subset, the
number of items in the test has to be
between nh(1) and nh(u). Likewise, one
quantitative attribute is used, which is
chosen to be the length of the items in
the pool measured in numbers of lines, l.
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The total number of lines of text in the
test must not exceed the amount of
space available, 1(u). Finally, as an exam-
ple of a dependency of the test items in
the pool, it is assumed that items 83,
84, and 85 are not allowed in the same
test form.

As can be seen, all expressions in the
model are linear in the variables. Hence,
models of this type can be solved for
optimal values of their variables using
a standard software package for LP. A
choice of algorithms and heuristics is
also offered in the test assembly pack-
age ConTEST (Timminga, van der

The model runs as follows:

K I

minimize / Ii(0k)xi T(8k)]
k=1 i=1

subject to

E Ii(Ok)xi T(Ok) 0, k=1,..., K
i=1

Ix. = n,
i=1

I x < H,
1E C h

x > n (1) h=1,..., H,
lE C h h

I 1 x < 1(u)

X83 + X84 + X < 185

Linden, & Schweizer, 1996). If the
model has a special structure, efficient
implementation of some algorithms
may be possible (for an example, see
Amstrong & Jones, 1992).

The model illustrates the use of the first
objective for test assembly in assess-
ments discussed abovenamely, mini-
mization of the distances between the
information function of the test and a
target for it. Although the distances at
points Ok are minimized from above,
an approach in which the distances are
minimized from below or from both
sides is also possible.

(target information function) (1)

(positive differences) (2)

(test length) (3)

(cognitive levels) (4)

(cognitive levels) (5)

(number of lines) (6)

(mutually exclusive items) (7)

(definition of xi) (8)
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Earlier ApproathE3
o Maslltiplle-Form

Azemblly
The first approach to the problem of
assembling multiple test forms is assem-
bling the forms in a sequential fashion,
each time removing those items already
selected from the pool and updating the
model to fit the next problem. Versions
of this approach are followed in many
testing programs. However, the method
has two serious disadvantages. Suppose,
for example, that the problem is one of
assembling a set of parallel test forms. If
these forms are assembled one after the
other, the value of the objective function
for the solution to the model is likely to
deteriorate with each succeeding form
because the items with the best values
for their attributes tend to be selected
first. As a consequence, the forms
would not be parallel. The second disad-
vantage is the possibility of unnecessary
infeasibility of the problem at a later
stage in the assembly process. This
phenomenon is illustrated in table 2.2,
which shows the levels of only a few
of the items in a larger pool of two of
the attributes.

For simplicity, these attributes are
assumed to represent features that the
items either have or do not have (e.g.,
use of graphics in the stem). Suppose
that two test forms have to be assem-
bled so that each form must have at

least two items with attribute 1 and one
item with attribute 2. In a sequential
procedure, the selection algorithm might
pick both item 2 and item 3 for the first
test because they have large contribu-
tions to the target. However, as a conse-
quence of this choice, a second form
satisfying the same set of constraints is
no longer possible. In a simultaneous
approach, a sound algorithm would
always assign item 2 to one test form
and item 3 to the other, thus preventing
this infeasibility. (In fact, it is the pres-
ence of such attribute structures, which
often are not immediately obvious, that
makes manual assembly of multiple
test forms a notorious process in which,
once a feasible solution is found, test
assemblers may feel inclined to stop
out of relief rather than the certainty
that an optimal feasible solution has
been found.)

Both disadvantages were already noted
in Boekkooi-Timminga (1990). Her
solution to the problem of assembling
multiple parallel forms was to remodel
the problem using different decision
variables. If the individual forms are
denoted by f=1,..., F, the new decision
variables, )(if, are defined such that xif=-1
indicates that item i is assigned to test
form f and xj1=0 otherwise. Hence, each
item is assigned directly to a test form
and all assignments take place simulta-
neously. For the model in equations
(1)(7) the result would be as follows:

Table 2.2. Example of unnecessary infeasibility in sequential test assembly

Item 1 Item 2 Item 3 Item 4 Item 5

Attribute
1

2

x

x

x

x

x x

Contribution
to Tar

0.35 0.71 0.84 0.29 0.45

x indicates that the item has the attribute.
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F K I

minimize I E [E I (00Xif T(Ok)]
f=1 k=1 i=1

subject to

Ii(9)xif T(Ok) 0, k=1,..., F, f=1,..., F,

x.f = n, F,
1

xif > nh(u), h=1,..., H, f=1,..., F,
iE Ch

x > n h=1,..., H, f=1,..., F,
iE Ch h

lx f < 1(u), f=1,..., F,
1=1 "

Xit 1, I=1,..., I,
f=1

X83 + X84 + X < 185

xif = 0, 1, i=1,..., I, F.

Observe that equation (15) has been
added to prevent each item from being
assigned to more than two forms. The
total number of constraints has also
increased because all constraints in
equations (9)(14) are in force F times
and equation (15) entails I new con-
straints. What is more important, how-
ever, is the fact that the number of
variables has increased by a factor E
For this reason models of this type,
although powerful for smaller problems,
quickly result in memory management
problems or prohibitively large compu-
tation times for more complicated prob-
lems. Therefore, the method presented
in the next section is helpful.

(target information function)

(positive differences)

(test length)

(cognitive levels)

(cognitive levels)

(number of lines)

(no overlap)

(mutually exclusive items)

(definition of xtf).

Larine-Scalle
allcaltionall
Azezmento:
Method V

(9)

As already outlined, a basic problem
with a sequential approach to assem-
bling multiple forms is an unbalanced
assignment of items to forms. Never-
theless, the approach does have the
advantage of producing the smallest
number of decision variables and con-
straints. The simultaneous approach
discussed in the previous section deftly
solves the problem of imbalance, but its
price is a larger number of variables and
constraints. The method in this paper, a
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version of which was already proposed
by Adema (1990) for the assembly of a
weakly parallel test, provides for the
balancing of test content, while consid-
erably minimizing the increase in the
number of variables and constraints.

Basically, the method reduces any
multiple-form assembly problem to a
series of computationally less intensive,
two-form problems. At each step, one
form is assembled according to the true
specifications. The other form is a
dummy assembled according to adapted
specifications; its only task is to balance
the contents of the current form with
later forms. As soon as both forms have
been assembled, the items selected for
the dummy are returned to the pool,
and the process is repeated.

minimize y

subject to

131( 19f*)x1 ti y, I= 1 , , I,

P1(+ 101*)x1 ti y, i=1,..., I,

E [131 .(+10 *)z.
g=f+1

g

E [P (+10 *)zg
g=f+1

X = n
17

1

z. = ng7
i=1 1 g=f+1

t] [ E n ]y
1

I=1 I''' Ip 1 I
g=f+1 °

To present the model, two different sets
of decision variables are usedone set
of variables x I, to denote
whether (xj=1) or (x1=0) item i will be
assigned to the form assembled and
another set of variables zi, i=1,..., I, for
the same decision with respect to a
dummy form. The objective is now the
minimization of the distances between
target values for the probabilities of suc-
cess on the items and their likely values
for the various clusters. To implement
the objective, Of* is a value typical of the
abilities of the students in the cluster for
which test form f is assembled. The val-
ues is assumed to be derived from back-
ground information on the students. In
addition, the target value for these stu-
dents is denoted as 'Cr The model for
assembling form f plus its associated
dummy is:

(objective function) (18)

(target for form f)

(target for form f)

(target for dummy)

ng ly, 1=1,..., I, (target for dummy)
g=f+1

x < n (u) H,
lE Ch hf

x. > n (1)
I

h=1, H
1E Ch 1 hf
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(length of form f)

(length of dummy)

(cognitive levels)

(cognitive levels)

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)



< E (u) h=1,..., H,
iE Ch g=f+1

E z. > E nh (1), h=1,..., H,
iE Ch g=f+1 g

E 1.x. 1(u),
I 1

E r.z. < E r (u)
i.1 " g=f+1 g

xi + 1, I=1,..., I,

x83 + x84 + x85 5_ 1,

z83 + z84 + z85. < 1,

Xi E {0,1} i=1,..., I.

E 10,11 i=1,..., I.

The constraints in equations (19) and
(20) require the distances between the
probabilities of success on the items and
their target values to be in the interval
(y,y). The same is done for the dummy
test in equations (21) and (22), adapting
for differences in test length. The size
of the interval is minimized in equation
(16). The general shape of this objective
function is explained below. In equation
(23) the length of form f is set equal to
nf items, whereas in equation (24) the
length of the dummy is set equal to
the sum of the lengths of all remaining
forms. The constraints related to the
various cognitive levels in equations
(25)(28) as well as to the total number
of lines available for printing the test
in equations (29) and (30) are adapted
accordingly. The constraint needed to
prevent the overlap of items between
the test forms now has to be formulated

(cognitive levels)

(cognitive levels)

(number of lines)

(number of lines)

(no overlap)

(mutually exclusive items)

(mutually exclusive items)

(definition of xi)

(definition of zi).

(27)

(28)

(29)

(30)

(31)

(32)

(33)

(34)

(35)

as in equation (31). Finally, the con-
straints necessary to deal with depen-
dencies of the items must be repeated
for the dummy test in equation (33).

Note that the coefficients in the
constraints have been made form-
dependent to allow for differences in
specifications between the forms. Apart
from the change of variables, the main
modifications in the constraints for the
dummy test are on the right-hand side
coefficients; these have been made larg-
er to enforce adequate balancing of test
contents between forms.

Obctive Funciflon
The objective function in the above
problem along with its definition in
equations (19)(22) is of the minimax
typethat is, for all items, a common
upper bound to the distances between
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Multiple-form

6tari assembly

problems

alwa involve

distinct

ective

each form.

the probabilities of success and the tar-
get values is defined. This bound is next
minimized. Application of the minimax
principle is a convenient way to unify
different objectives into a single objec-
tive function. Multiple-form test assem-
bly problems always involve a distinct

objective for each form. In
this example, a different
objective is involved for
each individual item.
Although attractive by
itself, the use of objectives
at item level is the only
exception in which the
suggestion contained in
the following section is
not expected to work
satisfactorily.
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ReDaxed Dedskon
Variablies
Generally, if the problem is
still too large to be solved

in realistic time, an effective reduction
of the computational complexity
involved in 0-1 LP can be realized by
relaxing the decision variables for the
dummy test, that is, by replacing equa-
tion (35) by:

E [0,1] i=1, ..., I. (36)

This measure may result in a slightly
less effective form of content balancing
among the various test forms, but since
the number of 0-1 variables is halved,
the effect on the branch-and-bound step
generally used in the algorithms and
heuristics in this domain should be
dramatic. Since some of the variables
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are now reals, the problem becomes the
occurrence of mixed integer linear pro-
gramming (MILP). However, as noted,
this approach does not work satisfacto-
rily if the objective addresses individual
item attributes. In this example, an
attempt is made to match the success
probabilities and the targets by having
the algorithm assign "partial items"
to the dummy form if their actual
probabilities of success at Of* are too
large.

Large-5cak
Edusca0onall
AZE5511MEgilt:

Method 2
Another possible method of test assem-
bly in large-scale assessments is derived
from the two-stage method currently
used by NAEP. In this method, the items
in the pool are first assigned to a set of
blocks and then the blocks are assigned
to test forms (called "booklets" in
NAEP). The assignment in the second
stage follows a pattern known as a bal-
anced incomplete block (BIB) design
(Johnson, 1992). In this section, a 0-1
LP model for the assignment of blocks
to booklets is formulated. The potential
contribution of this model is not so
much the possibility of automation but
that it allows for better optimization of
the design with respect to an objective
function and the involvement of various
other constraints in the assignment of
blocks to booklets than those related to
the parameters of the BIB design.



The following notation is needed to
present the model. The blocks in
the pool are represented by indices
i=1,..., N. To represent pairs of blocks
a second index j with the same range
of possible values is used. Booklets are
denoted by b=1,..., B. Decision variables

b are used to determine whether
(xth=1) or not (xth=0) block i is assigned
to booklet b. Likewise, variables zith
are used to assign pair (i,j) to booklet b.
Special constraints will be formulated to
keep the values of these two categories
of variables consistent. The distribution
of blocks across booklets is described
by the following parameters:

c1 number of blocks per booklet;

c2 number of booklets per block;

c3 minimum number of booklets
per pair of blocks.

To illustrate the possibility of controlling
the contents of the booklets beyond the
values of these parameters, three differ-
ent kinds of additional constraints are
introduced. First, it is assumed that the
blocks are classified by content. Content
is represented by a categorical attribute

C, where V, is now defined as
the subset of blocks in the pool belong-
ing to content category c and n, is the
number of blocks to be selected from
the pool. Second, it is assumed that
the length of the booklets must be

controlled. The number of lines of text
in block i is denoted by a quantitative
attribute li, whereas the total number
of lines available for booklet b is lb(u).
Third, it is assumed that some blocks
are "enemies" in the sense that they
cannot be assigned to the same booklet.
These sets of enemies are denoted by
Ve, e=1,..., E.

Finally, the model illustrates the use of
an obfrctive function based on response
times needed for the items in the test.
The variable rth can be the
response time needed by the
students in the cluster for
which booklet b is assem-
bled. An ideal definition of
this parameter would be a
certain percentile below the
distribution of the actual
response times in the cluster
(e.g., 90th percentile).
However, in practice it may
be hard to estimate this para-
meter satisfactorily. A more
practical choice, therefore,
is to make an educated
guess regarding the typical
response time needed based
on earlier experiences with

0 0 0 itiaa

ffuntraten

eze

model

6k mg

objective

functinn baned

renponne

timen needed

Off glg

k eGte,

item&

the same type of students
responding to the type of questions
dominant in the booklet. The goal for
the total response time needed for book-
let b is Tb.
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The model is as follows:

minimize y

subject to

I rbxth Tb y, b=1,..., B,

E rthxth Tb y, b=1,..., B,

E xib = c1 b=1,..., B,

E xib = c2, I=1,..., N,

Z C3, i<j=1,..., N,
b=1

xth + xth 2zith, N, b=1,..., B,

E Ex >n c=1,...,C,
b=1 iEV ib

/1 X 5_ 1 (u), b=1,..., B,iib b

EI z..b 1, e=1,..., E, b=1,..., B,
(i<DE V, n

XIb E {0,1}, i=1,..., N, b=1,..., B,

Zjib E {OM, N, b=1,..., B.

In equations (37)(39) the minimax prin-
ciple is applied again, this time to opti-
mize the total response time needed for
the booklets. The constraints in equa-
tions (40) and (41) define the size of the
booklet by the numbers of blocks and
the number of times a block is assigned
to a booklet, respectively, whereas equa-
tion (42) sets the minimum number of
booklets to which each possible pair is

4Li

(objective function) (37)

(ideal response time) (38)

(ideal response time) (39)

(number of blocks per booklet) (40)

(number of booklets per block) (41)

(number of booklets per pair) (42)

(consistent assignment) (43)

(content) (44)

(length of booklet) (45)

(enemies) (46)

(definition of xib) (47)

(definition of zith). (48)

assigned as c3. The constraints in equa-
tion (43) stipulate that each time a pair
of blocks is assigned (zith=1), it also
holds that the individual pairs in this
block are also assigned (xth=1 and xth=1).
Observe that the reverse implication is
not needed. Due to the constraints in
equation (44), at least nc blocks from
content category have been assigned
to a booklet, while the constraints in



equation (45) guarantee that the length
of booklet b is not longer than lb(u) lines.
Finally, the constraints in equation (46)
prevent assigning more than one block
from each set of enemies.

Disalizion
The decision regarding which of the
two methods should be recommended
for use in large-scale assessments
depends on such parameters as the
size of the item pool, the number of
test forms, and the number of blocks.
Generally, the first method has only one
parameter determining the number of
variables in the model, namely, the size
of the item pool. The number of test
forms determines the number of itera-
tive applications of the method. In the
first application, the number of variables
is equal to 21. In the next application, n
items have been removed from the pool,
and the number of variables is 2(In).
The number of variables in the second
method depends on both the number
of blocks and the number of booklets.
More precisely, the method involves NB
variables xib and N(N-1)/2 variables zo.

For either method, the number of
constraints depends on the number
of attributes the test assembler wants
to control. In addition, both methods
involve technical constraints to keep the
values of the different kinds of variables
consistent. Unfortunately the number of
such constraints depends directly on the
size of the item pool or the numbers of
blocks and booklets. If the number of
constraints becomes too large, overflow
of computer memory may occur.

The algorithms and heuristics in
ConTEST (Timminga, van der Linden,
& Schweizer, 1996) have been able to
solve problems with 2,000 to 3,000 0-1

variables and several hundreds of con-
straints. For method one, these numbers
imply that if relaxation of the zi vari-
ables is possible, one can deal with item
pools of this size. For method two, if
N=20 and B=6, the numbers of variables
and equations are typically between
1,000 and 1,500, and problems of this
size also seem manageable. If the prob-
lem gets too large for either method, it
may be split into subproblems dealing
with disjoint parts of the item pool and
solved separately. In fact, this measure
has already been practiced by NAEP as
"focused BIB design."

Finally, it is observed that, in principle,
the problem of assigning items to test
forms can be further refined by assign-
ing items directly to posi-
tions in test forms. This
approach would enable the
pretest positions of the items
to be taken into account if
they could have a possible
effect on the values of the
item parameters. If no effects
of pretest positions are pre-
sent, the approach can be
followed to neutralize possi-
ble effects of the position of
the items in the assessment
test on the results, such as
the likelihood of the item not
being reached or the student
becoming tired, by systemat-
ically varying their positions across test
forms. However, since the decision vari-
ables have to be indexed with respect to
three different factorsitems, forms,
and positionsthe increase in the num-
ber of variables needed can be kept
within reasonable limits only if the
possible positions of the items are
categorized in a few larger classes
(e.g., beginning, middle, and end of
the test forms).

4 7

0 0 0

ce

number

conefrahA

depends

number

attribute's

O'Gae aneembier

'1mA acoaing

41



Aluthout Aloft)
Correspondence concerning this paper
should be addressed to W. J. van der
Linden, Department of Educational
Measurement and Data Analysis,
University of Twente, P.O. Box 217,
7500 AE Enschede, The Netherlands.
Electronic mail may be sent to vander-
linden@edte.utwente.nl.

Referefiwes
Adema, J. J. (1990). The construction of
customized two-staged tests. Journal of
Educational Measurement, 27, 241-253.

Adema, J. J. (1992). Methods and models
for the construction of weakly parallel
tests. Applied Psychological Measurement,
16, 53-63.

Adema, J. J., & van der Linden, W. J.
(1989). Algorithms for computerized test
construction using classical item para-
meters. Journal of Educational Statistics, 14,
297-290.

Adema, J. J., Boekkooi-Timminga, E.,
& van der Linden, W.J. (1991).
Achievement test construction using
0-1 linear programming. European
Journal of Operations Research, 55,
103-111.

Amstrong, R. D., & Jones, D. H. (1992).
Polynomial algorithms for item match-
ing. Applied Psychological Measurement,

16, 365-373.

Armstrong, R. D., Jones, D. H., & Wu,
I.L. (1992). An automated test develop-
ment of parallel tests. Psychometrika, 57,
271-288.

Boekkooi-Timminga, E. (1987).
Simultaneous test construction by
zero-one programming. Methodika, 1,
101-112.

42

Boekkooi-Timminga, E. (1990). The con-
struction of parallel tests from IRT-based
item banks. Journal of Educational
Statistics, 15, 129-145.

Johnson, E. G. (1992). The design of
the national assessment of educational
progress. Journal of Educational
Measurement, 29, 95-110.

Lord, F. M. (1980). Applications of item
response theory to practical testing problems.

Hillsdale, NJ: Erlbaum.

Mislevy, R. J., Beaton, A. E., Kaplan, B.,
& Sheehan, K. M. (1992). Estimating
population characteristics from sparse
matrix samples of item responses.
Journal of Educational Measurement, 29,
131-161.

Theunissen, T. J. J. M. (1985). Binary
programming and test design.
Psychometrika, 50, 411-420.

Theunissen, T. J. J. M. (1986).
Optimization algorithms in test design.
Applied Psychological Measurement, 10,

381-389.

Timminga, E., van der Linden, W. J.,
& Schweizer, D. A. (1996). ConTEST
[Computer program and manual].
Groningen, The Netherlands: iec
ProGAMMA.

van der Linden, W. J. (1994). Optimum
design in item response theory:
Applications to test assembly and item
calibration. Contributions to mathematical
psychology, psychometrics, and methodology

(pp. 308-318). G. H. Fischer & D.
Laming (Eds.). New York: Springer-
Verlag.

van der Linden, W. J. (1996) Assembling
tests for the measurement of multiple
traits. Applied Psychological Measurement,
20, 373-388.

48



van der Linden, W. J. (1997). Assembling
tests for the measurement of multiple
traits. Applied Psychological Measurement,
20, 373-388.

van der Linden, W. J. (Ed.) (in press).
Optimal test assembly. Special issue
of Applied Psychological Measurement.

van der Linden, W. J., & Boekkooi-
Timminga, E. (1988). A zero-one pro-
gramming approach to Gulliksen's
matched random subsets method.
Applied Psychological Measurement, 12,
201-209.

van der Linden, W. J., & Boekkooi-
Timminga, E. (1989). A maximin model
for test design with practical constraints.
Psychometrika, 17, 237-247.

van der Linden, W. J., & Luecht, R. M.
(1996). An optimization model for test
assembly to match observed-score
distributions. Objective measurement:
Theory into practice, (Volume 3, pp.
405-418). G. Engelhard & M. Wilson
(Eds.). Norwood, NJ: Ablex Publishing
Company.

van der Linden, W. J., & Luecht, R. M.
(in press). Observed-score equating as
a test assembly problem. Psychometrika.

van der Linden, W. J., & Reese, L. M.
(1998). A model for optimal constrained
adaptive testing. Applied Psychological
Measurement, 22.

49
43



I.

4.

Ilb

III

qkqb
I

I.

I.qb

*I,

I

go,

4i

t.."



A Brief ilntrodusdion o Mem Responge Theory
for lltenn Scored in More Than Two Categoriee

Many contemporary tests include
constructed-response (CR) items, for
which the item scores are ordered
through categorical ratings provided
by judges. When the judges' ratings use
only two categories, widely known item
response theory (IRT) models may be
used. However, in most cases, responses
to extended CR items or performance
exercises are relatively long, and their
scoring rubrics specify several graded
categories of performance. The use of
IRT with data from these kinds of items
requires generalized models to accom-
modate the larger number of responses.

Alternatively, the responses to individ-
ual items on modern tests may not be
locally independent, as required by the
computations that produce IRT scale
scores. Many reasons exist for local
dependence. Several items may be based
on a common stimulus: for example, the
questions following a passage on a read-
ing comprehension test, logical reason-
ing questions following a vignette, and
mathematics questions based on some
common graphic or illustration. CR
items may be divided into parts that
appear to be items. For example, a
mathematics problem may be followed
by a second item that asks for an expla-
nation of the answer, or an examinee
may be asked to make a drawing and
then provide some written commentary
on his or her art. While the parts that

comprise these items may be scored
separately, the item scores are likely to
be correlated due to immediate associa-
tions related to the common stimulus or
common aspects of the responses.
Combining the parts of these locally
dependent items into a larger unit, called
a testlet (Wainer & Kiely,
1987), permits the use of the
valuable machinery of IRT
for item analysis and test
scoring. Test lets, by nature,
are large items that produce
scores in more than two cate-
gories. They may use the
same extensions of IRT as
those developed for large
items rated by judges in sev-
eral scoring categories.

In some cases, CR items or
testlets may make up the
entire test; in other cases,
multiple-choice items are
also used. In either case, a
total score is often required,
combining the judged ratings or testlet
category scores and the binary item
scores on the multiple-choice items if
any are present. Simple summed scores
may not be very useful in the latter con-
text because of the problems associated
with the selection of relative weights for
the different items and item types and,
in any event, because CR items are
often on forms of widely varying

Excerpts from a draft to appear in D. Thissen & H. Wainer (Eds.), Test ScoringChapter 4. A close relationship exists among various contempo-
rary methods for standard setting and item response theory (IRT) scale scores for tests such as the National Assessment of Educational Progress.
These brief excerpts from the volume Test Scoring (in preparation) on topics that arise in scoring tests that combine multiple-choice and
constructed-response items may be useful in the explication of both scale scores and standard-setting methods that are based on data from
different item types.
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difficulty. If the collection of items is
sufficiently well represented by a unidi-
mensional IRT model, scale scores may
be a viable scoring alternative.

One of the great advances
of IRT over traditional
approaches to educational
and psychological
measurement is the facility
with which IRT handles
items that are scored in
more than two categories.
Indeed, in the transition
from dichotomously scored
items to polytomously
scored items, the only
changes in IRT are the trace
line models themselves. In
this paper, the application
of item response models
to data in which the items
have multiple (that is, more
than two) possible scores
will be considered.

Scalle 5cores for ff-EM3
with More Than Two
Reoponge Categorie3

EsUmates of Profidency
Based on Response Patterns
This section is very brief because the
principles underlying the computation
of scale scores using any of the poly-
tomous models are identical to those
widely used with IRT models for binary
responses. The joint likelihood for any
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response pattern,
u = full u

21
u . is

nitems

L = Ti(ui I 0) 4)(0)

regardless of whether each u represents
a dichotomous or polytomous response
category. The latent variable (proficien-
cy) is denoted 0, and 0(0) is the popula-
tion distribution [assumed to be N(0,1)
in all the examples]. The only new point
to be raised here is that the trace lines,
T i(u 1 0) , describing the probability of a
response in category ui for item i as a
function of 0, may take different func-
tional forms for the different item types
and response formats: It does not matter
if the trace lines arise from the one-,
two-, or three-parameter logistic or
from the graded model or from the
nominal model or any of its specializa-
tions. MAP[0] and EAP[0] may still be
computed exactly as they are for
models for binary data.

I1R11 Anallysis: The North
Carollina Test of Computer
%HillsKeyboarding
To illustrate the ideas involved in using
IRT models for graded responses, we
consider data from a 10-item North
Carolina Test of Computer Skills, key-
boarding (KB) section. Using the item
response data from the 3,104 students
who completed the item tryout forms,
we fitted the graded (GR) model, the
Generalized Partial Credit (GPC) model,
and the Partial Credit (PC) model,
with the computer program Multilog



(Thissen, 1991), all with a Gaussian
population distribution for 9. The item
parameter estimates for the GR model
are listed in table 3.1, and those for the
GPC model are listed in table 3.2. For
these data, the GR model fits better
than the GPC model. Both models use
the same number of parameters, and
-21og-likelihood is 105 for the GR
model and 119 for the GPC model.
(In this case, smaller is better.) Because
these models are not hierarchically nest-
ed, no straightforward way exists to
associate a probability statement with
the fact that the GR model provides a
better fit. Nevertheless, that is the fact.1
The PC model (constraining all the item
discrimination parameters to be equal) is
testable because it is hierarchically nest-
ed within the GPC model. The test of
the null hypothesis that the slopes are
equal is rejected: G2(2)=7, p = 0.03.

The trace lines for the GR and GPC
models are shown in figure 3.1. Note
that the trace lines for the two models
are very similar. The small differences
in the shapes of the curves account for
the difference between the goodness-
of-fit of the two models, but has little
consequence for scoring. Tables 3.3
and 3.4 show the values of EAP[0]
and standard deviation (s.d.)[9] for the
27 response patterns, using the GR and
GPC models, respectively. For the most
part, scale scores for the same response
pattern from either of the two models
differ by less than 0.1 standard units.
Exceptions are response patterns that
involve some points for items 1 and 2,
but 0 for item 3 (010, 110, and 220).
Those relatively rare patterns have scale
scores that are 0.1 to 0.2 standard units
different for the GPC model than for
the GR model.

Table 3.1. Graded (GR) model item parameters for the North Carolina Test of
Computer Skills, keyboarding (KB) section

Item Parameters
Item a b., b2

1. Typing 1.05 -1.40 -0.97

2. Spacing 1.59 -0.52 0.92

3. Length 0.93 -2.97 0.55

Table 3.2. Generalized Partial Credit (GPC) model item parameters for the North
Carolina Test of Computer Skills, KB section

Item Parameters

Item al a2 a 3 C1 C2 C3

1. Typing -0.84 0.0 0.84 -0.47 0.57 -0.10

2. Spacing -1.19 0.0 1.19 0.04 0.42 -0.46

3. Length -0.81 0.0 0.81 -1.40 0.90 0.50

'In our experience, fitting hundreds of data sets over two decades, it has almost always been the case that the GR model fits rating data better
than the GPC model. The difference is usually small, as it is in this case.
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Figure 3.1. The trace lines for the GR (black) and GPC (gray) models for the North
Carolina Test of Computer Skills, keyboarding items

"Spacing"

"Length"
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Table 3.3. EAP[9] response-pattern scale scores and their corresponding s.d.
and frequency, using the GR model for the North Carolina Test of
Computer Skills, KB section

Response
Pattern Summed Score EAP[0] s.d. [0] Frequency

000 0 -1.55 0.76 64

001 1 -1.12 0.72 236
100 1 -1.03 0.72 25

010 1 -0.74 0.70 31

002 2 -0.71 0.73 96
101 2 -0.68 0.69 337
200 2 -0.67 0.76 17

011 2 -0.43 0.67 142

110 2 -0.34 0.67 58
020 2 -0.30 0.80 8

201 3 -0.31 0.72 137

102 3 -0.28 0.70 138

111 3 -0.08 0.64 340
012 3 -0.04 0.67 57
210 3 0.03 0.69 27

021 3 0.05 0.75 37
120 3 0.15 0.74 11

202 4 0.15 0.74 76
211 4 0.27 0.66 167

112 4 0.27 0.64 212

121 4 0.42 0.70 138

022 4 0.54 0.75 36
220 4 0.65 0.76 14

212 5 0.66 0.67 126
122 5 0.85 0.70 196
221 5 0.87 0.71 97

222 6 1.34 0.73 281

Table 3.4. EAP[9] response-pattern scale scores and their corresponding s.d.
and frequency, using the GPC model for the North Carolina Test of
Computer Skills, KB section

Response
Pattern Summed Score EAP[0] s.d. [0] Frequency

000 0 -1.53 0.75 64
001 1 -1.09 0.72 236
100 1 -1.07 0.72 25
010 1 -0.89 0.71 31

002 2 -0.67 0.70 96
101 2 -0.66 0.70 337
200 2 -0.65 0.70 17

011 2 -0.49 0.69 142

110 2 -0.48 0.69 58
020 2 -0.31 0.69 8

102 3 -0.27 0.69 138

201 3 -0.26 0.69 137

012 3 -0.10 0.69 57
111 3 -0.09 0.68 340
210 3 -0.08 0.68 27
021 3 0.07 0.68 37
120 3 0.08 0.68 11

202 4 0.13 0.68 76
112 4 0.29 0.69 212
211 4 0.30 0.69 167
022 4 0.45 0.69 36
121 4 0.47 0.69 138
220 4 0.48 0.69 14

212 5 0.69 0.70 126
122 5 0.86 0.71 196

221 5 0.88 0.71 97
222 6 1.30 0.74 281
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Figure 3.2. Test information curves for the North Carolina Test of Computer Skills,
KB section, as computed using both the GR and the GPC models

3.0

40) 2.0

1.03 2

Test information curves for this three-
item test, as computed using both the
GR and GPC models, are shown in
figure 3.2. As one would expect given
the similarity of the trace lines, the two
information curves in figure 3.2 are very
similar. The striking feature of the two
curves is that they are both very flat,
across a wide range of O. Thus, IRT dis-
plays the primary advantage of multiple-
category scoring: Each item provides
information at two (in this case) or
more (in general) levels of proficiency.
By adjusting the definitions of the
scoring categories, a test can be reason-
ably easy to construct that measures
proficiency almost equally accurately
over a wide range of proficiency. For
most values of 0 near the middle of the
scale, the value of test information is
about 2.0. Therefore, the standard errors
of the scale scores are expected to be
about 41/2 0.7, as they are in tables
3.2 and 3.3.
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Using [IRT Salk Scores for
Response Patterns to Score
Tests Combining Mulltiplle-
Choke and Constructed-
Response Sections:
Wisconsin Third-Grade
Reading FieDd Test

To illustrate the use of IRT scale scores
associated with response patterns to
score tests comprising both multiple-
choice and CR sections, we use
data from a field test of a form of
Wisconsin's third-grade reading test.
The data were obtained from 522
examinees. Here we use the responses
to 16 multiple-choice items, as well as
the responses to 4 CR items. All 20
items followed a single reading passage.
The multiple-choice items were in a
conventional four-alternative format;
the CR items were open-ended (OE)
questions that required a response on



a few lines. The OE items were rated
on a four-point scale (0-3). We simulta-
neously fitted the 3PL model to the
multiple-choice items and the GR model
to the OE items using Multi log (Thissen,
1991) and using a mild Bayesian prior
distribution2 for the guessing parameter
of the 3PL model (g).

Figure 3.3 illustrates the computation
of the IRT scale score for an individual
examinee for this 20-item test. The
examinee responded correctly to 12 of
the 16 multiple-choice items, obtained
scores of 2 on 2 of the OE items, and
3 on the other 2, for a total score (if
one sums the "points") of 22. IRT
response-pattern scoring ignores the
summed score and instead multiplies
the trace lines shown in figure 3.3. The
top panel shows the trace lines for the
examinee's responses to the multiple
choice items (12 increasing curves and
4 decreasing curves, for the 12 correct
and 4 incorrect item responses); the
middle panel shows the trace lines
associated with the OE responses.
The 2 nonmonotonic curves are the
GR trace lines for the 2s, and the 2
increasing trace lines are those for the
3s. The bottom panel of figure 3.3 is the
product of the 20 curves in the other 2
panels [and the N(0,1) population distri-
bution curve]. The mode of the curve in
the lower panel is MAP[0], which takes
a value of 0.54 (with s.e. = 0.27)that
is, the IRT scale score in z-score units
for this examinee.

IRT scale scores computed as in figure
3.3 for each examinee provide a solution
to the "weighting problem" for tests

such as this one that combine multiple-
choice and OE items. Many would
question the use of summed "points" to
score a test such as this one, asking why
one of the rated "points" for the OE
responses should equal the value of
a correct multiple-choice response.
However, the IRT scale scoring process
neatly finesses the issue: All of the item
responses (open-ended and multiple-
choice) are implicitly "weighted"; in-
deed, the effect of each item response
on the examinee's score depends on the
other item responses. Each response pat-
tern is scored in a way that best uses the
information about proficiency that the
entire response pattern pro-
vides, assuming that the
model summarizes the data
accurately.

IRT scale scores computed
in this way may vary a good
deal for examinees with the
same summed score. Figure
3.4 shows a scatter diagram
of the scale scores for the
combined 3PL and GR
model, plotted against the
summed score computed,
taking the number of OE
rated "points" literally.3 For
some summed scores, the
range of IRT scale scores is
as much as a standard unit. A good
deal of this range is attributable, in this
case, to the differential treatment by the
IRT model of the OE responses. As
shown in figure 3.3, the slopes of the
trace lines4 for the OE responses are
substantially less than the slopes of

'The prior distribution used for the lower asymptote parameter for the four-alternative multiple-choice items was N(-1.1, 0.5) for logit(g). This
distribution has a mode of 0.25 for g.

'Examinees with missing responses are omitted from figure 3.4 because it is not clear how to compute their summed scores in a way that is
comparable to those of other examinees.

'Here, 'slope' is taken generally to mean the rate of change of the response probability as a function of 0.
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Figure 3.3. The computation of the scale score for an individual examinee on the
Wisconsin third-grade reading test
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The top panel shows the 3PL trace lines for this examinee's responses to the
multiple-choice items
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The middle panel shows the GR model trace lines associated with the open
ended (OE) responses
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The bottom panel shows the product of the 20 curves in the other two panels
and the N (0,1) population distribution curve

the 3PL trace lines in the vicinity of
this examinee's score. As a result, the
3PL responses "count" more in the
score, and the OE responses "count"
relatively less. For examinees other
than the one shown in figure 3.3
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who also obtained a summed score
of 22, the IRT scale score is higher
because they responded correctly to
more of the highly discriminating
multiple-choice items, even though
they obtained fewer points for their
OE responses.
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Hgure 3.4. Scatter diagram of the scale scores for the combined 3PL and GR
model, plotted against the summed scores for the Wisconsin third-
grade reading test
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Summed Scores

Assuming that the combined 3PL and
GR model accurately represents the
data, the IRT scale scores simultaneous-
ly provide more accurate estimates of
each examinee's proficiency and avoid
any need for explicit consideration of
the relative "weights" of the different
kinds of "points."

The Tegtilekt Conce0
The concept of the testlet was intro-
duced in the literature by Wainer and
Kiely (1987, p. 190): "A testlet is a group
of items related to a single content area
that is developed as a unit and contains
a fixed number of predetermined paths
that an examinee may follow." Wainer
and Kiely proposed the use of testlets as
the units of construction and analysis
for computerized adaptive tests (CATs).
However; the testlet concept is now
viewed as a general-purpose solution to
the problem of local dependence (LD)
(Yen, 1993). If a pair or cluster of items
exhibits LD with respect to the con-

25 30

struct being measured by the test as a
whole, that pair or cluster of items may
be aggregated into a single unita test-
let. The testlet then yields locally inde-
pendent responses in the context of the
other items in the measure. Test lets and
individual items can then be
included in an IRT model
for item analysis and test
scoring.

By definition, a testlet is a
kind of (super) test item
that yields more than two
responses; furthermore, the
relative ordering of those
responses with respect to the
construct being measured
may or may not be known
a priori. Although traditional
approaches to item analysis
and test assembly may be
stymied by the presence of
items with multiple, purely
nominal responses, Bock's (1972) IRT
model for responses in several nominal
categories may be used to provide
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straightforward item analysis and test
scoring. Analysis using the NO model
can also be used to determine if the
responses are, as a matter of empirical
fact, ordered. If they are, then a con-
strained version of the NO model, like
the GPC or PC model or Samejima's
(1969) GR model, may be effectively
used.

Our first illustration of the testlet idea
(Thissen & Steinberg, 1988; Thissen,
1993) used data reported by Bergan and
Stone (1985) involving the responses
to four items measuring the numerical
knowledge of a sample of preschool

children and the nominal
IRT model. This example
represents what we
now call response-pattern
testlets, in which every
pattern of responses to
the items in the testlet
becomes a response catego-
ry for the testlet as a whole.
An extensive theoretical
treatment of processes that
may be represented by
fitting the NO model to
response-pattern testlets
has recently been provided
by Hoskens and De Boeck
(1997), who reanalyze the
Bergan and Stone example
and also contribute others.

No loss of information is involved in the
construction of response-pattern testlets;
the data are merely redefined. However,
given current technology, response-
pattern testlets may include only a few
items (two, three, or perhaps four) and
only a few responses for each item
because the number of response cate-
gories for the testlet is the product of
the numbers of response categories for
the items. That number cannot be larger

than, say, 16 and still permit any reason-
able amount of data to be used to cali-
brate the NO model.

When several items follow a common
stimulus, it may be better to view the
summed score on the test as the sum of
the number-correct scores for the sub-
sets of items associated with each of the
common stimuli (often passages in read-
ing comprehension tests). Both the nom-
inal and GR models have been used for
the analysis of passage-based tests
(Thissen, Steinberg, & Mooney, 1989;
Wainer, Sireci, & Thissen, 1991). To
implement this idea, a test with 10
questions following each of four reading
passages is treated as a four-testlet test,
and the GR model or some version of
the NO model is fitted to the 11 re-
sponse categories that represent each
possible number-correct score. In this
case, some loss of information occurs
relative to full response-pattern analysis
of the test data. However, the loss of
information is usually small and is more
than compensated for since the testlet
analysis is a proper analysis of locally
independent responses, while the
response-pattern analysis may be dis-
torted by the LD induced by the pas-
sages. For this reason, testlet-based IRT
analysis yields a more accurate descrip-
tion of the reliability and scale score
standard errors for such tests (Sireci,
Thissen, & Wainer, 1991).

The reason that pairs or clusters of
items should be treated as testlets is
sometimes obvious, as in the case of
clustered tasksfor example, the pairs
of questions on the preschool numer-
ical knowledge test or the questions
following a passage on a reading com-
prehension test. On the other hand,
local dependence inay also be an unex-
pected or even sufprising empirical



Figure 3.5. Two items (14 and 15) from the 1991 North Carolina End-of-Course
Geometry Test that exhibit substantial local dependence

14. Which term describes L1 and L2?

A vertical
B complementary
C adjacent
D congruent

15. If mLA = 60, what is the measure-
ment of the supplement of LA?

A 120
B 90
C 40
D 30

phenomenon. Yen (1993) and her col-
leagues at CTB/McGraw-Hill have suc-
cessfully used empirical procedures to
detect LD on recently constructed per-
formance-based educational assess-
ments. They used a statistic, called Q3,
proposed by Yen (1984), to identify LD.
However, Q3 may exhibit unpredictable
behavior under some circumstances
(Chen & Thissen, 1997; Reese, 1995).
For binary test items, we use the LD
index described in detail by Chen and
Thissen (1997). The LD index provides a
straight- forward analysis of the residu-
als from the IRT model for each pair of
items. If the items are locally indepen-
dent, then the residuals from the fitted
model for each pair of items are statisti-
cally independent, and the x2-distributed
statistic is expected to be approximately
one. If the items are locally dependent,
the LD index is large. When substantial
LD is detectedfor example, by the

LD indexor expected because the test
was deliberately constructed with relat-
ed items, we combine those items into
testlets and use the same IRT machinery
for test scoring that we use with any
test that has items with several
response categories.

Using the Noma[l ModeD
for !items Combined into
Response-Pattern Test !lets:
An lExample from the
North Caro[lina End-of-
Course Geometry Test
A pair of items that exhibit relatively
extreme local dependence is shown
in figure 3.5. These two items were
numbers 14 and 15 on a 1991 test form
of the North Carolina End-of-Course
Geometry Test and physically adjacent,
as shown in the figure. Such physical
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proximity often exacerbates LD when it
exists. Using data from 2,739 examinees,
we calibrated the 60-item test and
computed the LD index for each pair
of items. The value of the LD index for
this pair of items was 180. For a statistic
that is distributed approximately as a
X2 with 1 d.f in the null case, that is
remarkable.

Many more examinees than predicted
by the IRT model respond correctly to
both items or incorrectly to both items.
Examining the items, it is easy to see
why. Indeed, several ways can be used
to describe the probable reasons for
the LD. A succinct description would
be that the two items are both "vocab-
ulary" items on a geometry test, and
students whose teachers emphasized
the memorization of vocabulary would
do better on both. A somewhat more
elaborate chain of reasoning would
explain that item 14 could serve to "give
away" the answer to item 15, even for
students with limited knowledge: If we
assume that among the three terms
adjacent, complementary, and supplemen-
tary, the first is the easiest to remember,
then we may assume that item 14 is
easy to answer correctly (by selecting
adjacent). However, the figure clearly
shows that the angles in item 14 sum
to 180°. That implies that complementary,
as an incorrect distractor for item 14,
cannot be the word that means "sums
to 180°." When we turn to item 15, if
we remember that supplementary is
"one of those words" and means either
"sums to 180°" or "sums to 90°," we
eliminate alternatives B and C, and then
(correctly) choose alternative A because
supplementary has to be "sums to 180°"
if (from item 14) complementary is not.

In any event, the empirical fact is that
the responses to the two items are not
locally independent. The solution pro-
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posed by Yen (1993) for this kind of LD
is to combine the two items into a sin-
gle testlet and conduct the IRT analysis
again. This serves to eliminate the LD
and keep the IRT model and its useful-
ness for scale scoring. (The alternatives
are to keep the LD and eliminate the
unidimensional IRT model or grossly
complicate the model; neither of these
ideas is attractive.) In this case, we
rescored these two items as a single
testlet with four response categories: 0
for response pattern {00}, 1 for response
pattern {01), 2 for response pattern {10},
and 3 for response pattern {111. We then
recalibrated the test using the 3PL model
for the remaining 58 items and the NO
model for the testlet.

Figures 3.6-3.8 illustrate response pat-
tern items 14 and 15. The NO model
trace lines for the four response patterns
to items 14 and 15 are shown in figure
3.8. The trace lines for {00}, {01}, and
{10} are all monotonically decreasing
(and nearly proportional to one another)
over the useful range of 0. Of course,
the trace line for {11} is monotonically
increasing. This differs from any pattern
that can be obtained by combining two
3PL trace lines, for which the likelihoods
of the four response patterns must be
ordered, with {11} associated with high-
er values of 0, {01} and {10) associated
with some intermediate values of 0,
and {00} associated with the lowest.
The 3PL trace lines for items 14 and 15
are shown in figure 3.6, and the prod-
ucts of those two curves (and their
complements) are shown in figure 3.7.
In an attempt to fit the data as accurate-
ly described by the NO in figure 3.8,
the 3PL model has extremely high val-
ues of g (the lower asymptote) for both
items. (They are 0.43 and 0.48, respec-
tively.) Nevertheless'i the 3PL model
must imply that the likelihood for
the response patterns {01) and {10)
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Figure 3.6. 3 PL trace lines for responses to items from the 1991 North Carolina
End-of-Course Test in Geometry that exhibit substantial local dependence
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Figure 3.7. The likelihoods for the four possible response patterns for items 14 and
15, computed as products of the trace lines in Figure 3.6 and their
complements

As 2 3PL-model Items

0.0
-3

Figure 3.8. The nominal model trace lines for the four response patterns to items
14 and 15 of the 1991 North Carolina End-of-Course Test in Geometry

As 1 Nominal-model Test let
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must be associated with relatively high-
er values of 9 than {00}. This causes the
misfit with the data that is detected by
the LD index.

If the 3PL trace lines were used to com-
pute IRT scale scores, the effect would
be that examinees who responded cor-
rectly to either one of the two items
would receive higher scale scores than
those who responded correctly to nei-
ther. However, trace lines from the NO
model for the testlet have different con-
sequences for scale scoring: Effectively,
the examinee "gets credit" (i.e., the scale
score increases) for response pattern
{11), but the scale score tends to decrease
slightly for any of the patterns that
include an incorrect response. The test-

let combination and subse-
quent NO model analysis
have created a scoring rule
for this pair of items that,
to anthropomorphize, basi-
cally says, "This pair is a
single item; you get one
point if you respond cor-
rectly to both questions
and zero points if you miss
either." The IRT analysis
indicates that using this
scoring rule makes this pair
of items a better indicator
of proficiency in geometry
than any that would be
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obtained treating the
two items separately.

We have described response-pattern
testlet modeling and scoring as an
a posteriori "fix" for observed LD,
and the procedure is used this way.
However, as Hoskens and De Boeck
(1997) and others have pointed out, the
availability of this kind of analysis

makes it possible for the test constructor
to plan or intend to construct item com-
binations as testlets. An example could be
the mathematics item format that asks
for the solution to a problem, and then
follows up with what appears to be a
second question, "Explain your answer."
After the solution is scored (possibly as
correct or incorrect) and the explanation
is rated by judges following some rubric
(perhaps on a three-point scale), all of
the patterns of {solution score, explana-
tion score} can be treated as the response
alternatives for a single testlet, fitted
with the NO model.5

Condllassion
IRT models for items with responses
scored in more than two categories
provide a useful way to compute scale
scores for the otherwise difficult data
that arise in the context of performance
assessments. While the rating categories
used by judges to provide the item-level
scores for CR items are often arbitrary,
the IRT models provide a mechanism to
combine those ratings into scores on a
useful scale. Weighting problems, once
the province of guesswork or commit-
tees, are naturally handled in the process
of the computation of IRT scale scores;
each item is implicitly weighted accord-
ing to its relation with the aspect profi-
ciency that is common to all of the
items (0).

The computation of IRT scale scores
requires that the "item" responses must
be locally independent because that
justifies the multiplication of the trace
lines for those responses to compute
the likelihood that is the basis of the
scale scores. While this requirement

Some testing programs use ordered versions of the NO model, such as the GPC model, for this purpose. That may be effective, but we would
recommend that the unconstrained NO model be fitted, or some other analysis performed, to check that the empirical order of the testlet cate-
gories corresponds to the order assumed in fitting an ordered item response model.
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may seem at first look restrictive in the
context of performance assessment, we
have seen that the testlet concept may
be used to combine "items" (from the
point of view of the examinee) that may
be locally dependent into testlets in such
a way that the testlet responses are
locally independent. Then IRT models
for responses in more than two cate-
gories, such as those we have discussed
in this chapter, may be used to gain all
the advantages of IRTa well-defined
scale with well-defined standard errors,
form linking, and even adaptive testing.

IRT scale scores may always be comput-
ed using the full response pattern, and
if the model is well chosen for the data,
one that yields the most statistically effi-
cient scores. In some contexts, IRT scale
scores may usefully be computed for
each summed score. This is often more
practical in large-scale testing programs
but not as useful when the items being
considered are of very different kinds.
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Some lldeas about iltem Response
Theory Applied to Combinationg of

Mulltipk-Choice and Open-Ended HEM:
5ca11 e 5cores for Patterns of 5unmed Scores*

Many contemporary tests include open-
ended (OE) items, for which the item
scores are ordered categorical ratings
provided by judges, as well as multiple-
choice items. If the collection of items is
sufficiently well represented by a unidi-
mensional item response theory (IRT)
model, scale scores may be a viable plan
for scoring such a test. Either EAP or
MAP estimates of 0 based on response
patterns are traditional IRT answers to
the scoring of such tests. However, in
many contexts, response-pattern scoring
carries nonpsychometric penalties, and
an alternative solution is required.
Weighted combinations of the summed
scores are widely used, but no clearly
superior solution exists to the problem
of selecting the weights.

Scage 5cores Based
OgP Patterns of
5unmed Scores
A better solution to the problem of
combining binary-scored, multiple-
choice (MC) sections with items scored
in multiple categories may involve a
hybridization of summed-score and
response-pattern computation of scaled
scores. To do this, one must first jointly

calibrate all the items (that is, one
estimates the item parameters), using
suitable IRT models for each item. Then
one computes exC (9), the likelihood for
summed score x for the MC section, and
exE, (0), the likelihood for summed score
x' for the OE section. For each combina-
tion of a given summed score x on the
MC section with any summed score x'
on the OE section, compute the product

.1,30<, (9) = LIC (0) Lx,°E(0) (I) (0) (1)

The product in equation (1) is the likeli-
hood for the response pattern defined as
{score x on the MC section and score x'
on the OE sectionl. Then we can com-
pute the modeled probability of the
response pattern of summed scores
fx,x'1,

P = f Lxx,(0) dO (2)

We may also compute the expected
value of 0, given the response pattern
of summed scores fx,x'),

'Excerpts from a draft to appear in D. Thissen and H. Wainer (Eds.), Test Scoring.

f 0 L ,(9) d(0)
EAP[0 x x'} =

Pxx,

6 7

(3)
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and the corresponding standard
deviation,

s.d.[Olx , x'} =

f to EAP[OIx , x']}2 L(e) d(9) 1112

Pxx, (4)

Equations (3) and (4) define two-way
score translation tables that provide
scaled scores and their standard errors
for each such response pattern, in which
the "pattern" refers to the ordered pair
{score x on the MC section, score x' on
the OE section). This procedure offers
many of the practical advantages of
summed-scores, while preserving the
differences in scale scores that may be
associated with very different values
of "points" on the MC and OE sections.

Usino11RT Scalle
Scores for Patterns
of Summed Scores
to Score Test
Coll.nbllnlln

Mulltipk-Choice and
Constructed-Response
Sedions: Wisconsin
Third-Grade Readn
Fieild Test
To illustrate the construction of scale
scoring tables using equations (3) and
(4), we use data from the Wisconsin
third-grade reading test. We fitted the
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16-item MC section and 4 OE items,
each rated 0-3, with the 3PL and GR
models (Birnbaum, 1968; Samejima,
1969) respectively, using the computer
program Multilog (Thissen, 1991) and
computed scale scores for the response
patterns to these 20 items. Here, we
use the item response models and item
parameter estimates to compute the
values of EAP[Olx , x'] and s.d.[Olx , x'],
using equations (3) and (4).

Table 4.1 shows the values of EAP{Ellx ,

x'] for the 221 combinations of x, the
summed score on the MC section, and
x', the summed score on the OE section.
Tabulations such as those shown in
table 4.1 can be used in score-translation
systems; one enters the table with the
summed scores on the two parts of the
test and locates the scale score for that
combination in the body of the table.
A similar array of the values of s.d.
[91x , x'] is shown in table 4.2; these
may be reported as the standard
errors of the scores.

Table 4.1 shows some interesting fea-
tures of IRT-based score combination,
as opposed to the more commonly used
simple weighted combinations of
summed scores. Reading across each
row or down each column of table 4.1,
it should be noted that the "effect" of a
"point" on either the OE section or the
MC section depends on its context. In a
simple weighted combination of the
scores, obtaining 12 points instead of 11
on the OE portion would have the same
"effect" on the score as obtaining 1
point instead of 0. This is not true for
the IRT system: The likelihood-based
system "considers" (to anthropomor-
phize) the two scores and their consis-
tency pieces of evidence. Where the
two pieces of evidence essentially agree
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Table 4.1. The values of EAP[Olx, xl for combinations of multiple-choice (MC)
and open-ended (OE) summed scores on a Wisconsin reading tryout
form. 0 is standardized; EAP estimates of 0 associated with the MC
and OE summed scores are shown in the margins. The unshaded area
in the table represents the central 99% HDR for the response patterns

Open-Ended (Summed) Rated Score

MC
Sum Score 0 1 2 3 4 5 6 7 8 9 0 11 12

EAPs .1.-> -2.8 -2.5 -2.2 -1.9 -1.6 -1.3 -1.0 -0.6 -0.2 0.1 0.5 1.0 1.4Score

0 -2.3 -3.2 -3.0 -2.8 -2.6 -2.5 -2.4 -2.2 -2.1 -2.0 -1.9 -1.8 -1.8 -1.7

1 -2.2 -3.1 -2.9 -2.8 -2.6 -2.4 -2.3 -2.1 -2.0 -1.9 -1.8 -1.7 -1.7 -1.6

2 -2.1 -3.0 -2.9 -2.7 -2.5 -2.3 -2.2 -2.0 -1.9 -1.8 -1.7 -1.6 -1.6 -1.5

3 -2.0 -3.0 -2.8 -2.6 -2.4 -2.2 -2.1 -1.9 -1.8 -1.7 -1.6 -1.5 -1.4 -1.4

4 -1.8 -2.7 -2.5 -2.3 -2.1 -1.9 -1.8 -1.7 -1.6 -1.5 -1.4 -1.3 -1.2

5 -1.6 -2.8 -2.6 -2.3 -2.1 -1.9 -1.8 -1.6 -1.5 -1.4 -1.3 -1.2 -1.2 -1.1

6 -1.4 -2.7 -2.4 -2.2 -2.0 -1.8 -1.6 -1.5 -1.4 -1.3 -1.2 -1.1 -1.0 -1.0

7 -1.2 -2.5 -2.2 -2.0 -1.8 -1.6 -1.4 -1.3 -1.2 -1.1 -1.0 -1.0 -0.9 -0.9

8 -1.0 -2.2 -1.9 -1.7 -1.5 -1.4 -1.3 -1.2 -1.1 -1.0 -0.9 -0.8 -0.8 -0.7

9 -0.9 -1.9 -1.6 -1.4 -1.3 -1.2 -1.1 -1.0 -0.9 -0.8 -0.8 -0.7 -0.6 -0.6

10 -0.7 -1.5 -1.3 -1.2 -1.1 -1.0 -0.9 -0.8 -0.8 -0.7 -0.6 -0.5 -0.5 -0.4

11 -0.5 -1.2 -1.0 -0.9 -0.8 -0.8 -0.7 -0.6 -0.6 -0.5 -0.4 -0.4 -0.3 -0.2

12 -0.3 -0.8 -0.8 -0.7 -0.6 -0.6 -0.5 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1 -0.0

13 -0.1 -0.6 -0.5 -0.5 -0.4 -0.4 -0.3 -0.3 -0.2 -0.1 -0.0 0.0 0.2 0.3

14 0.5 -0.3 -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 0.0 0.1 0.2 0.3 0.5 0.6

15 0.5 -0.1 -0.1 -0.0 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.7 0.9 1.1

6 1.1 0.2 0.2 0.2 0.3 0.3 0.4 0.5 0.6 0.7 0.9 1.1 1.4 1.7

(roughly, near the main diagonal of the
table), the summed score on each part
has a larger "effect" on the scaled score
than it may when the scores "disagree."
In the latter case, when the scores are
inconsistent, the OE score is effectively
given less weight because the OE sec-
tion is less reliable (or discriminating).

Figure 4.1 illustrates the system graphi-
cally. The contents of the cell in table
4.1 for xmc=ls and x'OE=9 are shown
expanded at the lower right of the figure:
the population OE distribution [OM],
the likelihood for OE score 9[LcI(0)], the
likelihood for MC score 15[L1(0)], the
product of those three densities, and the
likelihood for 9 given OE score 9 and
MC score 15[458,9(0)]. (To place all the
likelihoods on approximately the same

scale for the graphic, the population dis-
tribution [OM], the likelihood for the
OE score [L° I; (9)], and the likelihood for
MC score [Lmc (0)] have all been normal-
ized to have a maximum ordinate of 1.0
in figures 4.1-4.4)

The plot of the likelihoods in the
lower right-hand corner of figure 4.1
is expanded in figure 4.2. Referring to
table 4.1, we find that the value of
EAP[Olx , x'] for the combination is
0.5, while the MC EAP[Olx] (in the row
margin of table 4.1) is also 0.5, and the
OE EAP[Olx'] (in the colunm margin of
table 4.1) is 0.1. Thus, although the like-
lihood for the combination appears to
be between those for the MC score and
the OE score, the "average" computed,
using the combination likelihood, is
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Table 4.2. The values of s.d. [eIx , xl for combinations of MC and OE summed
scores on a Wisconsin reading tryout form. 0 is standardized; EAP
estimates of 0 associated with the MC and OE summed scores are
shown in the margins. The unshaded area in the table represents
the central 99% HDR for the response patterns

Open-Ended (Summed) Rated Score

MC Score 0 1 2 3 4 5 6 7 8 9 10 11 12
Sum

EAPs -2.8 -2.5 -2.2 -1.9 -1.6 -1.3 -1.0 -0.6 -0.2 0.1 0.5 1.0 1.4Score
0 -2.3 0.51 0.52 0.51 0.49 0.47 0.44 0.42 0.40 0.38 0.37 0.36 0.35 0.35

1 -2.2 0.53 0.54 0.53 0.50 0.48 0.45 0.42 0.40 0.39 0.37 0.36 0.35 0.35

2 -2.1 0.55 0.56 0.54 0.52 0.49 0.46 0.43 0.41 0.39 0.37 0.36 0.35 0.34

3 -2.0 0.58 0.58 0.56 0.53 0.50 0.46 0.43 0.41 0.39 0.37 0.36 0.35 0.34

4 -1.8 0.61 0.61 0.59 0.55 0.51 0.47 0.43 0.41 0.38 0.37 0.35 I 0.34 0.33

5 -1.6 0.65 0.64 0.61 0.56 0.51 0.47 0.43 0.40 0.38 0.36 0.34 0.33 0.32

6 -1.4 0.70 0.68 0.63 0.57 0.51 0.46 0.42 0.39 0.36 0.35 0.33 0.32 0.31

7 -1.2 0.75 0.70 0.63 0.56 0.50 0.44 0.40 0.37 0.35 0.33 0.32 0.31 0.30

8 -1.0 0.80 0.71 0.62 0.54 0.47 0.42 0.38 0.36 0.34 0.32 0.31 0.30 0.30

9 -0.9 0.81 0.68 0.57 0.49 0.44 0.39 0.36 0.34 0.32 0.31 0.31 0.30 0.30

10 -0.7 0.75 0.61 0.51 0.44 0.40 0.37 0.34 0.33 0.32 0.31 0.31 0.30 0.31

-0.5 0.63 0.51 0.44 0.40 0.37 0.35 0.33 0.32 0.31 0.31 0.31 0.32 0.33

12 -0.3 0.49 0.43 0.39 0.36 0.35 0.34 0.33 0.32 0.32 0.32 0.33 0.34 0.36

13 -0.1 0,40 0.37 0.36 0.35 0.34 0.34 0.33 0.33 0.34 0.35 0.37 0.39 0.42

14 0.5 0.36 0.36 0.35 0.35 0.35 0.35 0.35 0.36 0.37 0.39 0.42 0.45 0.49

15 0.5 0.37 0.37 0.37 0.37 0.37 0.38 0.39 0.41 0.43 0.45 0.49 0.53 0.59

16 1.1 0.40 0.40 0.40 0.41 0.42 I 0.43 0.45 0.47 0.50 0.53 0.57 0.62 0.67

Figure 4.1. Graphical illustration of the IRT pattern-of-summed-scores combination sys-
tem using data from the Wisconsin third-grade reading test. The table in the
upper left is a schematic representation of table 4.1. For the cell in table 4.1
for xmc=15 and x'oE =9, the expanded cell at the lower right shows the pop-
ulation distribution [0(0)], the likelihood for OE score 9[P,E(0)], the likeli-
hood for MC score 15 [Lmi(0)], and the product of those three densities,
and the likelihood for El given OE score 9 and MC score 1 5[L158,9(0)]

Open-Ended Scores

Population Distribution (Theta)
Likelihood (OE Score = 9 I Theta)

Likelihood (MC Score = 15 I Theta)
Likelihood (Theta I OE = 9 & MC = 15)

IRT
Pattern-of-
Summed-Scores
Score
Combination

70



Figure 4.2. The population distribution [0(0)], the likelihood for OE score 9[L09E(0)],
the likelihood for MC score 15 [L(0)], the product of those three
densities, and the likelihood for 0 given OE score 9 and MC score
15[L158,9(0)], using data from the Wisconsin third-grade reading test

0.8

0.6

0.4

0.2

Likelihood (OE Score = 9 I Theta)

Population
Distribution
(Theta)

(MC Score = 15 I Theta)

Likelihood (Theta I OE = 9 & MC = 15)

-3 -1 0
Theta

approximately in the same location as
the MC EAP scale score. Table 4.2 gives
the value of s.d.[Olx , x'] = 0.45 for this
cell, and the likelihood plotted in figure
4.2 shows this to be a rather accurate
description: The inflection points are
a little higher than 0 and a little lower
than 1.

Figure 4.3 shows a similarly constructed
graphic for the combination with MC
score 16 and OE score 12the maximum
summed score for each component. In
this case, the combination likelihood
(the product of both component likeli-
hoods and the population distribution)
has (EAP[Olx , x']) = 1.7 (from table 4.1),
while the EAPs for the two components
are 1.1 (for the MC section) and 1.4
(for the OE section)both from the
margins of table 4.1. Again, this kind
of likelihood-based, score-combination
system is better taken as a system for
combining evidence (about 0) than as
an averaging system, with or without
weights. For example, when the examinee
obtains the maximum score on both of
the two components, the evidence is

4

compounded that the examinee's profi-
ciency is very highfar from the mean
of the population distribution.

Figure 4.4 shows the likelihoods for
an extremely unlikely combination:
all items correct on the MC section (a
summed score of 16) and no points on
the OE section (summed score 0). This
situation presents difficulty for any
score combination system. The value of
(EAP[Olx]) for the MC section alone is
1.1, indicating relatively high proficien-
cy, while that for (EAP[Olx']) for the OE
section alone is 2.8, indicating very low
proficiency. The value of (EAP[Olx,x1
for the combination likelihood is 0.2,
which is a kind of compromise, but
this is a compromise that comes with
a warning.

The Probabilities of Score Combinations.

The IRT model also gives the probabili-
ty for each combination of scores x and
x'equation (2). For the score combina-
tions in table 4.1, the values of P xx, range
from approximately 0.07 to less than
0.000005; a truncated representation of
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Figure 4.3. The population distribution [f(q)1, the likelihood for OE score 12[L0E12
(q)], the likelihood for MC score 16[LMC16 (q)], the product of those
three densities, and the likelihood for q given OE score 12 and MC
score 16[L16&12(q)], using data from the Wisconsin third-grade
reading test

0.8

0.6

0.4

0.2

Population
Distribution
(Theta)

-4 -3

Likelihood
(MC Sco 16 I Theta)

Likelihood
(OE Score 12 I Theta)

-2 -1 0

Theta
1 2

MC = 16)

3 4

Figure 4.4. The population distribution [OA], the likelihood for OE score
the likelihood for MC score 16 [Li%(0)], the product of those three
densities, and the likelihood for 0 given OE score 0 and MC score
16[L16m(0)], using data from the Wisconsin third-grade reading test
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Likelihood
(MC Score = 16 I Theta)

-4 -3 -2 -1 0
Theta

MC = 16) x 106

1 2 3 4
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those values of P. is shown in table
4.3. Considered individually, the values
of P are not readily interpretable as
reflecting likely or unlikely events in
any absolute sense because the magni-
tude of the individual P depends on
the number of row and column score-
points. However, the values of Pxx.,
may be used to construct a (1a)100%
"highest density region" (HDR; Novick
& Jackson, 1974) for the response
combinations.

To construct the HDR, first sort the
cells in order of P from largest to
smallest, and construct the cumulative
distribution of P using that sorted list.
As an example, locate the 99% HDR by
including the region of all those cells
that contribute to the first 99% of the
cumulative total of Pxx,. This region has
the properties that include 99% of the
modeled response probability (by
construction). The probability of any
response combination within the region
is higher than the probability of any
response combination excluded from
the region. According to the model,
99% of the examinees should obtain
score combinations in that list of cells.

To illustrate, the 99% HDR was located
for the Wisconsin reading data, as well
as the 99.9% HDR; they are shown
with shading in table 4.4. (The same
cells are shaded in tables 4.1-4.3). In
table 4.4 (as well as tables 4.1-4.3), the
99% HDR is shown with no shading,
and the region excluded from the 99.9%
HDR is shaded darkly. The light gray
shading and the unshaded area together
represent the 99.9% HDR. Any
response combination in the darkly
shaded area in tables 4.1-4.4 is unusual,
in that, according to the model, fewer
than 1 in 1,000 examinees should pro-
duce responses in that region.

Returning our attention to the unlikely
score combination illustrated in figure
4.4, we now note that the likelihood for
the combination has been multiplied by
106 to make it visible on the graphic.
The shadings in tables 4.1-4.4 indicate
that, according to the IRT model, this
particular score combination is one that
the model says should occur rarely.
Rather than accept any score for this
combination (Which one should we
accept? The high MC score? The low
OE score? An average that represents
neither?), this information could be used
in some testing systems to indicate that
either the test or the model is somehow
inappropriate for examinees with this
response pattern and that further testing
might be useful.

An Aside: Use of Pxx, as the Basis of an

"Appropriateness Index." For any test
that is constructed of blocks of items
[MC-OE combinations are just one
example; a computerized adaptive test
(CAT) that administers testlets sequen-
tially is another], tables of the same
general form as table 4.3 may also be
constructed of

Pxx = J L(0) de,

for each pair of blocks or its generaliza-
tion for higher-way tables. These values
may be used to construct a (1 a) 100%
HDR for scores for the combination of
blocks. These represent the model's
predictions of score combinations that
are likely and unlikely. Any score com-
bination that lies outside the (1 a)
100% HDR could be flagged in much
the same way that "appropriateness
indices" such as lz (Drasgow, Levine,
& Williams, 1985) are used to flag
response patterns that are relatively
unlikely, according to an IRT model.
However, unlike I. which relies on a
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Table 4.3. The values of Px , for combinations of MC and OE summed scores on
a Wisconsin reading tryout form. Entries in the table are 10,000Px ,

truncated, with a leading 0.0 suppressed (that is, 001 is 0.0001). The
unshaded area in the table represents the central 99% HDR for the
response patterns

Open-Ended (Summed) Rated Score

MC
Score 0 1 2 3 4 5 6 7 8 9 10 11 12

Sum
EAPs -2.8 2.5 2.2 1.9 1.6 -1.3 -1.0 -0.6 -0.2 0.1 0.5 1.0 1.4Score

0 -2.3 000 000 000 000 000 000 000 000 000 000 000 000 000

-2.2 000 000 000 000 001 002 002 001 000 000 000 000 000

2 -2.1 000 000 000 002 005 008 009 007 003 001 000 000 000

3 -2.0 000 000 001 004 011 018 021 017 010 004 000 000 000

4 -1.8 000 000 001 006 016 030 038 034 022 009 002 000 000

5 -1.6 000 000 001 007 019 039 054 054 038 018 004 000 000

6 -1.4 000 000 001 006 019 043 067 074 058 030 009 001 000

7 -1.2 000 000 001 005 017 042 074 092 080 046 015 002 000

8 -1.0 000 000 000 003 014 038 075 104 102 064 023 004 000

9 -0.9 000 000 000 002 010 033 072 112 122 086 034 006 000

10 -0.7 000 000 000 001 008 027 066 116 141 112 049 011 000
_

11 -0.5 000 000 000 001 005 022 060 117 161 144 072 018 001

12 -0.3 000 000 000 000 004 018 054 118 184 188 108 031 003

13 -0.1 000 000 000 000 003 014 048 119 212 253 170 058 007

14 0.5 000 000 000 000 002 011 042 118 245 348 284 120 020

15 0.5 000 000 000 000 001 008 033 108 266 463 482 270 064

16 1.1 000 000 000 000 000 004 019 072 218 482 675 542 196

Gaussian approximation for the distrib-
ution of the log-likelihood for its ques-
tionable p-values (Reise & Flannery,
1996), the probability statements associ-
ated with use of a (1 a) 100% HDR
for two- (or three- or four-) way classifi-
cations of the item responses blockwise
may be computed directly from the IRT
model.

What should be done with examinees
whose responses are flagged as unlikely
according to the model? This question
raises difficult policy questions, and
its answer certainly depends on the
purpose of the test. The mismatch
between the examinee's performance
on one block and another may mean
the examinee cheated on one block, in
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which case the better measure may be
their lower performance, or it may be
that something else went wrong with
their performance on the block on
which they scored lower (distraction?
computer difficulties?), in which case
the higher of the two scores may be
more valid. The context of high-stakes
testing, which is expensive in both time
and money for the examinee, might add
further considerations. Davis and Lewis
(1996) suggest several possible courses
of action that could be followed if the
test was computerized: One set of pos-
sible actions includes an on-line exten-
sion of the test, either switching from
a CAT system to a long linear form or
using a special block of "silver bullet
items" to estimate more accurately the
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Table 4.4. The 99% and 99.9% HDRs for score combinations on a Wisconsin
reading tryout form. EAPs associated with the MC and OE summed
scores are shown in the margins

Open-Ended (Summed) Rated Score

MC
Sum Score 0 1 2 3 4 5 6 7 8 9 10 11 12

Score EAPs 1-* -2.8 -2.5 -2.2 -1.9 -1.6 -1.3 -1.0 -0.6 -0.2 0.1 0.5 1.0 1.4

0 -2.3

1 -2.2

2 -2.1

3 -2.0

-1.8

5 -1.6

6 -1.4
Unshaded:

7 -1.2 Central 99% HDR-
P(any unshaded combination) >

8 -1.0
P(any shaded combination)

9 -0.9

10 -0.7

11 -0.5

12 -0.3

13 -0.1
Shaded

14 0.5 Darkly:
< 0,1%

15 0.5

16 1.1

Figure 4.5. The values of EAP[OPcxl, computed using the 3PL/GR model combina-
tion, plotted as a surface of points over a grid representing the OE and
MC summed scores, using data from the Wisconsin third-grade reading
test (Only the points for the central 95% HDR of the score combinations
are plotted)
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Figure 4.6. The values of MAP[Olx,x1, computed using the Rasch model, plotted as
a surface of points over a grid representing the OE and MC summed
scores, using data from the Wisconsin third-grade reading test (Only the
points for the central 95% HDR of the score combinations are plotted)

examinee's proficiency. Other possible
actions include score cancellation and
retesting.

The Relation of Likelihood-Based Score

Combination with Weighted Linear
Combinations and with Rasch Model Scores.
Figure 4.5 shows the score combination
values of EAP[Olx , x'] for the Wisconsin
third-grade reading test plotted as a
point-surface over a grid representing
the MC and OE summed scores. (Only
the points for the central 95% HDR of
the score combinations are plotted.) The
curvature of that surface represents the
difference between this score-combination
system and a linear-weighted average of
the two scores. The corresponding points
for any linear-weighted average system
would lie on a plane. IRT "adjustments"
for the relative difficulty and discrimina-
tion of the MC and OF, items, done on
a point-by-point basis as the likelihoods
are used to combine the evidence about
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proficiency each represents, cannot be
exactly matched by any linear-weighting
scheme. However, the fact that the rows
of points rise more quickly in the direc-
tion of increase of the MC score than
they do in the direction of increase for
the OE score means that the IRT system
is effectively "weighting" the MC
"points" more than the OE "points."

Analysis of data like these with a Rasch-
family model produces scale scores that
are the same for any score combination
that yields the same total summed score
(Masters & Wright, 1984). In the case of
Rasch-family models, the two-way
array of values of EAP[9Ix , x'], such as
is shown in table 4.1, is superfluous; any
combination of x and x' that have the
same total score have the same scale
score. When applied to data that the
3PL/GR model combination fits with
different discrimination values for the
MC items (as a set) and the OE items
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Figure 4.7. The values of EAP[Olx,x1, computed using the 3PL/GR model combi-
nation, plotted against the values of MAP[Olx,x1, computed using the
Rasch model, using data from the Wisconsin third-grade reading test.
(Only the points for the central 95% HDR of the score combinations
are plotted)

Wisconsin Reading Data: Different Scores for
the MC & OE Combinations (Central 95%)

(Standardized) Rasch Estimates

(as a set), Rasch-family model scale
scores and the 3PL/GR model combina-
tion scale scores differ somewhat. Figure
4.6 shows the values of Rasch-family
MAP[Olx x'] as computed with the
computer program Bigsteps (Wright &
Linacre, 1992) for the Wisconsin third-
grade reading test plotted as a point-
surface over a grid representing the
MC and OE summed scores. (Again,
only the points for the same central
95% HDR of the score combinations are
plotted as in figure 4.5; the computation
of the HDR is based on the 3PL/
GR model.) Unlike the pattern shown
in figure 4.5, the Rasch-family scale
scores increase at exactly the same rate
as the MC scores increase as they do
for an OE score increase.

Figure 4.7 shows the 3PL/GR score-
combination values of EAP[Olx x']
plotted against the Rasch-family

MAP[Olx x'] estimates. (Because the
Rasch-family estimates are originally
computed on a different scale, their val-
ues in figure 4.7 have been standardized
to have the same mean and variance as
the values of EAP[Olx , x']). We see in
figure 4.7 that some score combinations
for which the Rasch-family values of
MAP[Olx x'] and the 3PL/GR values of
EAP[Olx xl differ fairly substantially.
Because the 3PL/GR scale scores are
computed to account for guessing on
MC items (which almost certainly hap-
pens) as well as different relative values
of the "points" for the number-correct
MC score as opposed to the rated OE
score (which also almost certainly con-
tains some truth), we tend to believe
that when the two scores differ, the
3PL/GR scores may be more valid.
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Enhandin the Mlldily of NAEP
AchilevenTen Levell kore Reportin

The National Assessment of Educational
Progress (NAEP) provides policymakers,
educators, and the public with informa-
tion about the reading, mathematics,
science, geography, history, and writing
knowledge and skills of elementary,
middle, and high school students.
NAEP also monitors changes in student
achievement over time. NAEP uses
considerable statistical and psychomet-
ric sophistication in its test design, data
collection, test data analysis, and scaling
(Beaton & Johnson, 1992; Johnson,
1992; Mislevy, Johnson, & Muraki,
1992). In fact, NAEP may be the most
technically sophisticated assessment
system in the world.

Less attention, however, appears to be
given to the ways in which the complex
NAEP data are organized and reported.
In fact, the contrast between the efforts
and success in producing sound techni-
cal NAEP instruments, drawing samples,
administering the assessments, and ana-
lyzing the assessment data and the
efforts and success in disseminating
NAEP results is striking.

Concerns about NAEP data reporting
have become an issue in recent years.
These concerns have been documented
by Hambleton and Slater (1995, in
press), Jaeger (1992), Koretz and Deibert
(1993), Linn and Dunbar (1992), and
Wainer (1996, 1997a, 1997b). The
objectives of this paper are as follows:

(a) provide background on NAEP score
reporting with achievement levels
(since 1990);

0.1

(b) describe the results of a small-scale
study of the understandability of
NAEP score reports among policy-
makers; and

(c) review several promising new direc-
tions in score reporting along with
their implications for NAEP
redesign of NAEP displays (Wainer,
Hambleton, & Meara, in progress),
guidelines for preparing displays
(Hambleton, Slater, &
Allalouf, in progress), and
market-basket reporting
(the idea was suggested
by Mislevy, Bock, &
Thissen).

oBackwr und

NAEP 5core
Reportllnv
"What is the meaning of a
NAEP mathematics score of
220?" "Is a national average
of 245 in mathematics good
or bad?" These two questions

moot

fact

tnag

NAEP
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world.

were
posed by policymakers and educators
in a study conducted in 1994 by
Hambleton and Slater (1995, in press)
following the release of the Executive
Summary of the 1992 NAEP national
and state mathematics results.
Questions about the meaning of scores
are also frequently asked by those
attempting to make sense of IQ, SAT,
ACT, and other standardized achieve-
ment test scores. People are more

'See also Laboratory of Psychometric and Evaluative Research Report No. 317. Amherst, MA: University of Massachusetts, School of Education.
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familiar with popular ratio scales, such
as those used in measuring distance,
time, and weight, than with educational
and psychological test score scales.

Test scores are elusive. Even the popular
percentage score scale, which many
think they understand, cannot be under-

stood unless the domain of
content to which percent-
age scores are referenced is
clear and the method used
for selecting assessment
items is known. Few seem
to realize the importance of
these two critical pieces of
information in interpreting
percentage scores. This
problem is also present in
state legislation being writ-
ten that establishes a pass-
ing score on an important
statewide test, without
detailed knowledge of the
test's content or difficulty.
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One solution to the score
interpretation problem is
simply to interpret the
scores in a normative way
(i.e., scores obtain meaning
or interpretability by being
referenced to a well-defined
norm group). All popular

norm-referenced achievement tests use
norms to assist in test score interpreta-
tions. However, normative statements
are not always valued. Sometimes the
important question policymakers have
concerns level of accomplishmentfor
example, what percentage of students
have reached a level of 250 on the assess-
ment? Many policymakers would like to
choose points such as 250 to represent
well-defined levels of accomplishment
(which might be called Basic, Proficient,
and Advanced) and then determine the
numbers of students in interest groups

(e.g., regions of the country) who
achieve these accomplishment levels.
This is known as criterion-referenced
(CR) assessment. Most national and
state assessments are examples of CR
assessments, and with these assess-
ments, scores need to be interpreted in
relation to content domains, anchor
points, and/or performance standards
(Hambleton, 1994).

NAEP constructed an arbitrary scale
with scores ranging from 0 to 500
for each subject area. The scale was
obtained as follows: The distributions
of scores from nationally representative
samples of 4th-, 8th- and 12th-grade
students were combined and scaled to
a mean of 250 and a standard deviation
of approximately 50 (Beaton & Johnson,
1992). The task was then to facilitate
CR score interpretations on this scale
(Phillips et al., 1993). Placing bench-
marks such as grade-level means, state
means, and performance of various sub-
groups of students (e.g., males, females,
Black, Hispanic) is helpful in giving
meaning to the scale, but these bench-
marks provide only a norm-referenced
basis for score interpretations.

One way to make statistical results
more meaningful for intended audiences
is to connect them to numbers that may
be better understood than test scores
and test score scales. For example, when
many persons were concerned recently
about flying after the TWA (Flight 800)
crash, the airlines reported that only one
plane crash occurs for every 2 million
flights. In case the safety of air travel
still was not clear, the airlines reported
that a person could expect to fly every
day for the next 700 years without an
accident. Most likely, some people felt
more confident after hearing these sta-
tistics reported in an understandable
fashion. Nevertheless, knowing that the
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Figure 5.1. Graphical display of two item characteristic curves, item 1 being easier
for the examinees than item 2. This display highlights the potential use
of item mapping to enhance the meaning of the NAEP scale

1.0

0.8

0.6

0.4

0.2

0.0
100

Source: Hambleton & Slater, 1995
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probability of being in a plane crash is
less than 0.0000005 is not very meaning-
ful to most people.

Concerning the reporting of NAEP
results, what, for example, does a single
point mean? It was noted that the typi-
cal student (one at the 50th percentile)
gained approximately 48 points
between fourth and eighth grades in
mathematics (Hambleton & Slater,
1995), which converts to approximately
1.2 points per month of instruction (a
gain of 48 points over 40 months of
instruction). Recognizing that the
growth over 4 years is not necessar-
ily linear (see, for example, grade-
equivalent scores on standardized
achievement tests), it could be said that
1 point is at least roughly equivalent to
1 month of regular classroom instruc-
tion. Secretary of Education Richard
Riley used this approach recently to
communicate findings in the 1996 NAEP
Science Assessment, and the connection
between NAEP score points and instruc-
tional time appeared to be a valuable

400 500

way to relay the meaning of points on
the NAEP scale.

Other possibilities with considerable
promise for CR interpretations of scores
include item mapping, anchor points,
performance standards (called "achieve-
ment levels" in the NAEP context), and
benchmarking (Phillips et al., 1993).
These approaches capitalize on the
fact that scales based on item response
theory (IRT) locate both the assessment
material and the examinees on the same
reporting scale. Thus, at any particular
point (i.e., ability level) of interest, the
types of tasks that examinees at that
ability level can successfully complete
can be determined. Tasks that these
examinees cannot complete with some
stated degree of accuracy (e.g., 50%
probability of successful completion)
can also be identified. Descriptions at
these points of interest can be devel-
oped and exemplary items selected
that is, items to highlight what exami-
nees at these points of interest might
be expected to accomplish (Bourque,
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Champagne, & Crissman, 1997; Mullis,
1991).

Figure 5.1 shows the "item characteristic
curves" for two NAEP dichotomously
scored items (Hambleton, Swaminathan,
& Rogers, 1991). At any point on the
NAEP achievement (i.e., proficiency)
scale, the probability of a correct
response (i.e., answer) can be deter-
mined. Item 2 is the more difficult item
since, regardless of ability, the probabili-
ty of a correct response to item 2 is
lower than item 1. The location on the
ability scale at which an examinee has
an 80% probability of success for an
item is called the "RP80" for the item. In
figure 5.1, the RP80 for item 1 is estimat-
ed at 210 and the RP80 for item 2 is
approximately 306. This is known as
"item mapping." Each item in a NAEP
assessment can be located on the NAEP
achievement scale according to RP80
values. If 80% probability is defined as
the probability at which an examinee
can reasonably be expected to know or
accomplish something (other probabili-
ties, such as 65%, have often been
used), then an examinee with an ability
score of approximately 210 could be
expected to answer items such as item
1 and other items with RP80 values of
approximately 210 on a fairly consistent
basis (i.e., approximately 80% of the
time). In this way, a limited type of
CR interpretation can be made even
though examinees with scores of
approximately 210 may never have
actually been administered item 1 or
other items similar to it as part of their
assessment.

The validity of CR interpretations
depends on the extent to which a unidi-
mensional reporting scale fits the data to
which it is applied. If a group of exam-
inees scores 270, a score of 270 is then
made more meaningful by describing
the contents of items such as those with
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RP80 values of approximately 270. The
item-mapping method is one way to
facilitate CR interpretations of points
on the NAEP scale or any other scale
to which items have been referenced.
Cautions regarding this approach have
been clearly outlined by Forsyth (1991).
A major concern is the nature of the
inferences that can legitimately be made
from predicted examinee performance
on a few test items.

A variation on the item-mapping
method is to select arbitrary points on a
scale and then to describe these points
thoroughly through the knowledge and
skills measured by items with RP80 val-
ues in the neighborhood of the selected
points. In the case of NAEP reporting,
arbitrarily selected points have been
150, 200, 250, 300, and 350. The item-
mapping method can then be used to
select items that can be answered cor-
rectly by examinees at those points. For
example, using the item characteristic
curves reported in figure 5.2, at 200,
items such as 1 and 2 could be selected.
At 250, item 3 would be selected. At
300, items 4 and 5 would be selected.
At 350, item 6 would be selected. Of
course, in practice, many items might
be available for making selections to
describe the knowledge and skills asso-
ciated with performance at particular
points along the ability scale.

Currently, RP65 values, rather than RP80
values, are used by NAEP, and items
that clearly distinguish between anchor
points are preferred when describing
those points. For more details on current
practices, see Beaton and Allen (1992),
Mullis (1991), and Phillips et al. (1993).
Note, too, that a similar process can be
implemented for the individual score
points on polytomously scored tasks.
The method is not limited to dichoto-
mously scored response data.
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Figure 5.2. Graphical display highlighting the use of anchor points and item char-
acteristic curves to enhance the meaning of the NAEP scale

1.00

0.80 -

0%
150 200 250 300 350

NAEP Achievement

Source: Hambleton & Slater, 1995

The National Assessment Governing
Board (NAGB) was not completely satis-
fied with the use of arbitrary points
(i.e., anchor points) for reporting NAEP
results. One reason was that the points
200, 250, and 300 became incorrectly
associated by the media and policymak-
ers with the standards of performance
expected of 4th-, 8th-, and 12th-grade
students, respectively. To eliminate the
confusion, as well as to respond to the
demand from some policymakers and
educators for real performance standards
on the NAEP scale, NAGB initiated a
project to establish performance standards
on the 1990 NAEP Mathematics assess-
ment (Hambleton & Bourque, 1991)
and has conducted similar projects to
set performance standards on NAEP
assessments in 1992, 1994, and 1996.

Figure 5.3 depicts the way in which
performance standards (set on the test,'

s,

score metric, a scale more familiar to
standard-setting panelists than the NAEP
achievement scale) can be mapped or
placed on the NAEP achievement scale
using the test characteristic curve (TCC).
(In general terms, the TCC is a weight-
ed average item characteristic curve for
items that make up the assessment.)
Of course, almost nothing is simple
with NAEP, so figure 5.3 is an oversim-
plification of how the mapping is actual-
ly done. However, figure 5.3 depicts
how mapping is performed in many
state assessments.

The performance standards for a partic-
ular grade on the NAEP achievement
scale can be used to report and interpret
the actual performance of the national
sample or any subgroup of interest.
With these standards in place, the per-
centage of students in each performance
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Figure 5.3. Graphical display highlighting the connection between performance
standards on the test score scale and the NAEP score scale
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category in score distributions of inter-
est can be reported, and the changes in
these percentages can be monitored
over time.

Anchor points and performance stan-
dards are placed on an achievement
scale to enhance the content meaning
of scores and to facilitate meaningful
CR interpretations of the results. (For
example, What percentage of fourth-
grade students in the 1996 NAEP
Science Assessment are able to perform
at the Proficient level or above?) In
recent years, both anchor points (e.g.,
150, 200, 250, 300, and 350) and perfor-
mance standards (e.g., borderline scores
for Basic, Proficient, and Advanced stu-
dents in grades 4, 8, and 12) have been
placed on NAEP scales. Many states
have adopted similar techniques for
score reporting.

Performance standards are more prob-
lematic than anchor points because
they require a fairly elaborate process
to establish (e.g., the current design calls
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for 30 panelists at a grade level working
for 5 days) and validate. At the same
time, performance standards appear to
be greatly valued by many policymakers
and educators. For example, many state
departments of education use perfor-
mance standards in reporting, and many
states involved in the NAEP trial state
assessment have indicated a preference
for standards-based reporting over
anchor points-based reporting.

Figure 5.4 provides a final example
of score reporting. (For additional
references, see the report by Phillips et
al., 1993.) This example is taken from
the National Adult Literacy Survey
(Kirsch et al., 1993). Each monotonically
decreasing curve represents the perfor-
mance of adults located at proficiency
levels 400, 350, 300, 250, and 200,
respectively, on assessment material
organized into levels of difficulty (level
1 to level 5). With information about the
types of items placed at each level, dif-
ferences in performance among adults at
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Figure 5.4. Average probabilities of correct responses to items along the document
scale by adults with different proficiency levels
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ability levels 200, 250, 300, 350, and 400
can be better understood. If, instead
of choosing adults at particular points
(anchor points methodology), adults
could be sorted into Below Basic, Basic,
Proficient, and Advanced performance
categories, then figure 5.4 could be used
in standards-based reporting to provide
a better understanding of the nature of
the performance differences among
these four groups of adults.

Smallll-Scalle
auscily of the
Undergt@ndabillhy
of NAEP
Score Report
The design of tables, figures, and charts
to transmit statistical data to enhance
their meaningfulness and understand-
ability is a new area of concern in edu-
cation and psychology (Wainer, 1992;

level 4 level 5

Wainer & Thissen, 1981). However, an
extensive literature exists that appears
relevant to the topic of data reporting in
the fields of statistics and graphic design
(Cleveland, 1985; Henry, 1995; Wainer,
1997c).

How bad, or good, is the current situa-
tion? Do policymakers and educators
understand what they are reading about
student achievements and changes over
time? Do they make reasonable infer-
ences and avoid inappropriate ones?
What is their opinion about the infor-
mation they are given? Is it important
to them? What do they understand and
what deficiencies and strengths exist
relative to NAEP reports? In view of the
shortage of available evidence about
the extent to which intended NAEP
audiences understand and can use
NAEP reports, a small research study
was performed by Hambleton and Slater
(1995, in press) to investigate the extent
to which NAEP Executive Summary
Reports were understood by policy-
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makers and educators, to determine the
extent to which problems were identi-
fied, and to offer a set of recommenda-
tions for improving reporting practices.
The Technical Review Panel initiated
the project, which was funded by the
National Center for Education Statistics
(NCES).

The 59 participants in the interviews
made up a broad audience, similar
to the intended audience of NAEP
Executive Summary Reports. Persons
at state departments of education,
attorneys, directors of companies, state

politicians and legislative
assistants, school superin-
tendents, education
reporters, and directors
of public relations were
among those interviewed.
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The interviews were based
on the Executive Summary of

the NAEP 1992 Mathematics

Report Card for the Nation

and the States (Mullis,
Dossey, Owen, & Phillips,
1993). This particular report
was chosen because it was
relatively brief and was
intended to stand on its
own merits for policymak-

ers and educators. NAEP Executive
Summary Reports are also well known
and widely distributed to people work-
ing in education or interested in educa-
tion. (More than 100,000 copies of each
Executive Summary are produced.)
Furthermore, NAEP Executive Summary
Reports, which include both national
and state results, are thought to be of
interest to the interviewees, who were
from different areas of the country.

The goal of the interviews was to deter-
mine how much of the information in
the Executive Summary Reports was
understood. An attempt was made to
pinpoint the aspects of reporting readers

found confusing and to identify changes
that interviewees found would improve
their understanding of the results.

The 1992 NAEP Mathematics Executive
Summary Report consists of six sections
that highlight findings from different
aspects of the assessment. Interview
questions were designed for each sec-
tion to ascertain the kind of information
interviewees were obtaining from the
report. Interviewees were asked to read
a brief section of the report and then
were questioned on the general meaning
of the text or on the specific meaning
of certain phrases. Interviewees also
examined tables and charts and were
asked to interpret some of the numbers
and symbols. Interviewees were encour-
aged to volunteer their opinions and
suggestions.

The sample of interviewees was mainly
white and included more females (64%)
than males (36%). Interviewees were
from various areas of the education
field, and two education reporters took
part in the study. All interviewees indi-
cated that they had medium to high
interest in national student achievement
results. Most interviewees (90%) were
familiar with NAEP in at least a general
way, and 64% had read NAEP publica-
tions prior to the interview. Almost half
the sample had taken more than one
course in testing or statistics (46%); one
fourth had taken only one course, and
another one fourth had taken none.

Nearly all the interviewees (92%)
demonstrated a general understanding
of the main points of the text summa-
rizing the major findings of the report,
though several interviewees comment-
ed that they would have liked more
descriptive information (e.g., concrete
examples). One problem in understand-
ing the text was due to the use of statis-
tical jargon (e.g., statistical significance,
variance). This language choice confused
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and intimidated a number of the inter-
viewees. Several interviewees suggested
that a glossary of basic terms would
be very helpful. Terms such as Basic,
Proficient, Advanced, standard errors,
and the NAEP scale could be included
in such a glossary.

One example indicates that the phrase
"statistically significant" was unclear to
many interviewees (42%). Interviewees
were expected to know that "statistically
significant increases" are not increases
resulting from chance events. Fifty-eight
percent said that they thought they
knew the meaning, but many of the
interviewees in this group could not
explain what the term meant or why
it was used. This was surprising since
more than half the interviewees had
taken statistics courses. Typical re-
sponses to the question "What does
statistically significant mean?" were:

"More than a couple of percentage
points."

"10 percentage points."

"At least a 5-point increase."

"More than a handfulyou have
enough numbers."

"Statisticians decide it is significant
due to certain criteria."

"The results are important."

"I wish you hadn't asked me that.
I used to know."

The common mistake was to assume
"statistically significant differences"
were "big and important differences."

Several interviewees mentioned that
although they realized that certain terms
(e.g., standard error, estimation, confi-
dence level) were important to statisti-
cians, these terms were meaningless to
them. They said that their eyes tended
to glaze over when technical terms were
used in reports or they formed their

own working definitions such as those
offered above.

Table 1 of the Executive Summary
Report is one of the most important and
contains a wealth of information.
Results in the table are reported for the
following categories: grades 4, 8, and 12;
1990 and 1992; average proficiency; and
each performance category. Standard
errors are given for all statistics in the
table. However, many problems with
this table were identified in the research
study. For example, confusion about the
meaning of "At or Above"
was seen in table 1. When
asked what the 18% in line 1
of table 1 meant (18% of
grade 4 students in 1992
were in the Proficient or
Advanced category in mathe-
matics), more than half
(53%) of the interviewees
responded incorrectly. Several
interviewees did not look
at the table closely enough
to see the "Percentage of
Students At or Above" head-
ing above the levels. The fact
that categories were arranged
from Advanced to Basic
complicated the use of the
table and the concept of "At
or Above." In this case, "At
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or Above" meant summing
from right to left, which seemed back-
ward to interviewees when the correct
interpretation was given to them.

A summary of six problems that arose
when interviewees read table 1 follows:

1. Interviewees were confused by the
reporting of average proficiency
scores. (Few understood the 500-
point NAEP scale.) Proficiency as
measured by NAEP and reported on
its scale was confused with the cate-
gory of "proficient students."
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2. Interviewees were also baffled by
the standard error beside each per-
centage. The reporting of the standard
error interfered with reading the per-
centages, and the footnotes did not
clearly explain what a standard error
is and how it could be used.

3. The < and > signs were misunder-
stood or ignored by most inter-
viewees. Even after reading the
footnotes, many interviewees indi-
cated that they were still uncertain
about the meaning of the signs.

4. The most confusing point was the
reporting of students "At or Above"
each proficiency category. Interview-
ees interpreted these cumulative

percentages as the percent-
age of students in each
proficiency category. They
were surprised and con-
fused when the sum of
percentages across any
row far exceeded 100%.
Contributing to the confu-
sion in table 1 was the pre-
sentation of the categories
in reverse order of what
was expected (i.e., Below
Basic, Basic, Proficient, and
Advanced). This informa-
tion as presented required
reading from right to left
instead of the more com-
mon left to right. Only
approximately 10% of the
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interviewees were able to make the
correct interpretations of the
percentages in table 1.

5. Footnotes were not always read by
interviewees and were often misun-
derstood when they were read.

6. Interviewees expressed confusion
because of variations between NAEP
reports and their own state reports.

Given the major difficulties they had in
understanding the information con-
tained in table 1, it is not surprising that
nearly 80% of the interviewees reported
that this table "needs work." This was
of concern because table 1 is the penul-
timate table in the Executive Summary
of NAEP results. Several interviewees
expressed that bar graphs would have
improved the document. More than
90% of those interviewed indicated that
they did not have a lot of time to inter-
pret these complex tables, and they
believed that a simple graph could be
understood relatively quickly.

A second example from Hambleton and
Slater may also be informative. Table 2
of the NAEP Executive Summary Report
was unclear to approximately 30% of
the interviewees. "Cutpoint" and "scale
score," examples of NAEP jargon, were
the source of the confusion. The inter-
viewees had no idea of the meaning of
the numbers in the table, and this infor-
mation was not contained in the report.

The interviewees made fundamental
mistakes in interpreting the figures and
tables in the Executive Summary. Nearly
all were able to understand the text in
general terms, though many would have
liked more descriptive information (e.g.,
definitions of measurement and statisti-
cal jargon as well as concrete examples).
The problems in understanding the text
involved the use of statistical jargon.
This confused and even intimidated
some interviewees. Some mentioned
that, although these terms are important
to statisticians, such terms are meaning-
less to them. After years of seeing these
terms in reports, they simply passed
over the words in their reading.

Many interviewees offered helpful and
insightful opinions about the report.
One frequently offered suggestion is



the recommendation to make the
reports accessible to nonstatisticians.
Another comment made by several
interviewees was that the report
appeared to be 'written by statisticians,
for statisticians." To remedy this, many
suggested removing the statistical jar-
gon. Phrases such as "statistically signifi-
cant" did not hold much meaning
for the policymakers and educators
interviewed.

The conclusions and recommendations
from a study such as this one must be
limited because of its modest nature
(only 59 interviews were conducted),
the nonrepresentativeness of the per-
sons interviewed (though it was an
interesting and important group of
policymakers and educators), and the
use of only one NAEP report in the
study. Note, too, that the research
was conducted on a 1992 NAEP report.
Reports from 1994 and 1996 appear to
be designed better and more responsive
to the needs of the intended audiences.

Despite the limitations, several conclu-
sions and recommendations were
offered by Hambleton and Slater:

A considerable amount of misunder-
standing was evident concerning the
results reported in the 1992 NAEP
Mathematics Assessment Executive
Summary Report.

Improvements should include the
preparation of a substantially more
user-friendly report with simplified
figures and tables.

Reports should be straightforward,
short, and clear because of the time
constraints experienced by those
likely to read these executive
summaries.

On the basis of the findings from their
study, Hambleton and Slater offered
several reporting guidelines for NAEP
and state assessments:

1. Make charts, figures, and tables
understandable without reference to
the text. (Readers did not seem will-
ing to search through the text for
interpretations.)

2. Field-test graphs, figures, and tables
on focus groups representing the
intended audiences. (Many
important problems can
be identified from field-
testing report forms. The
situation is analogous to
field-testing assessment
materials prior to their
use.)

3. Ensure that charts, fig-
ures, and tables can be
reproduced and reduced
without loss of quality.
(Because interesting and
important results will be
copied and distributed,
copies must be legible.)

4. Keep graphs, figures, and
tables relatively simple
and straightforward to
minimize confusion and
shorten the time required
by readers to identify the
main trends in the data.

5. NAEP Executive Summaries should
include an introduction to NAEP
and NAEP scales. A glossary should
also be provided. Statistical jargon
should be deemphasized; tables,
charts, and graphs should be simpli-
fied; and more boxes and graphics
should be used to highlight the
main findings.

6. Specially designed reports may be
needed for each intended audience.
For example, policymakers might
find short reports with bulleted text
that highlights main points such as
conclusions helpful.
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Figure 5.5. Average reading proficiency by grade and by regionNAEP 1992 and 1994
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'Significant decrease between 1992 and 1994.

Source: Williams, Reese, Campbell, Mazzeo, & Phillips, 1995

The National Adult Literacy Survey
(Kirsch et al., 1993), conducted by
NCES, Westat, and the Educational
Testing Service, and the recently pub-
lished standards-based report on the
1996 NAEP Science Assessment
(Bourque, Champagne, and Crissman,
1997) appear to have benefited from
some of the earlier evaluations of NAEP
reporting. They provide excellent exam-
ples of data reporting, with figure 5.4
being one such example. A broad
program of research, involving measure-
ment specialists, graphic design special-
ists (Cleveland, 1985), and focus groups
representing intended audiences for
reports, is needed to build on the suc-
cesses represented in the reports by
Bourque, Champagne, and Crissman
(1997), Jaeger (1992), Kirsch et al. (1993),
Koretz and Deibert (1993), and Wainer
(1996, 1997a, 1997b). Ways must be
found to balance statistical rigor with
the informational needs, time con-
straints, and quantitative literacy of
intended audiences. Examples from this
emerging research are described in the
following sections of the paper.
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Three Casrren
Advanceo in Score
ReporOng

Warmer, HambDetcon, and
Mean' Study
NCES recently funded a small project
(Wainer, Hambleton, & Meara, in
progress) to extend the earlier work of
Hambleton and Slater (1995, in press)
and Wainer (1996, 1997a, 1997b). This
new study seeks to take a diverse mix
of current NAEP data displays that seem
problematic, revise them along the lines
of emerging data-reporting principles,
and field-test both the original and
revised displays with educators and
policymakers. The data displays for
the study were selected from the 1994
NAEP Reading Study (Williams, et al.,
1995). An example of an original display
(without color) appears in figure 5.5,
and a revised display designed by
Howard Wainer appears in figure 5.6.
(Four additional original displays and
their revisions are also used in the study.)



Figure 5.6. Average reading proficiency by grade and by regionNAEP 1992
and 1994
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The original and revised displays shown
in figures 5.5 and 5.6 will be distributed
to policymakers and educators in an
interview format, along with the follow-
ing types of questions:

1. What was the general direction of
results between 1992 and 1994?

2. Which region showed the greatest
decline in performance for 12th
graders from 1992 to 1994?

Central

1994

West

3. In 1994, which region of the country
had the lowest average reading profi-
ciency at all three grade levels?

4. What is the ranking of the regions
from best to worst in terms of average
reading proficiency for grade 12 in
1994?

5. Which of the four regions is most
typical of the U.S. results?
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6. Which regions for 8th graders in
1994 performed better than the
average for all of the United States?

7. In everyday language, what do
you think is meant by the phrase
"significant decrease?"

The answers given by educators and
policymakers to these seven questions,

using the two versions of
the data displays, will be
central to the study. In addi-
tion, the time needed to
respond will be a depen-
dent variable for some
questions.

In the Wainer, Hambleton,
and Meara study, five dis-
plays from the 1994 NAEP

92

Reading Assessment Study
were revised. Participants in the study
will be randomly assigned to answer a
set of questions about each display
using one of the two versions for each
display. The findings from the study
should determine whether the presenta-
tions of NAEP data were improved.
Results from the study will be available
in summer 1998.

HambIleton, Sbter, Aiiailouf
[Instructionai Module on
Score Reporting
Recognizing the need for steps and
guidelines in the preparation of data
displays and as a follow-up to the work
of Hambleton and Slater (1995, in press),
Hambleton, Slater, and Allalouf (in
progress) are producing an instructional
module with a five-step model that
follows specific guidelines for preparing
tables and figures. An outline of their
guidelines for preparing data displays
follows:

93

1. Keep presentation clear, simple, and
uncluttered.

Frame the graph on all four sides.

Use no more tick marks thari
necessary and place ticks on all
four sides of the graph frame.

Do not automatically place tick
marks or numbers at the corners
of the graph frame.

Clearly label the left and bottom
axes.

Avoid the use of scale breaks.

Use visually distinguishable sym-
bols. Avoid placing isolated data
points too close to the frame
where they may be hidden.
Identify overlapping data points.

Consider using visual summaries,
such as regression lines or smooth-
ing, if the amount of data is large
or if important trends are clouded
by clutter or unduly influenced by
outliers.

Use reference marks to highlight
an important value.

Label the elements of bars and
graphs (do not use keys or grids).
Horizontal bars give room for
labels and figures on or near the
elements, which is why they are
preferred to vertical bars.

Use a table with round numbers
in numerical form (5,000, not
5,422 or 5 thousand) if memory
of specific amounts is required.

2. Ensure that the graph can stand
alone (i.e., a graph should be able to
be interpreted in isolation from the
main text).

Highlight data, not extraneous
material.

Minimize noninformative materi-
al in the data region.



Ensure that the entire graph
can be reduced and reproduced
without loss of clarity.

3. Ensure that text complements and
supports the graph.

Never present numerical data in
text form if more than one or two
items are to be presented.

Use questions following the table
or chart to emphasize its chief
features.

Include text to support and
improve interpretation of charts
and tables.

4. Plan the graphical presentation.

Field-test a sample graph with
the intended audience before
producing the completed version.

Consider using more than one
graph to communicate an idea
or concept.

5. No form of graph is more effective in
all respects than all other forms.
However, the following suggestions
have been found in the literature:

Comparisons based on bar charts
are more accurate than compar-
isons based on circles or squares.

Comparisons based on circles or
squares are more accurate than
comparisons based on cubes.

Bar charts prove easier to read
than line graphs.

Grouped line graphs (each ele-
ment originating with baseline)
are easier to read than segmented
line graphs, which prove very
difficult.

Line codes for graphs should be
chosen to minimize confusion.

For reading points, multiple lines
and multiple graphs are equally
good. For comparison, the

multiple-line display is always
superior.

In general, color coding improves
performance over the black-and-
white code, especially for
multiple-line graphs.

This instructional module, which is
scheduled to appear in Educational
Measurement: Issues and Practice in 1998,
and which will include the above guide-
lines with explanations and examples, is
expected to prove valuable to district,
state, and national agencies that design
data displays and communicate test
results.

Ma lliset-Basket
Reporth
Mislevy, Bock, and Thissen
have created the concept of
a "market basket" for score
reporting. Mislevy et al.,
(1996) provide an excellent
explanation of market-basket
reporting and some of its
variations (see also Mislevy,
1998). Their idea apparently
originated in market-basket
reporting to explain econom-
ic changes over time as
reflected by the consumer

price.
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reported

to-understand
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price index. The price of a
market basket of food (with known
and fixed grocery items) is reported
each month to provide the public with
a single, easy-to-understand measure of
economic change. The extension to edu-
cation is as follows: Imagine a collection
of test items and performance tasks that
measure important educational out-
comes. The collection of assessment
material would reflect diverse item for-
mats, difficulty levels, cognitive levels
within a subject area, and any other
dimensions of interest. The quality
of education might be monitored by
r.e orting the performance of a national
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Figure 5.7. Market-basket assessment
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sample of students on the "market bas-
ket" of items each year. Many policy-
makers seem to want a single, clear
index regarding the quality of education,
much like the consumer price index.

The market-basket items would be
clearly explained to the public to
enhance the meaning of statements
such as:

In 1996, the average American
fourth-grade student obtained 37
out of 50 points on the assessment.
This is three points higher than the
results reported in 1995.

Alternatively or in addition, standards
could be used in reporting:

An advanced student would need to
score 45 points on the assessment.
Approximately, 5% of the students
in the national sample were judged
as advanced. In 1995, only 3% of
the students met the standard for
being advanced. Thus, evidence of
improvement is seen.
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Figure 5.7 shows the way NAEP
achievement levels or performance
standards (B-Basic, P-Proficient, and
A-Advanced) might be mapped on the
percentage score scale (or test score
scale) associated with the market-basket
assessment. The monotonically increas-
ing curve involved in the mapping is
the TCC for the assessment material
in the market basket (Hambleton,
Swaminathan, & Rogers, 1991). The
TCC links the NAEP proficiency scale
and the achievement levels to a more
meaningful percentage score scale for
the particular items and tasks (i.e., the
assessment material) in the market-
basket assessment. The NAEP score dis-
tribution for the student population of
interest can be mapped on to the more
meaningful percentage score scale for
many NAEP audiences along with the
achievement levels and can then be used
in score reporting. Although many prob-
lems must be overcome, the basic con-
cept of market-basket reporting appears
to be attractive to NAEP audiences.



A problem may occur if the market-
basket items and tasks are administered
or released to the public in reports (as
seems desirable to communicate fully
the meaning of the results). These items
and tasks would be compromised and
could not be used in future assessments.
Students might perform better on them
in the future, not because the quality of
education improved, but because the
assessment material had become known
and was taught to them. For the market-
basket concept to work then, an equiva-
lent set of items and tasks must be
found for each administration. However,
the construction of strictly equivalent
forms of a test is a very difficult task,
and even minor errors would distort the
interpretation of the results. Perhaps
only part of the market basket of assess-
ment material could be released after
each administration. Which parts and
the size of the market basket would
need to be determined so that only the
suitable amount would be released to
the public.

Another problem is that released items
and tasks might have unintended effects
on curricula and assessments such as a
narrowing of the curricula to match the
released assessment material and elimi-
nation of assessment formats that were
not used in the market-basket items and
tasks. These and other problems have
reasonable solutions, but research will
be needed to address them before this
concept is ready for implementation.

COMthligialin
Considerable evidence is found in the
measurement literature to suggest that
NAEP scales and score reports are not
fully understood by intended audiences.
At the same time, many signs indicate
that the problems associated with these
misunderstandings are being addressed.
A review of NAEP reports from 1990 to

1996 shows significant improvements
in the clarity of displays. The use of
anchor points, achievement levels,
benchmarking, and market-basket
displays, which were addressed in
this paper, appears to be valuable for
improving NAEP displays. Ongoing
research of these and other innovations
will further enhance NAEP reports. The
emerging guidelines for data displays
from Hambleton, Slater, and Allalouf
(in progress) address a pressing need and
should improve data displays. At the
same time, a considerable
amount of research needs to
be conducted if NAEP dis-
plays are to achieve their
purposes.

NAEP reports, in principle,
provide policymakers, educa-
tors, education writers, and
the public with valuable
information. However, the
reporting agency needs to
ensure that reporting scales
are meaningful to the intend-
ed audiences and that dis-
plays are clear and under-
standable. These efforts will
almost certainly require the
adoption and implementa-
tion of a set of guidelines for
reporting, which would
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include the field-testing of all
reports to ensure that they can be inter-
preted fully and correctly. Special atten-
tion, too, must be given to the use of
figures and tables, which can convey
substantial amounts of data clearly
when they are properly designed.
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V 99S Civia and Writin (1)

,re

Levell-Settin; Methodollogiag

Setting appropriate achievement levels on the National Assessment of Educational Progress

(NAEP) helps define some of the important outcomes of education, stating clearly what students

should know and be able to do at key grade levels in school. This will make the assessment far

more useful to parents and policymakers as a measure of performance in American schools and

perhaps as an inducement to higher achievement. The achievement levels will be used for

reporting NAEP results in a way that greatly increases their value to the American public.

NAGS 1199 0
Achievement levels are an important
and increasingly integral part of the
National Assessment of Educational
Progress (NAEP). Achievement levels
directly address the way NAEP commu-
nicates information about student
performance in selected learning areas
to a variety of constituencies to improve
education in the United States and to
meet goals that signal educational parity,
at a minimum, in the international
arena. In particular, achievement levels
give a readily understood means of
describing what students should know
and be able to do.

The current debate regarding national
tests increasingly draws attention to the
National Assessment Governing Board
(NAGB) and achievement levels in gen-
eral. Although neither writing nor civics
has been proposed for the national tests,
an increased interest in the achievement
levels set for all NAEP subjects seems
inevitable. Thus, the design of this
achievement levels-setting (ALS) process
is particularly important.

In 1990, NAGB unanimously adopted
three achievement levels to serve as the
primary means of reporting results for
NAEP. The three levels are:

Proficient: This level represents solid
academic performance for each grade
assessed. Students reaching this level
have demonstrated competency
over challenging subject

matter, including subject
matter knowledge, appli-
cations of such knowl-
edge to real-world situa-
tions, and analytical
skills appropriate to
the subject matter.

Advanced: This level sig-
nifies superior perfor-
mance beyond Proficient.

Basic: This level denotes
partial mastery of pre-
requisite knowledge and
skills fundamental for
Proficient work at each
grade level.

The plan described here is an extension
of earlier work by NAGB and ACT, Inc.,
to set achievement levels in mathemat-
ics, reading, writing, geography, U.S.
history, and science. ACT's experiences
in carrying out the responsibilities of the
contract for setting achievement levels
on NAEP in these subjects have guided
the development of the design features
for the 1998 achievement levels-setting
process for civics and writing described
in this document.
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Such questions as what constitutes
"civics," "writing," or any other subject
assessed by NAEP; how shall the subject
be assessed; what information should
be collected; and what item develop-
ment and test administration issues are
important, but these are "givens" to this
project. Inputs to this process are the
following:

Frameworks for the civics and writ-
ing NAEP were developed under
contract to NAGB, through a consen-
sus process involving panels of

experts and public
comment forums
held throughout the
United States.

mode/
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Policy definitions of
the achievement levels
(given above) were set
by NAGB. Preliminary
achievement level defini-
tions were developed by
framework panelists for
each grade level within
each subject areae.g.,
fourth-grade Basic civics,
fourth-grade Proficient
civics, and fourth-grade
Advanced civics.

Item development, development of
test forms (booklets), and field-testing
for each subject area were carried out
by the Educational Testing Service
(ETS) under contract to the National
Center for Education Statistics
(NCES). Members of NAGB and the
framework consensus panels, among
others, participated in the selection
of items to be included on the
assessment of each subject and
at each grade level.

Assessments of students throughout
the nation were selected through
samples of schools. The assessments
in civics and writing will be adminis-
tered during the first 3 months of
1998. NCES has authority to admin-
ister NAEP. ETS develops the assess-
ment, and Westat administers the
assessment under contract to NCES.

Assessments are scored by National
Computer Systems (NCS) under con-
tract to ETS. Scores are reported to
ETS where they are converted to the
NAEP scale using a three-parameter
item response theory (IRT) model.
The item parameters and other data,
such as scale transformations and
student performance data, are pro-
vided to ACT for use in setting
achievement levels in each assess-
ment subject area.

An ALS process will be conducted to set
achievement levels in both civics and
writing to be assessed in 1998. This
process is designed to produce three
products: descriptions of the knowledge
and skills that students in each grade
level assessed in NAEP (4th, 8th, and
12th) should have to be classified as per-
forming at each level of achievement;
the numerical score (or "cutpoint") asso-
ciated with that level of performance on
the particular assessment administered;
and test items with (written) responses
illustrative of the kinds of knowledge
and skills required of students perform-
ing at each level of achievement.
Outcomes of this process will be:

Content-based descriptions of each
level of achievement for each of the
three grade levels assessed by NAEP.

Numerical cutscores (the lower
bound at each achievement level)



that tie these descriptions to perfor-
mance on the assessments.

Items available from the 1998 pool
of items slated for public release,
illustrative of the skills and knowl-
edge characterizing student perfor-
mance at each achievement level
at each of the three grade levels
assessed by NAEP in these subjects.

The NAEP score associated with the
cutpoints and performance at or above
each level tend to be the focal point of
NAEP reporting. In addition to deriving
recommended cutpoints for Basic, Pro-
ficient, and Advanced achievement levels,
important outcomes of this project
are the descriptions of the proposed
achievement levels and the sample
items and responses selected to repre-
sent student performance at each
achievement level.

The frameworks for the 1998 NAEP
assessments include preliminary defini-
tions of the three achievement levels for
each grade. As a part of the framework,
preliminary definitions were used to
guide the development of the assess-
ment items and tasks. ACT has designed
a process by which the achievement
levels descriptions will be reviewed
and finalized prior to convening the
ALS panels.

A series of focus groups, one in each of
the four NAEP regions, has been
planned. These focus groups are being
held to collect recommendations for
modifications in the preliminary
achievement levels descriptions that
would increase the reasonableness of the
descriptions with respect to the policy
definitions. The plan is to convene a
panel of experts to review the recom-
mendations and make changes deemed
appropriate, with respect to the frame-
work. These finalized descriptions

will then be presented to NAGB for
approval before the ALS pilot studies
are conducted.

Because relatively few blocks of items
in each assessment will be released for
public review, the maximum feasible
number of items will be selected for
consideration as items to represent stu-
dent performance at each achievement
level. These achievement level descrip-
tions and the illustrative items for each
will play prominent roles in communi-
cating the achievement of students on
NAEP.

ACT intends to elicit and
engage participation by
numerous experts, interested
organizations, and individu-
als. The final product will
benefit from the input of
these individuals and inter-
ests. ACT will provide the
impetus for the accumulation
of information and expertise
to be focused on and chan-
neled into the development
of the achievement levels
and the validation of their
interpretations of student
performance.

The achievement levels will
be developed by a group of
individuals representative of
both the educational corn-

achievement

level&

developed

group

individuate

reprenentative

both

educational

community

genera

and

munity and the general public. A broad-
ly representative set of panelists will be
identified for each content area. The
involvement and participation of stake-
holder groups and other interested con-
stituencies will be elicited in all phases
of this project. Further, the recommend-
ed achievement levelsdescriptions,
numerical values, and illustrative
itemswill be made available for public
review, and ACT will attempt to engage
the public in this review. The primary
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mode of collecting opinions from these
persons and organizations will be
through the Internet and Web sites for
both ACT and NAGB. All comments
offered during this public review phase
will be shared with the Technical
Advisory Committee on Standards
Setting (TACSS) and NAGB, and these
comments will become a part of the
information compiled to develop the
recommendations for NAGB regarding
achievement levels in each content area.
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ACT has extensive experi-
ence in assisting national

1 organizations in determin-
ing criterion scores or
standards for their pro-
grams. ACT has knowledge
of current advances in ALS
processes and the creativity
and expertise to modify
and expand upon these
as appropriate for specific
implementations. In
addition, ACT designed
and implemented the
achievement levels-setting
process for the 1992 NAEP
in mathematics, writing,
and reading, the 1994 NAEP
in geography and U.S. his-
tory, and the 1996 NAEP in
science. We believe that this
experience provides the
insights and understanding,
merged with the technical
and methodological exper-
tise and experience, for
designing a process to
fully address the many chal-

lenges and requirements of the NAEP
assessments.
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In designing these processes, ACT
has carefully reviewed the procedures
previously implemented in setting
achievement levels for NAEP and those
described in recent literature on stan-
dard setting. We have attempted to
evaluate objectively the primary features
of the processes implemented for NAEP
and to identify ways to improve upon
them. We are aware of the features that
are unique to NAEP. Many NAEP fea-
tures require special consideration in the
ALS design, and some standard-setting
procedures simply will not work for
NAEP.

Many features of earlier processes have
been retained; many others have been
improved upon arid enhanced. A sam-
pling plan for identifying and recruiting
panelists was successfully designed and
implemented for the 1992, 1994, and
1996 ALS processes. The sampling plan
has yielded broadly representative pan-
els of well-qualified individuals. The
approval of a diverse set of interested
individuals, organizations, and groups
was sought and achieved for both the
sampling plan and the overall research
design.

The ALS process, first implemented in
1992, incorporated state-of-the-art
methodologies in standard setting and
fully accomplished the goals required of
a successful standard-setting process.
The process designed by ACT for the
1994 and 1996 NAEP ALS process incor-
porates all features recognized as "desir-
able" during the conference on standard
setting sponsored by NAGB and NCES
in 1994 except sharing consequences
data with panelists during the ALS
process. The current design calls for a
change in NAGB policy to allow this
addition.



Questions and concerns have emerged
regarding psychometric and standard-
setting issues related to NAEP achieve-
ment levels that have never been
addressed. ACT has raised several of
these, and we have attempted to openly
address all that were brought to our
attention. The design presented in this
document incorporates improvements
and enhancements generated through
experiences gained during previous
achievement levels-setting efforts for
NAEP.

Key features of the 1998 proposal
include the following:

1. A sampling plan for recruiting pan-
elists for each ALS meeting that will
result in the involvement of a well-
qualified, representative panel of
judges, while introducing efficien-
cies resulting from the experiences
of identifying and recruiting pan-
elists for many previous NAEP
panels.

2. A series of focus groups to make
recommendations that will be
incorporated into the preliminary
achievement levels descriptions.
These modified descriptions will
be presented to NAGB for final
approval prior to convening ALS
panelists.

3. A research agenda incorporated into
the general approach of the ALS
process and validation process that
will contribute significantly to the
product of the 1998 achievement
levels-setting process and to the
body of knowledge in standard
setting, item response theory, and
other technical and methodological
areas of educational assessment and
measurement.

4. Field trials (two separate studies
each) for both civics and writing to
test rating methodologies and other

features of the proposed design and
to collect research data regarding
the design before the pilot studies
are implemented.

5. Pilot studies for both civics and
writing that will provide the
opportunity for testing the process
and making needed changes and
adjustments prior to implementing
the ALS process.

6. Ample time in the agenda
for the ALS pilot
studies and meetings
to successfully address
key elements of the
ALS process.

7. Extensive training for
panelists, not only in the
methods of evaluating
items and rating them to
set achievement levels
but also in the conse-
quences of those stan-
dards, in the objectives
and purposes of NAEP
and NAGB, and in edu-
cational assessment
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issues and policies.

8. A more deliberative process engaging
panelists in two different methods
for arriving at the numerical
cutscores.

9. Consequences data provided to
panelists during the process so that
cutscores may be adjusted after pan-
elists have been informed about the
consequences of setting achievement
levels at specific score points.

10. Customized computer software that
uses the IRT calibrations of the
NAEP items and scale to produce
on-site feedback to panelists on the
consistency and convergence of rat-
ings and on the consequences of
their ratings.
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11. Scannable rating forms to reduce the
time required to enter and analyze
data and produce feedback for pan-
elists to use during the process.

12. The same, well-trained process facilita-
tion staff for each pilot study and
each ALS meeting to ensure consis-
tency in implementation.

13. Content facilitation staff well versed in
the NAEP framework or item pool
for the subject (or both) to work
with each grade-level panel on the
pilot studies and the ALS in each
subject.

14. On-site logistic planning and support
services using full-time, ALS-
experienced project staff.

15. A team of veterans represented on
the project staff, the internal adviso-
ry team, and the external committee
of technical advisors, including
highly experienced experts in standard-
setting methodology, psychomet-
rics, sampling statistics, writing
and other educational assessment,
collective decision making, and
meeting management, joined by
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new members with fresh insights
and ideas to enrich the outcomes of
the project.

ACT's general approach to deriving rec-
ommended achievement levels for the
NAEP is guided by five overarching
principles:

1. There must be broad, thorough, and
open participation from all relevant
-populations in the ALS process.

2. Highly sensitive and confidential
materials, reports, and information
must be handled in an appropriate
manner.

3. The levels-setting process must be
carefully designed, technically sound,
rigorously implemented, and appro-
priately validated.

4. The levels-setting process must be
comprehensible to interested parties
and easily implemented by process
participants.

5. NAGB must exercise informed direc-
tion over all major project activities
and be kept fully apprised of all rele-
vant project information.
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The Crilticallity of Congequences llu kandard
Settim; Siz Les5ons Learned the Hard Way

by a Standard-Setting Abettor

When I was initially invited to present
some ideas to members of the National
Assessment Governing Board (NAGB) in
August 1997, my topic was to be "con-
sequential validity." I had written about
consequential validity a few months ear-
lier, contending that I did not regard it
as a particularly commendable concept.
However, as I later learned that the
August NAGB ses'sion was to focus
directly on that group's standard-setting
activities, I decided to emphasize the
role of consequences in the setting of
performance standards. Although I
regard consequential validity as a psy-
chometrically sordid idea, the impact of
consequences on standard setting is, and
should be, enormous.

I decided to draw on my experiences in
the setting of standards for more than
three dozen high-stakes tests for stu-
dents, teachers, and administrators. I
would like to describe some lessons
that I have learned.

What to Cali
Onesellf?
On careful consideration, I realized
that I had never set one of these perfor-
mance standards. Most typically, I
served as moderator for a statewide
standard-setting panel. In other settings,
I functioned as an advisor to the ulti-
mate standard setters. Clearly, I had to
find a suitable descriptor for my role in
the aforementioned standard-setting
endeavors. I toyed with such possibilities

as consultant, advisor, and coconspirator, but
none seemed on the mark. But then I
looked up the meaning of abettor in
Webster's Collegiate Dictionary; an abet-
tor's role is "to encourage, support, or
countenance by aid or approval, usually
in wrongdoing" [italics added]. Obviously,
I had found an appropriate label.

Six Lezons
Six consequence-relevant
lessons that this standard-
setting abettor has learned
while wrestling with the
establishment of perfor-
mance standards are found
below. Each lesson is fol-
lowed by a brief comment.

Lesson 1. The chief deter-
miner of performance
standards is not truth;
it is consequences.

Abettor's Comment: If an
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explanation is sufficiently
important to warrant a formal standard-
setting effort, it is invariably true that
meaningful consequences will be
linked to examinees' performances.
Accordingly, when standard-setting pan-
elists determine performance levels for
such examinations, those standard set-
ters are typically influenced more by the
consequences of the standards they set
(e.g., the number of students who will
not receive a high school diploma) than
by any notions about true ("correct")
performance levels.
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Lesson 2. Any quest for "accurate"
performance standards
is silly.

Abettor's Comment: There are always
multiple consequences linked to perfor-
mances on significant tests. To illustrate,
for a high school graduation test, such

consequences would
include diploma denials,
citizens' estimates of edu-
cators' effectiveness, and
the business community's
satisfaction with diploma
recipients. Because different
standard setters' percep-
tions of the significance
of those consequences will
vary, the performance levels
ultimately selected typically
reflect a judgmental amal-
gam rather than a correct
performance standard.

1 1 0

Unfortunately, some psychometricians
have spent so much time searching for
true scores and accounting for error vari-
ance that they sometimes attempt to
impose a truth-and-error paradigm on
the standard-setting process. A prefer-
able approach to standard setting would
be to recognize that it is fundamentally
a consider-the-consequences enterprise.

Lesson 3. Early in the standard-
setting process, all likely conse-
quences should be explicated for
standard setters.

Abettor's Comment: Standard setters
frequently become so preoccupied
with the most obvious and advertised
consequence of using a test (e.g., for
professional licensure) that they fail to
recognize the certainty or possibility of
other potentially significant conse-

quences. If standard setters are alerted
to the full range of likely consequences
of a test's use, they will be more apt to
function thoughtfully by considering all
consequences, or at least those conse-
quences they consider important.

Lesson 4. If certain standard setters
(because of their positions or affilia-
tions) are apt to be biased in their
judgments, such potential biases
should be identified early in the
standard-setting process.

Abettor's Comment: In many attempts
to establish performance standards, par-
ticular standard setters enter the process
frequently with powerful biases in favor
of higher or lower performance stan-
dards. Such biases frequently flow from
the orientation of the entity (e.g., teach-
ers union) represented by a standard
setter. Often, these blatantly biased
individuals will profess nonpartisanship
during standard-setting deliberations.

Those directing the standard-setting
enterprise should isolate such biases at
the outset of the deliberations. This
could be done by identifying the quite
normal proclivity of certain categories of
standard setters (no names) to favor per-
formance standards compatible with
preferences of the groups those standard
setters represent. Visible biases are more
readily countered than are camouflaged
biases.

Lesson 5. When it is hoped that a
testing program will stimulate subse-
quent increased proficiency among
those to be tested, incremental eleva-
tions of performance levels, over a
period of time, can avoid undesirable
consequences.



Abettor's Comment: Frequently, the
skills or knowledge assessed by a new
test will reflect higher-level proficiencies
that it is hoped will be possessed by
future examinees. The examination sys-
tem is being used to spur the acquisition
of these more demanding capabilities.
Yet, because few examinees will, in the
new testing program's early days, pos-
sess the ultimately desired proficiency
levels, standard setters are sometimes
tempted to opt for lower performance
standards to avoid penalizing these early
test takers. If such low performance
standards are allowed to persist
throughout the duration of the testing
program, however, its lofty improve-
ment aspirations will not be realized.
This classic approach-avoidance conflict
can often be circumvented through the
use of preannounced, incremental
increases in required performance
levels over time.

Lesson 6. Performance-level descrip-
tors must accurately communicate,
in an intuitively comprehensible fash-
ion, to all concerned constituencies.

Abettor's Comment: Those individuals
most actively involved in the develop-
ment and operation of testing programs,
or in the determination of performance
standards, often become so familiar
with the nuances of what is being
assessed that they devise sophisticated
performance-level descriptive schemes

not readily understandable to the unini-
tiated. Sometimes, for example, exotic
scale-score reporting systems are created
with the thinly veiled purpose of obfus-
cating what would be regarded by the
public as unacceptably low performance
standards. Performance standards must
be readily understandable to those
who are concerned about
examinees' performances.

A Finail
AdmollTiggn
Many important educational
decisions are made without
a careful decision-making
process. Standard setting
for high-stakes tests, how-
ever, should never be made
in the absence of thought-
ful, systemized judgment.
My understanding of the
standard-setting procedures
previously employed by
NAGB is that there has been
far too much deference given
to the quantitative "truth-
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seekers." Even though there
will never be a standard-setting machine
that pumps out unflawed performance
levels, all we can ask is that NAGB and
other standard setters circumspectly
consider the consequences of the
performance levels they set.
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Appendiz 63:
Conference A end@

Wednesday, August 20
1:00 p.m. Welcome and Introductions

1:15 p.m. Working Lunch

2:15 p.m. Frameworks and Specifications: Impact on Achievement Levels
Robert A. Forsyth
University of Iowa

3:45 p.m. Break

4:00 p.m. Discussion

5:00 p.m. Adjourn

6:00 p.m. Working Dinner, Hotel Gardens

Thursday, August 21
8:00 a.m. Continental breakfast

8:30 a.m. Test Construction/Preliminary Descriptions:
Impact on Achievement Levels

Wim J. van der Linden
Law School Admissions Services and
University of Twente, The Netherlands

10:00 a.m. Break

10:15 a.m. Judgement Scoring: Impact on Achievement Levels
Ronald K. Hambleton
University of Massachusetts, Amherst

Noon Lunch, Millennium Room

1:00 p.m. Discussion

2:00 p.m. Mixed Item Formats: Impact on Setting Standards
David Thissen
University of North Carolina, Chapel Hill

3:30 p.m. Break

3:45 p.m. Validity/Reliability Issues for NAEP Achievement Levels
Jon Cohen
American Institutes for Research

4:45 p.m. Discussion

5:30 p.m. Adjourn (dinner on your own)
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Friday, August 22
7:30 a.m. Continental Breakfast

8:00 a.m. Consequential Validity for Setting Standards
W. James Popham
University of California, Los Angeles/IOX

9:30 a.m. Discussion

10:00 a.m. Break

10:15 a.m. Civics and Writing Level-Setting Methodologies
NAEP Staff
ACT

Noon Lunch, Millennium Room

1:00 p.m. Wrap-up Panel Discussion
William Brown
Brownstar, Inc.
Caty, NC
W. James Popham
University of California, Los Angeles/IOX
Lauress Wise
National Academy of Sciences

2:00 p.m. Adjourn
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