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Single Group Repeated Measures Analysis: Multiple
Comparisons Under Bradley's Stringent Criterion

Objectives

The main purpose of this research was to provide educational researchers with a
choice of pairwise multiple comparison procedures (P-MCPs) to use with single
group repeated measures data. This was done through an exploratory Monte Carlo
study of P-MCPs that have been shown to control different types of Type 2 error and
Type 1 familywise error under both no violations and violations of assumptions in
other designs. A second purpose, was to recommend one or more of the P-MCPs to
educational researchers based on ease of use. This study expanded the previous
work done in this area (e.g., Maxwell (1980), Boik (1981), Alberton and Hochberg
(1984), Keselman, Keselman and Shaffer (1991), Keselman (1994), Keselman and
Lix (1995)) by:

(a) using Bradley's(1978) stringent level of robustness to examine the P-
MCPs empirical rate of Type I error (a) as compared with the nominal
familywise level of significance (a);

(b) expanding the range of sphericity (as measured by e) considered to more
realistically cover those values found in practice (Green and Barcikowski,
1992);

(c) comparing per-pair poWer among the P-MCPs by finding the number of
units (n's) necessary to reach per-pair power of .80.

Perspectives

P-MCPs Studied

A great deal of work has been done recently in the development of new and
competing P-MCPs (Seaman, Levin, and Serlin, 1991). Many of these new P-MCPs
have been adapted for use in split-plot repeated measures designs in papers written
by the Keselmans and their colleagues (Keselman, Keselman and Shaffer (1991),
Keselman Carriere and Lix (1993), Keselman (1994), Keselman and Lix (1995)). In
this paper the following P-MCPs, described in detail by Maxwell (1980), Keselman
(1994), and Keselman and Lix (1995) were examined for use with single group
repeated measures data: 1) Tukey's T procedure (also known as the Studentized
range procedure) (Tukey, 1953), 2) A modification of Tukey's T suggested by Keppel
(1973) and studied by Maxwell (1980), 3) Dunn-Bonferroni controlled t-tests (DB),
4) Shaffer's (1986) sequentially rejective Bonferroni procedure (SB), 5) Hayter's
(1986) two-stage modification of Fisher's Least Significant Difference test (HF), 6) A
modified range procedure that combines the work of Shaffer(1979, 1986),
Ryan(1960) and Welsch (1977) (SRW), 7) A multiple range procedure based on
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Ryan-Welsch critical values (MRW), 8) Peritz's (1970) procedure (P), and 9) Welsch's
(1977) step-up procedure (W).

These P-MCPs were selected for study because they were found to be at least
partially successful in controlling different types of Type 2 error and Type 1
familywise error in previous studies. The first three procedures were used by
Maxwell (1980) in his study of this problem, and procedures 4 through 8 were found
by Keselman and Lix (1995) to be robust to violations of normality, multisample
sphericity and heterogeneity of variance-covariance matrices with unequal cell sizes
in split-plot designs using Bradley's liberal criterion. Keselman and Lix (1995)
examined procedures 4 through 8 using an overall Welch-James-Johansen (WJJ)
overall multivariate test (Johansen, 1980). and Satterthwaite (1941) adjusted
degrees of freedom (SDF) as described by Keselman, Keselman and Shaffer (1991).
They also modified the range procedures (SRW, MRW, P) by using a process
described by Duncan (1957). Keselman (1994) recommended the Welsh step-up
procedure with SDF degrees of freedom for use with split-plot repeated measures
designs over twenty-seven other methods that he studied. Therefore, the first three
procedures are generally familiar to most educational researchers and they
provided check points with Maxwell's study. The second six procedures were found
to be effective under more severe violations of assumptions, and were expected to
perform well in this study of a simpler design.

The T, K, DB, and W P-MCPs were studied without an overall test. The T, K, DB
P-MCPs are called simultaneous procedures because they use a single critical value
to test all pairwise differences. The SB, FH, SRW, MRW, P and W are referred to
as stepwise or sequential procedures because they test stages of hypotheses in a
stepwise fashion, usually using a different critical value at each stage. SB, FH,
SRW, MRW, and P were to be examined after first being preceded the WJJ test.
The FH procedure was to be studied after being preceded by Keppel's q-statistic
based on the Studentized-range. The SRW, MRW, and P range procedures were to
be conducted with the modification described by Duncan (1957).

Background Equations

The P-MCPs examined in this study may be better understood through the
following set of equations. In the following equations we are comparing pairs of
means from a set of J means where i, j = 1, 2, ..., J and i j. Then, S2 is the mean
square error (i.e., the mean square within, or residual) of the analysis of variance
considered, and Si2 and are the variances of treatments or measures i and j, with
sample sizes ni and no respectively. When all treatments or measures have an
equal number of units, the treatment or measure sample size is denoted by n. The
general form of these equations is found in Equation 1.
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Equation 1: General Form.

TSii * Con (1)

The term TSii is the calculated test statistic in the form of a t statistic for various

situations, and the term CVii a, is a critical value with familywise error of a and
error degrees of freedom v. The term Con is a constant which allows the equation to

be valid. When the calculated test statistic TSii is greater than or equal to CVii, a
times Con, mean i is said to differ significantly from mean j.

Equation 2: Equal n, Homogeneous Variances.

TSii (yi yi) (s2 n)1/2 CVijxv * CON (2)

The typical example for this equation is Tukey's HSD used to compare all pairs of

means in a one-way ANOVA with J treatments. Then, CVii, a, is the Studentized
Range Statistic and Con = 1.0. For example, in a one-way ANOVA with J = 5, n =9

units (e.g., subjects) per treatment, and a =.05, we have that CVii, = Cla =

C1.05,5,40 = 4.04 for all paired comparisons.

Equation 3: Unequal n, Homogeneous Variances.

TS. S=Y.) / (S2 / n. + 2 / n.)1/2 CV.. * CON (3)
u j u,oc,v

Equation 4: Unequal n, Heterogeneous Variances.

TSu. = (Y. - Y) >) / (S.2 / n. + S.2 / n.)1/2 CV. * CON (4)ij u,oc,v

Equation 5: Equal n, Heterogeneous Variances, correlated measures.

TSii = (Yi - ((si2 si2 - 2Sii) / n)1/2 > CVikcy * CON (5)

Where S, is the covariance between measures i and j and for single group repeated
measures designs v = n-1.

5
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Equation 5 may be used to illustrate all of the P-MCPs considered in this study,
except the T procedure which uses Equation 2. This can be done with the
assistance of Table 1 which provides information on the test statistics and how their
levels of significance and "steps between means" degrees of freedom are determined
in order to control familywise error rate. Familywise error is the probability of
making at least one Type I error when testing a family of hypotheses.

An example of where Equation 5 might be used is in a single group repeated
measures analysis with J = 7 measures on n = 25 subjects. Maxwell (1980)
recommended the Dunn-Bonferroni approach to determine which pairs of means
differed. Using the Dunn-Bonferroni approach, and the aid of Equation 5 and Table

1, we have that CVii, a, is student's t-statistic with a' = 2a/(J*(J-1)) = .00238 and v

= n-1 = 24 degrees of freedom. Then, CVii, c0,, 24 = t.00238,24 = 3.396 and Con = 1.0
for all paired comparisons.

Method

The complexity and number of conditions to be compared necessitated a Monte
Carlo study. In order to investigate the Type 1 and Type 2 error rates the following
characteristics of the single group design were manipulated: (1) the number of
repeated measures (J = 3, 4, 5, 6, 8, 10), (2) the value of sphericity (for each J four
values of e were examined, e = .50, .75, and 1.0 plus a value near the minimum for c,
i.e., for k = 3, E = .51; J = 4, E = .40; J = 5, E = .30; J = 6, E = .30; J = 8, E = .20; J = 10,
e = .20;), and (3) the shape of the population (normal, nonnormal with skewness =
1.75, and kurtosis = 3.75). The number of repeated measures and the values of
sphericity were based on a study by Green and Barcikowski (1992) and the shape of
the nonnormal distribution was close to that chosen by Keselman (1994) (skewness
= 1.633, and kurtosis = 4.0), based on an investigation by Micceri(1989). A
FORTRAN program was used to generate the repeated measures normal data
following procedures described by Keselman (1994). Nonnormal data were
generated using procedures described by Fleishman (1978) and Vale and Maurelli
(1983). Given a .05 level of significance, each condition was replicated 5,000 times
for both power and Type 1 error rates.

Bradley's (1978) stringent criterion was used because past research, i.e., Seaman,
Levin and Serlin (1991) and Keselman and Lix (1995) had indicated the potential
for one or more of these P-MCPs to meet this criterion. Also, for reasons to be
described when sample size is discussed, we were not as concerned with a P-MCP
whose familywise a was less than Bradley's lower bound. Bradley's stringent
criterion is to be considered robust when a P-MCP's empirical rate of Type 1 error
(6) is contained in the interval a + 0.1 a. For a = .05, a P-MCP was considered
robust if it fell in the interval .04 < a < .06.
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Table 1
Each Pairwise Multiple Comparison Procedure Used in This Study, Its
Abbreviation, Type I Error Similarity, Test Statistic, Critical Value cc', and
q Statistic Degrees of Freedom for Steps Between Means

Test

Letter

ID

Type I Test

Letter
c

Statistics

Critical Value

a' Df1
f

Simultaneous Tests: No Omnibus Test

(1) Tukey
a

(2) Keppel
b

(3) Dunn-
Bonferroni

T

K
DB

a q

b q
c t

CTe

CT
2 a/(J(J-1))

Jg

J

Stepwise Tests: Preceded By Omnibus Test

(4) Schaffer-
Bonferroni

(5) Hayter-Fisher

(6) Schaffer-Ryan
-Welsch

(7) Multiple Range
Ryan-Welsch

(8) Peritz

SB

FH

SRW

MRW

P

d t

d q

d q

d q

d q

aix'

CT

Tukey - Welsch

Tukey - Welsch

Tukey-Welsch m

_

J-1

etc.k

etc.
1

etc.1

Stepwise Test: No Omnibus Test

(9) Welsch W e w CT etc.
1

Notes When the Studentized Range Statistic, q, is the critical value, CON = (2)-112 in Equation 5.

When Student's t or Welsch's w are the critical values, CON = 1.0.
'Uses Equation 2 with pooled error term and degrees of freedom for error,
v = (n - 1)(J - 1). "Called SEP1 by Maxwell (1980) to indicate use of Equation 5 with CV.a, =
Maxwell (1980) attributed this testing procedure to Keppel (1973). 'Tests with the same letter have
the same Type I error based on their first test. 'The test statistics are the Studentized Range
statistic q, Student's t statistic, and Welsch's w statistic. °CT (controlled by testing) indicates that the
familywise level of significance (a) is controlled by the testing process and does not have to be
modified by the user. Ton is the degrees of freedom for the q and w statistics based on the number of
means or number of steps between means. gJ is the number of repeated measures. hThe possible
omnibus tests considered here were: (1) Hotelling's T2, (2) the Greenhouse-Geisser adjusted F test, (3)
The Welch-James-Johansen multivariate test statistic, (4) the Keppel Studentized Range Test.
Values for x are tabled in Schaffer (1986). The level of significance used at each step is found as a' =
a, = 1-(1-a) "' (2 < p < J-2), = a, = a this and the testing process control the familywise error rate to
be a. kFollowing the overall test the next two tests of means separated by J and J-1 steps are tested
using Dfl = J-1 with an additional 1 subtracted from the Dfl from a previous step at the J-2 and
subsequent steps. 'Dfl = J at the first step and 1 is subtracted from the Dfl from a previous step at
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the J-1 and subsequent steps. 'The Peritz procedure makes use of the Tukey-Welsch and Newman-
Keuls stepwise procedures as described by Hochberg and Tamhane (1987, pp.120-124).

Per-pair power (the probability that a true difference between two specified means
will be detected) was investigated by setting two means at .3 and -.3 with the other
means set at zero. Sample size (n) for each case was then found such that power
was as close to .80 as possible (at n-1 power was less than .80). Per-pair power was
investigated because of results and reasoning given by Seaman, Levin and Serlin
(1991). All pairs power (the probability that all true pairwise mean differences will
be detected) was found by Seaman et al. (1991) to be highly correlated with per-pair
power (r > .90), and any-pair power (the probability that at least one true pairwise
mean difference will be detected) was found to differ comparatively little among
procedures, generally centering around the theoretical omnibus-test powers (p. 581).

We found the sample size necessary for per-pair power to be .80 because, based on
the results of Keselman and Lix (1995), we expected these n's to differ by only a few
units across P-MCPs. This would be an important finding if a P-MCP failed to meet
Bradley's stringent criterion only at its lower bound, but could reach power of .80
with only one or two more units than the n needed for a P-MCP that failed to reach
Bradley's criterion at the upper bound or the n needed for a P-MCP that was much
more difficult to calculate.

Results
Type I Error

As a check on our procedures, we replicated Maxwell's (1980) results for WSD,
Dunn-Bonferroni, and Keppel. We found that our results (not shown here) were
consistent with Maxwell's to within ei ± .005. Our results when we tested the full
null hypothesis (i.e., that all of the means for a given single group repeated
measures design were equal) are presented in Table 2 for Wilks's overall
multivariate test, WJJ, T, K, W, and DB. We included Wilks's tests as a further
check on our process, because it should have found (and did find) empirical error
rates that were within Bradley's stringent criteria.

Welch-James-Johansen. The results for the WJJ test indicated that with a
sample size of fifteen units, the el's became too liberal (i.e., a > .06) when the ratio
of number of units to the number of measures became less than or equal to 3 to 1,
i.e., n/J < 3, and that this situation became worse as sphericity dropped. These
results are similar to those found by Keselman, Carriere, and Lix (1993) for
repeated measures main effects in unequal n split-plot designs. The latter authors
found...that, for normally distributed data, the number of subjects in the smallest of
the unequal groups should be 2 to 3 times the number of repeated measurements
minus one in order to achieve reasonable Type 1 error protection. (p. 311)
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Table 2
Empirical Type I error rates (6c's) for the full null hypothesis.

J n e
Welch-James

Wilks Johansen
Tukey

WSD Keppel Welsch
Dunn-

Bonferroni

3 15 .51 0490 0500 0854* 0408 0788* 0356**
.75 0532 0542 0686* 0476 0654* 0394**

1.00 0496 0504 0496 0492 0514 0414

4 15 .40 0552 0598 0994* 0504 1028* 0382**
.50 0482 0540 0822* 0532 0928* 0396**
.75 0520 0542 0658* 0588 0722* 0440

1.00 0466 0530 0460 0602* 0508 0464

5 15 .30 0462 0592 1178* 0552 1188* 0370**
.50 0540 0662* 0980* 0606* 0948* 0404
.75 0488 0604* 0680* 0660* 0698* 0436

1.00 0474 0600 0460 0672* 0532 0454

6 15 .30 0508 0748* 1204* 0554 1270* 0328**
.50 0456 0666* 0946* 0596 0970* 0352**
.75 0590 0838* 0698* 0628* 0734* 0384**

1.00 0494 0704* 0482 0646* 0482 0380**

8 15 .20 0520 1272* 1542* 0594 1622* 0324**
.50 0486 1252* 1100* 0644* 1088* 0356**
.75 0514 1262* 0762* 0676* 0764* 0380**

1.00 0470 1168* 0458 0712* 0496 0398**

10 15 .20 0456 2092* 1852* 0730* 1940* 0398**
.50 0544 2346* 1136* 0776* 1210* 0428
.75 0482 2160* 0902* 0776* 0826* 0436

1.00 0526 2212* 0542 0832* 0534 0442

Note. An * indicates that the empirical error rate was greater than Bradley's upper
confidence value of .06, and an ** indicates that the empirical error rate was less
than Bradley's lower confidence value of .04.

Tukey and Welsch. The T and W procedures yielded very similar results. In
Table 2 both procedures yielded empirical error rates within Bradley's stringent
confidence bounds only when sphericity was equal to one (c = 1.00). Both
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procedures were too liberal (6c > .06) when sphericity was less than one, having
higher &'s as sphericity decreased.

Keppel and Dunn-Bonferroni. In Table 2, the K procedure yielded &'s that
became too liberal (a > .06) as the number of measures increased and as the
measure of sphericity increased. The DB procedure yielded error rates that
averaged .04, and that dropped below .04 at levels of sphericity that were close to
our minimum values.

Sample Size For Power Of .80

As a result of the liberal a's values found for WJJ, T, and W, these procedures were
not considered further in our sample size calculations. This caused the SB, FH,
SRW, MRW, and P procedures to also be eliminated because they are dependent on
the overall WJJ and K tests.

We decided to investigate sample size for power of .80 for the DB procedure because
it controlled 6c below, but close to, Bradley's lower limit. We also decided to
reconsider Type I error for the K procedure because its error rate seemed to be
related to the unit/measure (n/J) ratio, and because the a's reported in Table 5
where within Bradley's liberal criterion of robustness (i.e., .025 < 15t < .075 for a =
.05) for all values except those with J = 10 and e > .20. We considered both K's and
DB's Type I error rate under both normality and nonnormality, using the sample
size found to have power of .80 for the DB procedure. This process was used
because if the n needed for K to have power of .80 did not control Type I error, the
DB procedure would be a better choice.

The results for the latter analyses are shown in Table 3. In Table 3 the sample
sizes needed for power of the DB procedure to reach .80 under normality are the
same in most cases as the n's found under the nonnormal situation, requiring an
additional unit for J = 3, c = .51 and J=4, c = .40. For these sample sizes the Type I
error shown in Table 3 was similar to that found with 15 cases in Table 2 under
normality, but is more conservative (approximately .02) for the nonnormal cases.
The K procedure was too liberal (6c > .06) for several cases when the n/J ratio was
less than 3 and c approached 1.0. The K procedure was conservative, with a
approximately equal to .04 under nonnormality.

Discussion

This study was an exploratory look at P-MCP's that had been found to control
familywise Type I error in more complex designs, and therefore, were expected to
also be similarly effective in the simpler single group repeated measures design.
This was not found to be true. The reason for this may be that in the single group
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Table 3
Sample size for power of .80 with the Dunn-Bonferroni procedure and empirical Type I
error rates (full hypothesis) for this sample size.

Normality Nonnormalitv

Power
Type I Error

n Power
INmelError

DB

a

DB K

3 .51 32 7748 33 7976
33 8048 0314** 0366** 34 8100

.75 8 7684 8 7782
9 8574 0440 0544 9 8410 0260** 0380**

1.00 8 7476 8 7622
9 8402 0452 0578 9 8288 0268** 0364**

4 .40 8 6960 9 7946
9 8023 0392** 0566 10 8482 0280** 0414

.50 9 7598 9 7668
10 8356 0432 0586 10 8222 0242** 0374**

.75 9 7372 9 7474
10 8140 0480 0630* 10 8058 0212** 0350**

1.00 9 7298 9 7432
10 8090 0482 0684* 10 8018 0199** 0324**

5 .30 10 7946 10 7908
11 8648 0348** 0556 11 8396 0368** 0368**

.50 10 7420 10 7532
11 8206 0370** 0596 11 8026 0240** 0342**

.75 10 7304 11 7932
11 8114 0399** 0620* 12 8402 0186** 0380**

1.00 10 7264 11 7890
11 8058 0432 0680* 12 8356 0194** 0368**

6 .30 11 7744 11 7696
12 8448 0358** 0588 12 8316 0256** 0440

.50 11 7568 11 7606
12 8314 0368** 0638* 12 8184 0240** 0380**

.75 11 7512 11 7560
12 8258 0386** 0654* 12 8150 0344** 0046

1.00 11 7512 11 7560
12 8258 0418 0680* 12 8150 0170** 0340**

8 .20 12 7760 12 7740
13 8416 0320** 0618* 13 8244 0240** 0402

.50 12 7512 12 7522
13 8202 0354** 0672* 13 8088 0156** 0368**

.75 12 7518 12 7476
13 8202 0374** 0696* 13 8056 0148** 0340**

1.00 12 7470 12 7476
13 8148 0392** 0734* 13 8056 0142** 0330**

10 .20 13 7480 13 7548
14 8218 0354** 0764* 14 8046 0224** 0428

.50 13 7410 13 7492
14 8148 0388** 0808* 14 8004 0172** 0384**

.75 13 7362 14 7958
14 8078 0390** 0834* 15 8394 0154** 0386**

1.00 13 7362 14 7960
14 8078 0406 0868* 15 8394 0132** 0370**

Note. An * indicates that the empirical error rate was greater than Bradley's upper confidence value of .60, and
an ** indicates that the empirical error rate was less than Bradley's lower confidence value of .40.
a
The variance covariance was singular under nonnormality.
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design the adjusted degrees of freedom (SDF) reduce to n-1 and do not involve the
treatment variances as is true in more complex designs.

Based on our results we recommend that further research with single group
repeated measures P-MCP's be done using the Studentized maximum modulus
statistic recommended by Alberton and Hochberg (1984). The Studentized
maximum modulus statistic yields critical values that fall between the DB t
statistic and the K q statistic. If the Studentized maximum modulus statistic
proves to be successful, it could be used as the test statistic with the SB, FH, SRW,
MRW, and P procedures. Also, power should be studied under a wide variety of
mean patterns and variance-covariance structures because past studies (e.g.,
Klockars and Hancock, 1992; Seaman, Levin, and Serlin, 1991) have indicated that
different MCP's are more powerful with different mean patterns and this will
probably be exacerbated with different variance-covariance structures.

Recommendations for Practitioners

Recently, a large number of pairwise multiple comparison procedures were
introduced to the educational research community. This study considered the use of
some of the more robust of these new methods with a single group repeated
measures design over a range of nonsphericity values. The results indicated that
all of the new methods could not be recommended for use with single group
repeated measures designs because their omnibus tests failed to adequately control
Type I error. However, a familiar and easy to calculate method, the Dunn-
Bonferroni procedure, did successfully control familywise Type I error and may be
recommended for use as a follow-up procedure with single group repeated measures
designs.

12
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