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PREFACE

For the eighteenth year, the Research and Theory Division of the Association for
Educational Communications and Technology (AECT) is sponsoring the publications of these
Proceedings. Papers published in this volume were presented at the national AECT Convention in
Indiasapolis, IN. A limited quantity of this volume were printed and sold. It is also available on
microfiche through the Educational Resources Information Clearinghouse (ERIC) system.

REFEREEING PROCESS: All research papers selected for presentation at the AECT
convention and included in this Proceedings were subjected to a rigorous blind reviewing process.
All references to author were removed from proposals before they were submitted to referees for
review. Approximately fifty percent of the manuscripts submitted for consideration were selected
for presentation at the Convention and for publication in these Proceedings. The papers
contained in this document represent some of the most current thinking in educational
communications and technology. '

A selected number of development pages, sponsored by the Division for Instructional
Development (DID), are inéluded in this Proceedings. The most important instructional
development papers were selected by the DID program chairs for publication.

This volume contains two indexes. The first is an author index; the second is a descriptor
index. The index for volumes 1-6 (1979-84) is included in the 1986 Proceedings, and the index

for volumes 7-10 is in the 1988 Proceedings. After 1988, each volume contains indexes for that
year only. '

M.R. Simonson
Editor
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Association for Educational Communications
and Technology

What is AECT?

AECT is the only national, professional association
dedicated to the improvement of instruction through the
effective use of media and technology. AECT assists
its members in using technology in their jobs and to
enhance the learning process.

- Who belongs to AECT?

Media specialists

Educators

Librarians

Instructional designers
Corporate/military trainers
Learning rosource specialists
Curriculum developers

Television producers and directors
Communications specialists
Education administrators

Others who require expertise in instructional
technology

ooococcoco0000

What are AECT members invoived in?

Hypermedia

Interactive Video

CD-ROM

CDI

Teleconferencing

Film and Video Utilization
Telecommunications

Computer software and hardware
Projection/presentation products
Intelligent tutoring systems
Videodiscs

Distance learning

And more!

O00CO0D0O0O0O00O0O0

AECT’s publications, convention, trade show, and
conferences present the leading edge on research and
practical applications for these and other technologtes.

AECT History

Unlike some other special-interest technology
organizations, AECT has a long history with over 70
years in educational technology. We've grown up with
technology, advocating its integration into education
from films to integration into education from films to
overheads to interactive video and hypermedia.

AECT began as the Department of Visual Instruction at
the National Education Association in 1923, in the days
when visual aids consisted of films and slides. In 1947,
as educators were adapting technology used to train
World War Il service personnel for the classroom, the
name of the organization became the Department of
Visual Instruction (DAVI). Twelve years later, DAVI
became an affiliate of the NEA and finally the
autonomous association, AECT, in 1974.

Today, ~ECT keeps an eye on the future of instructicnal
technology while assisting educators with the changes
and challenges that face them now. AECT members,
now numbering 4,500, are professionals devoted to
quality education. They care about doing their jobs
better and want to embrace new methods, new
equipment, and new techniques that assist learning.

Membership in AECT increases your effectiveness, your
expertise, and your skills. These qualities in turn
enhance your professional image and earning potential.

AECT Affiliates

AECT has 47 state and 16 regional and national
affiliates, and has recently established several chapters
surrounding major universities and metropolitan areas.
These affiliated organizations add a localized dimension
to your AECT membership and allow for more
interaction among your colleagues. For more details
on chapters and affiliates in your area, contact the
AECT Nationa! Office.

AECT National Convention and InCITE
Exposition

Each year, AECT brings top speakers to exciting
locations, and presents over 300 sessions and special
events to provide the best training available in the use
of media in education and Instruction. The convention
features the INCITE Expositon, the first trade show
created evclusively for instructional technology
products. At InCITE, you'll see computers, learning
systems, software, interactive muitimedia, audiovisual
products, films and videotapes, projectors and
presentation products, video equipment, accessories,
and more. The convention offers tracks of sessions
focusing on specific interest areas surrounding AECT's
nine divisions and other special interests. The
convention has featured a Hypermedia Strand and a
Total Quality Management Track. In addition, intensive
full and half-day workshops are offered for in-depth
training on the latest technology applications for
education.

Research and Theory Division (RTD) improves
the design, execution, utilization, evalus tion, and
dissemination of educationa! technology research and
theory; advises educators on using research resuits.
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The problem with pictures is that they are largely contextually defined instead of being structurally defined.
That is, it is much more common for a person to describe a picture in terms of the contextual objects (people, places, or

things) within the picture than in terms of the visual elements that make-up the picture (circles, squares, points, lines,

colors and shading). One might say, “Of course! It would be too cumbersome to describe a picture in those terms
because they are not specific encugh!”. This statement is true if you are only considering the contextual meaning of a
picture. Circles, lines, and points, have no contextual meaning of an by themselves. However, if an artist wishes to
create or modify a picture, the only elements available for this purpose are lines, circles, squares, color and shading.
There are no art brushes that paint faces automatically such that when the brush is dragged across the canvas a face
appears. Instead the artist must vary lines, shapes and points, combined with shading and textures, in such a way as to
produce contextually recognizable elements in the picture. The question is then, how does and artist know how to vary
these structural elements in such a way as to produce the desired contextual meaning of a picture if these elements have
no contextual meaning of and by themselves? Even more problematic is how an instructional designer specifies a
necessary picture to an artist such that the appropriate contextual meaning is communicated from the picture the artist
creates. ‘

In an instructional message there are often subtle, yet critical, aspects that must also be emphasized in
supportive graphics or images. The instructional designer must be able to describe the contextual emphasis such that an
artist or graphic designer will be able to manipulate the structural elements of the picture in a corresponding fashion. The
goal is to make the structural emphasis congruent with the contextual emphasis. The emphasis of the contextual
message and the emphasis of the structure of a picture is referred to in this paper as contextual dominance and structural
dominance respectively.

In an instructional message the contextual dominance is most often conveyed in the form of printed or spoken
sentences. Within any sentence used in conjunction with a picture are nouns or phrases that directly relate to contextual
elements within the picture. For instance if we are presented a picture and heard “The man walked through the door.” we
would expect to identify a man and a door in the picture. Both “man” and “door” may be called referents in the sentence
since they refer to objects perceptible in the picture. The study described herein varied the dominance of referents used in
a number of sentences and compared the patterns of subsequent observations of 15 pictures. The goal was to identify
structural and/or contextual elements that stimulated consistent patterns of observation. A brief discussion of the
literature, the methodology used, results for two pictures, and a summary of conclusions follows.

Synthesis of the Literature

Discussing how someone views and image depends also on describing the image itself. Most of the research to
date use contextual definitions to describe the images and not structural ones; but, there have been some attempts to
quantify the structure in terms of variations of color, complexity and layout.

Color, Complexity, and Layout

In general color has been found to be helpful when utilized to emphasize dominant contextual features, but it is
a distracter when not relevant to context (Luder & Barber, 1984; Yarbus, 1967; Reid & Miller, 1980) For instance,
Luder and Barber found that color could be utilized to highlight specific elements within a complex display, while Reid
and Miller found that full color illustrations of anatomical drawings presented too many distracters from what was
considered important in the drawing.

Complexity and picture, layout has been found to elicit different viewing strategies among students.
Specifically, Malcolm Fleming utilized four “layouts", one with a caption preceding an illustration and another with it
following. Each of these layouts also varied by complexity. Utilizing eye movement as a dependent variable, he found
that gender and previous experience with the information were strong factors as to which strategy to process the
information was chosen-- image first or caption first (Fleming, 1984).

Another attribute, which relates to complexity, is that of the "degree of realism" to which an image may be
attributed. The "degree" represents a continuum from concrete, or realistic, to abstract, or non-realistic. Gavriel Salomon
describes this continuum operationally in terms of the degree of “coding” one must do when encountering a visual
representation of something.
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"Certain representations appear to be more "realistic" becarse their symbolic form comes closer to the
way users represent the depicted entity to themselves. The less recoding something requires, the
mentally "easier” it is to experience and the more “real” it appears.” (Salomon, 1981 pg. 201)

Relative to this "concrete to abstract continuum", concrete images are remembered better than abstract images (Paivio,
1983; Winn, 1982; Findahl & Hoijer, 1976; Wolf, 1970). On the other hand, abstract graphics have been found to be
more successful in educational contexts due to fewer structural elements (Heuvelman, 1987).

Visual Design of an Image

One aspect left largely unstudied in most of the research in image utilization is that of the visual design of the
stimuli being used. Visual design here refers to the structural relationships of visual elements within an image. Layout,
mentioned earlier in the Fleming study of complexity, is the closest variable this researcher found in the literature to that
of visual design. Nesbit captured this very common problem in the following statement.

“Little attempt was made to examine the design qualities of the picture itself or the component cues of
the picture in terms of learning theory. All modes of pictorial representation were considered as
infinitely large masses of stimuli and examined as such... no attention was given to isolating those
elements which make an instructionally effective visual." (Nesbit, 1975 pg. 496)

The variable of style was of interest to Molner. He believed that traditional definitions of style, usually treated as purely
affective and subjective, were identifiable in terms of structural attributes of an image. His eye movement study of
Renaissance and Baroque paintings illustrates that the structural attributes of paintings may be utilized in such a stylistic
manner that it can influence the viewer to scan an image at a certain speed and focus. He found that art of the
Renaissance was viewed with large and slow eye movements, while Baroque art produced denser and shorter eye
movements (Molner, 1981).

Image and Language Processing in a Context

Utilizing a “dual-coding information processing” model of learning, Kozma points out that if information in
long-term memory may be stored, not only semantically but pictorially as well, then images can be retrieved into short-
term memory in response to either nonverbal or verbal stimuli. He summarizes the research by stating that if the same
information is stored both pictorially and verbally, it is more likely to be retrieved (Kozma, 1986).

Just as printed text under an image provides contextual information utilized to view an image, so does spoken
text during or immediately preceding an image affect the processing of that image. Many media today entail the learner
processing audible textual information and visual information artiving at the same time. Very few studies have examined
the intricate interactions involving the chunking, sequencing, and pacing of these dual-channel stimuli. But, it has been
confirmed that the majority of the contextual effect is provided by the verbal text, and when verbal contextual cues are
presented prior to viewing an image, a semantic attention to the image is evoked (Koroscik, Desmond, & Brandon,
1985).

This strategic focus supports previous prescriptive conclusions relating to color, complexity, and the schematic
design of an image. -Both point to contextual cues dictating structural prescriptions in the visual channel and specific
reliance on the verbal channel for being the major carrier of contextual information.

Koroscik, Desmond, and Brandon examined this relationship among structural, semantic, and verbal contextual
information. They began the study with the following hypotheses: It was speculated that the encoding and retention of
art is subject to the type of contextual information given to viswers at presentation. Verbal labels with literal references
to the objects, persons, or events depicted in an artwork ought to evoke semantic encodings that differ from those
generated in response to verbal references pertaining to the work's expressive qualities and/or other non-literal aspects of
the depicted content. (Koroscik, 1984 pg. 332)

By presenting first a verbal contextual cue and then presenting an image, they were able to measure the effect of
the context on retention of the desired message. Since the contextual cues referred literally to structural elements within
the images, some information was also gained about the degree of distraction of "non-pertinent” structural clement..
Results also indicated that accurate interpretation of meaning was a function of the level of abstraction that characterized
cach artwork and of the type of contextual information given at input (Koroscik, 1984).
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These results offer very few prescriptions to a message designer other than a sense that context and the structure
of an image may somehow be interdependent. On one hand structural concerns are important for immediate interpretation
and long-term memory, yet on the other there is, at some point, a shift of focus to contextual aspects of an image.
Which is dominant, structure or context? What is the relationship between the abstract-to-concrete word continuum and

an abstract-to-concrete image continuum? The concept of congruency begins to explore the relationships posed by these
questions.

Congruency Betweesn Images and Language
In his review of the contributions of eye movement studies to research, Marschalek states:

..thus the compositional structure affects perception most dramatically when structure and meaning are
united within the same areas of the picture. (Marschalek, 1986 pg. 135)

This succinet statement encapsulates the idea of congruency between words and images. The concept of congruency
between the structural components of an image and the context presented is of extreme importance to the message
designer. Congruency deals with the basic problem of linking words and images together. Many researchers have found
that when structural features and contextual features are congruent, then attention to the message is maximized

‘(Heuvelman, 1987; Hsia, 1977; Marschalek, 1986; Miller, 1982; Nodine, 1982; Wember, 1976)

A growing number of cognitive scientists are specifically looking at the relationship between the cognitive processing of
words and the processing of images. A Dual-Coding Theory was developed by Paivio which stated that: .

"The verbalization of a picture’s features increases the probability that two codes are activated in the
formation of stimulus memories. The argument is that sensory features of pictures are stored in

imagery codes, while the products of verbalization are retained as verbal or linguistic codes." {Madigan,
1982, pg. 80)

This statement is contrary to a "common code" view that says pictures somehow possess a faster access than words to a
common conceptual system. The dual-coding view, on the other hand, sees picture-word latency differences as stemming
from a time consuming translation from one symbolic code to another and that semantic information required in the
decision task is typically stored nonverbally. Numbers of other researchers have been testing similar concepts and have
arrived at some meaningful conclusions. Segal and Fusella (1970) found, by using interference tests, that cognitive
processing is modality (visual or audio) specific, i.e., the brain operates with a separate processing system for each
modality. Nugent (1982) and Wickens (1984) found that "learners process pictorial and linguistic mformauon through
functionally independent, though interconnected, cognitive systems.”

Whenever one deals with issues of context, they are subject to personal interpretation as to their meaning,
importance, and dominance. For an individual, attribution of meaning will depend on knowledge the viewer already has,
knowledge that can be associated with the incoming information (Heuvelman, 1987). This view is commonly held by
many researchers and recent language comprehension studies have indicated that language processing involves a context-
dependent knowledge base that operates in an integrative and elaborative manner (Anderson & Ortony, 1975; Barclay,
1973; Bransford, Barclay, & Franks, 1972; Marschark & Pavio, 1977). Dillen (1983), Braden & Walker (1980) and Wise
(1982) also point to prior knowledge of the individual as a variable which significantly determines how an image will be
perceived. Craik and Lockhart place prior experience as a comparative referent within the memory storage system. These
researchers go on to describe two stages of the memory formation process. They are:

EARLY STAGES... the analysis of physical features of incoming information...and
LATER STAGES... concerned with matching input against stored knowledge from
past learning, and with abstracting meaning.”

Some researchers have consistently found that when images are utilized which include people, fixations center on their
faces to the almost total exclusion of anything else in the image (Buswell, 1935; Chu & Schramm, 1975; Guba, et al,
1964; Yarbus, 1967). The implication of this is that people know from experience that faces and animate objects, in

general, are primary providers of contextual information.




Animate objects receive a higher density of fixations than inanimate objects when both are contained in the
same picture. When considering portraits, the highest density of fixations occurs on the eyes, nose, and mouth because
these areas of the face tend to convey information concerning emotion and the degree of physical attractiveness of the
individual. (Yarbus, 1967 pg. 28)

Structural and Contextual Dominance

A primary concept within this study, in relation to the analysis of contextual and image structure, is that of
dominance. It has been found that it is possible to define an image in terms of its physical structure apart from its
contextual elements (Friedman & Polson, 1989; Koroscik, 1984; Marschaiek, 1986). Likewise it is proposed that
linguistic analysis can focus on both the structural aspects of a sentence apart from the contextual aspects (Mason,
Kniseley, & Kendall, 1979; Smith & van Kleeck, 1986). In each of these four categories it is proposed that a dominance
exists which may be utilized in comparing these categories, resulting in a description of congruence, non-congruence, or
ambiguity. It is toward the definition of image structure, and specifically those structural elements which affect
dominance, that this study is directed. :

Since no models emerge from the literature, we may turn to the discipline of graphic design for a description of
visual form by Wucius Wong (Wong, 1972, pg. 6) which seems to fit a hierarchical description of visual form. An
adaptation of his hierarchy appears below. '

Visual Form:
as BASIC ELEMENTS of Point, Line, Plane, Volume
as STRUCTURAL ELEMENTS of Shape, Size, Color, Texture
as RELATIONAL ELEMENTS  of Contrast, Direction, Position, Space, Gravity
as CONTEXTUAL ELEMENTS of Representation, Function, Meaning

These 4 levels of visual form give us not only a language to describe what we see in an image, but also a hierarchy
which is harmonious with our previously stated levels of analysis. Describing visual form in this manner is no simple
task, for in order to compare images reliably they must be described in terms of their attributes at each of these four
levels. It is not long before one realizes that in fact it indeed takes a thousand words to describe a picture. This
overwhelming task of image description is reduced through the use of the concept of dominance.

In discussing the structural form of an image, the most appropriate discipline t6 draw from is art criticism or art history.
Specialists in this field are skilled in using words to describe images. A common practice of many art historians is to
reduce what may seem to be a very complex image to a few general shapes, colors and textures. An example of this is a
description of Goya's "The 3rd of May 1808: The Execution of the Defenders of Madrid" (Fig. 1)
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- Figure 1

Its organic structure, based on triangles and strong diagonals, is peculiarly fitting to the theme, and its

neutral colors in grays and browns, with a splash of red in the pool of blood heightens its emotionai
impact.” (Gardner, 1959, pg. 443)

One item to note from this description is the implication that these structural elements are-arranged to produce
an emotional impact and not a linguistic one. This underscores the dual-coding caveat of images being processed in the
affective domain of cognition. This description is very brief and encapsulates hundreds of individual elements into gross
generalizations. It is necessary to exclude lesser elements if we must focus on the dominant ones. It is interesting to
note that even this brief desciiption alludes to contextual elements of the "theme” and the "pool of blood" and is
obviously formed as a caption intended to be read while viewing the painting. This underscores the difficulty in
separating contextual elements from structural ones.

There are hundreds of individual structural elements including at least 22 people, 16 faces, all of their wearing
apparel, weapons, the foreground elements, the city in the background and the dark night sky. That we can attribute
meaning to the shapes and brush strokes alerts us to the fact that we are using contextual descriptions of structural
elements. If we use entirely contextual descriptions Goya's painting becomes much simpler. We could describe it as an
image consisting of three groups of people in front of a wall with a city in the background. Another description of the
same work is presented to illustrate almost an entirely contextual description.

“Here the blazing color, broad fluid brush work, and dramatic nocturnal light are more emphatically
Neo-Baroque than ever. The picture has all the emotional intensity of religious art, but these martyrs
are dying for Liberty, not the kingdom of Heaven, and their executioners are not the agents of Satan but
of political tyranny -- a formation of faceless automatons, impervious to their victims' despair and
defiance. " (Janson, 1965, pg. 479)

It would seem to this researcher that Goya would support both this description and Gardner's earlier one because
he chose structural elements and manipulated them in such a way that the later contextual description would be perceived.
He chose to manipulate the structural elements of grays and browns so that the red pool of blood would be dominant.
The two overlapping triangular shapes point like arrows toward the two dominant groups of people. We view the scene
just an instant before the pure, bright white shirt of the rebel is to become crimson from the lines of the rifles pointing
directly at it. In both examples stated above, the structural features of the image are tied directly to the contextal
features. The artists have selected and arranged structural elements in such a masterful way that the desired context is
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effectively communicated to the observer. Another way to state this is that there is congruence between the structural
dominance of the image and the contextual dominance that was the intent to communicate.

Based on the findings in the literature and translated into the terms of dominance, context, and congruency, the
following hypothesis were adopied for this study and which the methodology was designed to test.

H,. Congruency between structurally dominant elements and contextually dominant elements will result in

greater attention to these elements than in less-congruent situations.

H,. As the complexity of an image increases, the structural dominance will decrease.

H3. As structural dominance decreases, attention will be directed more to contextual elements.

Methodology
Subjects

A total of 21 subjects were used in this study drawn from a graduate class in research design at Indiana
University. 13 subjects across two experimental groups received events with the same sequence of images, the verbal
context being the only difference between groups. 8 subjects made-up a third control group exposed to images only.

Definition of Variables
The Contextual Dominance Variable

he verbal contextual dominance variable was defined as a spoken phrase immediately preceding exposure to an
image. For each stimulus event, contextual dominance was derived from the nouns within each phrase and then given
points that were interpreted in terms of the image. Due to the need to compare the verbal contextual variable to the
image structural variable, the contextual dominance was described in terms of the referents appearing in the image sectors.

The Image Structural Dominance Variable

The image was described in terms of two criteria, structural dominance and degree of complexity. The first level
of image description, or structural dominance, was defined in terms of prioritized sectors of the image as assigned by a
panel of visual design experts.

Thel Complexity Variabl

The second level of analysis was that of complexity. Complexity was determined simply be tabulating the
number of structural elements visible in the image, e.g. 10 lines, 20 circles, 6 shapes, etc. In this study images were
grouped into simple, medium, and complex categories. The criteria for inclusion in the simple category was having less
than 10 structural elements, in the medium category by having more than 10, but less than 50 elements, and in the
complex category by having over 50 structural elements in the image.

The Congruency Variable

Identilying the degree of congruency between two groups was a statistical process of shared dominance
comparisons. Based on the Experts' rankings of structural dominance, phrases were constructed which either referred to
this dominance or referred to less dominant sectors of the image. Congruency was defined as an independent variable with
two conditions. A "Congruent Condition" existed when the contextual phrase that was heard referred to elements
identified as part of the image structural dominance. The phrase which referred to less dominant elements within the
image was assigned to the non-congruent condition.

BEST CORY AVAILABLE
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Materials

Fifteen images were divided into three groups of five according to the above complexity criteria. Structural
dominance was determined and validated by a panel of visual design experts. Two contextual phrases were written for
each image with one phrase written to match the structural dominance of the image and the second phrase focusing on
weaker structural elements of the image.

A sample from each of the three levels of complexity follow:

Simple Complexity

Fig 2 (Image #5)

m ctur iption
Shapes: 2 circular shapes (1/5 width diameter)
Colors: black and blue on white background
Textures: solid (no textures)
Relational: diagonally positioned wnh the blue circle in the

upper/left ninth of the frame and the black circle
in the lower/right ninth of the frame.

Contextual Phrases
Congruent: Since blue knights are instinctively afraid of black
dragons, he ran.
Non-Congruent: Since black knights are instinctively afraid of blue

dragons, he ran.

Moderate Complexity

Fig 3 (Image #8)

Image Structure description

Shapes: 1 hollow triangle shape made of moderately thick lines.
Colors: black on white background
Textures: solid (no textures)

" Relational: Isosceles triangle fills over 1/3 of frame

and is centered in frame.

" 23




Contextual Phrases

Congruent: A pyramid points to the sky.
Non-Congruent: A pyramid is heaviest at its base.

Complex Complexity

Fig 4 (image #14)

Shapes: lines and a variety of shapes but mostly rectangles,
1/4 sphere, circle sections.

Colors: grayish beige, bluish green, white, yellow.

Textures: rough (stone-like), and slick

Relational: symmetrical 3-dimensional space,

white object at bottom, illustration at top of image.

Contextual Phrases
Congruent: The center alters were usually simple
with only two candles and a cross.
Non-Congruent: The biblical phrase “The Lord is my shepherd”

is reflected in the decorations around the half dome.




Procedure

Gathering Fye-Movement Data

Subjects were asked to sit in a specialized “head-stabilization” chair (Fig. 5) A small light was place adjacent to
their right eye and a video camera was trained and focused on the eye ball and a portion of the light. The
strategv was to record the reflection of the light on the cornea of the subject relative to the stationary light bulb.
Following a registration process,-the stimulus materials were presented.

rdi| re-Mov D

The videotape was subsequently played-back one frame at a time and the motion of the reflection of the light off
of the subject’s cornea was documented s being in one of nine sectors of the frame.

Statistical Analysis
The Within-Group analysis-

Groups A, B, C, and the Expert Group were included in the analysis for each of the 15 images. All data were
converted to percentages so as to allow for a direct comparison between the stimulus events and the Expert rankings. A
Kendall Coefficient of Concordance (W ) was computed for each group associated with each image. This resulted in a
rank-ordering of the means of fixations for each sector of the image, a Chi-Square, and a significance value for each
group. If the result of the Kendall test was significant, then a more rigorous test of significance, the Friedman Two-Way
Analysis of Variance by Ranks, was calculated. If significance was acceptable, calculated by the Friedman test, then a
multiple comparison between individual rank-order means was calculated to determine the significance of a sector's
dominance (Siegal, 1988).

Analysis of Eye-Movement Data

The raw data, which consisted of an ASCII file of 75 data pairs, 1,C 2,C 3,B 4,E ... 75,H , were read into a
HyperCard Stack and sorted into the total number of fixations registered in each of the nine sectors.

Determining Dominance from Rank-Order Comparisons

Dominance for experimental data (that which was derived from eye movement data), as well as the ranking by
the experts, is defined as those sectors which produced significance from the Comparison of the Means. These sectors are
then said to represent 100% for the Dominance for that experimental group of data and are discussed in terms of the
percents  which each sector claimed of that dominance. For instunce, in the example below(Fig. 6), the dominance for
the congruent condition of image B (Sectors B and E) is 89% and 11% respectively.
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etermining Contextual Domi

Contextual dominance was determined by identifying the nouns within the contextual phrases and assigning points in
relation to:

1. their position within the sentence,

2. the presence of visual modifiers that were also in the image, and

3. whether they were a focus of attention within the sentence.

The points accumulated for each noun were then assigned to the sectors of the image to which the noun referred. The
sectors to which the nouns referred represented 100% of the contextual dominance and were represented in terms of the
percentage which each sector claimed of the dominance.

The Between-Group Analysis
Congruency

A "Congruent Group" was detined experimentally as a group which received an audible contextual stimulus
which contained a referent to a structurally dominant element within the image. The assignment of an experimental
group to either the Congruent data group (CG-S) or the Non-Congruent data group (NCG-S) was based oh a strategic
decision by the experimenter to match the contextual referents heard verbally with the structurally dominant attributes
within the image.

The Degree of Congruency (°CG) was a post-hoc statistic used to describe the relationship between data roups
in terms of the overall similarity of their sha.ed dominance. This statistic produced a number, from 0 to 100. with the
most congruent condition being 100. This procedure was executed as follows (see Fig. 7):

Corresponding sectors within each of the two data groups being compared were sequentially added together producing a
"Sector Sum". Also these same numbers wete subtracted from each other to produce a "Sector Difference”. The process
was repeated for each sector as long as there were values present within the sectors being compared. The sector sums and
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the sector differences were totaled, then the difference between these totals was found, and this figure was divided by 2 to
produce the final result.
The formula for determining the Degree of Congruency (°CG) was as follows:

(S(sector sum) - X(sector difference)) + 2 = °CG

~ Figure 7

49
CG-S 1 EXP
| 89 38
11 31

e P .

i

P 31

( :
% DOMINANCE % DOMINANCE

For example, comparing the EXP group with the CG-S group in Figure 7:

38 +89=127 & 31+11=42
> (Sector Sum)=127+42=169

89-38=51 & 31-11=20
¥ (Sector Difference)=51+20=71

(169-71)+2= 98+2= 49 = °CG
Determination of Structural & Contextual . Effects

In order to examine the effects of the structural dominance and contextual dominance on the Congruent and Non-
Congruent data groups, the sector of primary dominance of each was compared. The percentage of the dominance accrued
in the sector was considered to be representative of the contextual effect for that group. The same procedure was followed
for the Non-Congruent data group.

A similar approach was utilized to determine the structural effect. The sector of primary dominance for the
Expert data group determined which sector of the Congruent or Non-Congruent data group represented the structural effect
for each group

The Effects across Complexity
The images were grouped into 3 levels of complexity -- Simple (images 1-5), Moderately Complex (images 6-

10), and Complex (images 11-15). By plotting the contextual effects for each image, an examination of the interaction
effects of complexity was undertaken.
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Results
Comparison of Groups by Image
Data Group Definition

Since treatments for congruency were randomized among experimental groups A & B, and later recoded into
groups of congruency, groups .4 & B do not appear as units in the results section. Instead, each stimulus event (the
presentation of an image, with nr without a specific phrase) is identified as being either congruent or non-congruent.
These events are coded as congruent or non-congruent depending on whether or not the contextual dominance of the verbal
phrase matches the structural dominance as defined by the Experts. This recoding establishes 6 groups for comparison.

Experimentally defined:
(EXP) Ranking-Structural Definition / Expert data group
(FR-S) Eye Fixations / Free-Viewing data group
(CG-S) Eye Fixations / Congruent data group
(NCG-S) Eye Fixations / Non-Congruent data group
Theoretically defined:
* (CG-X) Contextual Definition"/ Congruent Condition
(NCG-X) Contextual Definition / Non-Congruent Condition

Within Image Results

Presented here are the results of one image from each of two complexity groups. Individual within-group data
are presented graphically via a nine-sector rectangle containing the resulting percentage of dominance indicated in the
appropriate sector. The sector which is primarily dominant is outlined with a solid box. The Kendall W and the
Friedman test results are presented adjacent to each data group’s dominance rectangle. The Degree of Congruency is
indicated in a box joined by two lines connecting the groups being compared.

After the presentation of the results of each of 2 images, will be a discussion of the results across the 15 images
by complexity. This comparison will utilize only the Kendall W and the primary sector that relates to the structural
and/or contextual dominance. '

A . B . o

o _J .

Image #8 e 4 ‘ !

Contextual Definition

Congruent Non-Congruent
A pyramid points to the sky. A pyramid is heaviest at its base.
[N] [NI[AN][LN] [N] [NI[AN][LN}]
1B,1E,1G,1H,11 3A,3B,3C 1B,1E,1G,1H,11 3G,34,31
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Eye Movement Results
Kendall W. Friedman:

Significance, Dominance, & Degree of Congruency

22036, K- A .- 0000 . F-Sig.

38
s 3033 K- AN C€6-S v NC6-S A y-1y..688%....
20020 F-Sig. 99 Bl 43 F-Sig..0003 .
l ‘ 11 %K Dominance 2 —————— ‘
_ i p
%Dominance 4 3 ‘ 4 1 %Dominance
36 41

%Dormnancel 8 l \%Dorm nence |
1

21]29] 21 ] 6
- ®Dominance 6
43
2:i217 pos ng 20] 29
C6-R NCG-H
54 14 14 72
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degeCONGR 5088 K-w A 0004 F-Sig

Verbal Summary for Image #8

rategies and Anticipa Its .

From a visual convention standpoint, a triangle is one of the three basic graphic shapes (the others are a circle
and a square). This shape also is utilized as the head of an arrow which implies direction toward the tip (which would
emphasize sector B if structural dominance is strong). The triangle was rendered in outline form so as to highlight the
space inside the shape as well (sector E). The contextual cues were designed to emphasize the top in the congruent

condition and the bottom in the non-congruent condition in the anticipation that fixations would dominate these sectors if
there was a strong contextual dominance effect.

General Stimulus Event Comparisons

Ranking of sector preference was significant beyond the .01 level for all data groups. Uniformity of image
processing was moderate for the Expert data group, as well as for all experimental groups.
*WExp) =5736 & W(FR-S)(CG-SYNCG-S) of <.6884

Congruency Comparisons

The Degree of Congruency (°CG) between what the Experts identified as structural strengths in the image and
how the Free-Viewing data group vicwed the image was moderately strong, °CG(EXPIFR-S) =81. The match between
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the Free-Viewing data group and the Congruent data group was moderate, °CG(FR.SICG-S) =54, and the match with
the Non-Congruent data group was moderately strong, °CG(FR-SINCG-S) =72.

Structural & Contextual Dominance Comparisons

A very strong Congruency effect was evident in the Congruency data group with this image. Nearly 90% of all
fixations were accumulated in sector B (Dg(CG-S) -=89%). The Structural effect, in the Non-Congruent data group,
was strong enough to draw enough attention from the contextually dominant sector H producing a strong attention to
sector B also (DB(NCG-S) =43%). There was some contextual effect evident in the Non-Congruent data group,
evidenced by attention to sector H (D(NCG-S) = 29%), compared to no significantly dominant fixations appearing in
sector H for the Free-Viewing data group (DH(FR-S) =0%). '

Image #14
Contextual Definition
Cengruent
The center alters were usually simple with only two candles and a cross.
[N}[VN] (N] [N][LN]
2H 1H 2H,2B
Non-Congruent
The Lord is my shepherd” is reflected in the decorations around the half dome.
[N] [N] [N] [NJ[LN]

1B 1A,1B,1C 1A,1B,1C,1D,1E,1F 2A,2B,2C
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Verbal Summary for Image #14
Strategies and Aniicipgred Results

This image is the only "realistic" photograph of the 15 images. The picture was taken from the point-of-view
of someone standing in the center of the room at an eye-level of the second alter. This angle accentuates the architectural
perspective lines whick converge just under the center window. These perspective lines alone were expected to draw
strong fixations to sector E. :

The first "object” encountered in this image is the “floor alter", which is referred to in the congruent condition’s
contextual cue. A focus on sector H would reinforce a congruent condition. The non-congruent contextual cue refers to
the mosaic illustration above the center window, which is the largest graphic element in the image, as well as the largest
architectural element (:he half-dome in sectors A,B, & C). Due to the complexity of this image, it was anticipated that
the contextual effects would be strong predictors of the eye-fixations.

General Stimulus Event Comparisons

Ranking of sector preference was significant beyond the .01 level for all data groups. Uniformity of image
processing was moderately high for thc Non-Congruent data group, moderate for the Expert and Congruent data groups,
and low for the Free-Viewing data group.

*W(NCG-5) =7590 & W(EXP)(CG-S) of <5718 & W(FR.5) =4633
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Congruency Comparisons

The Degree of Congruency (°CG) between what the Experts identified as structural strengths in the image and
how the Free-Viewing data group viewed the image was high, “CG(ExpPIFR-S) =83. The match between the Free-
Viewing data group and the Congruent data group was high, °CG(FR-SICG-S) =82, and the match with the Non-
Congruent data group was moderate, “CG(FR-SINCG-S) =69.

Structural & Cortextual Dominance Comparisons

A weak congruency effect was evident in the Congruent data group in sector H (Dg(CG-S) = 38%). A strong
contextual effect was evident in the Non-Congruent data group in sector B(DpNCG-S) =40%). A definite focus on
the center of the image was evident in the Free-Viewing data group (Dg(FR-S) = 43%). Similar to the preceding
image, if in fact the actual structural dominance for image 14 is in sector E, as is evidenced by the Free-Viewing data
group, then both the Congruent and Non-Congruent data groups demonstrate contextual effects rather than congruency

effects. However, it may also be said that both groups represent partial congruency effects, since both sectors B and H
represent secondary and tertiary structurally dominant sectors.

Between Image Results

The 15 image stimuli presented were grouped into 3 subgroups; 5 simple, 5 moderately complex, and 5
complex images. The Kendall Coefficient of Concordance measures the uniformity of the subjects' responses. The
Kendall W (W) is a rating as to how similar each subject's response was to other responses such that if they were
identical, the W would be 1. Figure 8 illustrates the general decrease of uniformity of the experimental groups as the
complexity of the image increased.

Uniformity by Complexity

The Experts (EXP) began with very strong agreement (.9) and, as the complexity of the image increased, their
average uniformity dropped, but still remained in the strong moderate range (.6). The Free-Viewing Group (FR-S), on
the other hand, began in the moderate range (.6) and finished with a low uniformity W (.42). The congruent and non-
congruent conditions (CG-S & NCG-S) displayed lessening uniformity as complexity increased, but stayed in the
moderate range.

Comparisons by Primary Dominance

By plotting the dominance of the contextually dominant sector of both the Congruent and Non-Congruent data
groups, a comparison of the focus of these groups may be made (Figure 8).
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Figure 8

Contextual Focus Across Complexity
by Primary Dominance Sector
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It is evident in this graph that the Congruent data group consistently exceeded the Non-Congruent data group's
focus on the contextually important element of the image for the simple to medium complexity images. It is also
apparent that with images 12, 13, 14, and 15 (within the Complex category), the Non-Congruent contextual dominance
exceeded that of the Congruent data group.

Another observation evident from the graph is the strong congruency effect for the moderately complex images.
It was with the images dealing strongly with visual conventions that the Congruency Effect was most evident, e.g. that
structural dominance, coupled with contextual dominance, had the greatest effect. Contextual dominance alone
contributed more with the complex images.

Conclusions

Response to the Specific Experimental Hypotheses:

[H1]The first experimental hypothesis posed was that congruency between dominant structural elements and
dominant contextual elements would result in greater attention to these congruent elements than in non-congruent
situations. The statement, in terms of this experiment, looks specifically at the contextual dominance generated in each
of the Congruency data groups. This dominance represents not only a contextual effect, but also the contribution of a
structural effect as well. Because of the combined effect, it is called a congruency effect. In the Non-Congruent data
group the dominance primarily represents the contribution of a contextual effect. In 69% of the cases, a focus on the
contextually dominant element of the image was stronger when that element was also structurally dominant
A Congruency Effect was particularly evident with the moderately complex images, where the average dominance was
34% higher than that in the Non-Congruent condition. These results lead us to a conditional acceptance of the first
hypothesis. If the structural dominance is strong, then congruency between structurally dominant elements and
contextually dominant elements will result in greater attention to these elements than in less-congruent situations.

One image was exemplary in demonstrating Congruency Effects -- image #8. Reviewing the structure of this image and
context will clarify the types of “strengths" referred to above. The word "sky", heard in one group's contextual phrase
referred to three sectors, A, B, & C, which were clearly related to the upper third of the image. The other group heard the
word "base", which refers to the lower third of the image. The action verb, "points,” which was heard by the Congruent
data group, coincides with the visual convention of an arrow (which a pyramid shares in shape) that reinforces the
congruency between contextual cue and image structure. The fact that the object was an isosceles triangle rather than an
equilateral one increased the "pointing-up" effect even more (DB(CG-S) =89%). The Non-Congruent data group was
directed to the base of the triangle by the contextual cue, but they had to overcome the strong image structure "pointing-
up" to attend to the base. A very small portion of their dominance was devoted to the base area of the image (DH(NCG-
S)=29%). This image produced the greatest Congruency Effect. It also demonstrated a strong Structural Effect evident in
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the inflation of sector B in the Non-Congruent data group (DB(NCG-S)=43%). There is little or no explanation for such
dominant fixations to occur in this group except for the fact that the image structure was so strong as to draw fixations
into sector B.

[H2]The second experimental hypothesis stated that, as complexity of an image increases, the structural
dominance will decrease. Across the 15 images there was a continual trend downward in uniformity of agreement of
structural dominance by the Experts. These results in uniformity, and loss of agreement on structural dominance,
support the second hypothesis. Specifically it provides evidence that, at least with these images, as elements of equal or
greater structural value are added to an image, the structural dominance declines in strength.

[H3]The third hypothesis was whether or not structural dominance is inversely proportional to the contextual
effect; or, as structural dominance decreases, does the contextual effect have a greater impact on the attention patterns of
the observer? With the information just presented on uniformity, if the hypothesis is true, then one would look for an
increase in the contextual effect from the more complex images where uniformity was low, as was the structural
dominance.

Referring to the graph in Figure 8, this hypcthesis is supported by the Non-Congruent data group's performance
exceeding that of the Congruent data group for images 13 through 15. As was mentioned in the detailed description of
the complex images, the structural dominance was so illusive for the Experts that the primary dominance they indicated
for the complex image set never matched that of the Free-Viewing data group. This success rate may be compared to a
match of 60% in the moderately complex image set (images 6 through 10).

A case in point is that of image #14. One of the Experts described the way he thought that persons viewed a
photograph was spatially (e.g. the same way one would if he were to be walking in that space). In other words, one
would look at the first thing one would come to, then the second, then the elements surrounding one's immediate space,
then beyond (in the case of image #14 this would produce an H, E, B progression of D ). Another Expert suggested that,
since everything was arranged symbolically in a hierarchy from God, to Christ, to the sheep, and finally down to
common man at the altar level, that the viewing patterns would coincide with that order (or a B, E, H progression of D ).
In fact, the viewing was more determined by the context presented by the verbal cue. The progression of D was H, E, B,
D for the group which received a contextual cue relating to the alters at the bottom and center of the image, and B, E, A,
H for the group which heard reference to the illustration in the half dome. This supports the third hypothesis that, as the
structural dominance decreases, the context becomes more important as to where one focuses attention.

This finding would be supportive of the majority of research to date in the area of complexity, which states that
simpler visuals are more predictable and memorable (Loftus, 1972; Luder & Barber, 1984; Friedman & Liebelt, 1981;
Palmer, 1975; Heuvelman, 1987). New information is offered from this experiment regarding the relationship of Expert

predictions, Congruency and Free-Viewing situations in terms of complexity. These variables have not been compared in
the past.

The Concepts of Structural and Contextual Dominance

A major contribution of this study is its identification of Structural and Contextual dominance as factors which
define Congruency, accompanied by a methodology for measuring them. Many studies have identified the structure of an
image as being a variable (Heuvelman, 1987; Marschalek, 1986; Koroscik, 1984; Nodine, 1982; Molner, 1981 Nesbit,
1978; Dwyer, 1972), but none have defined it in terms of dominance. Many of these same researchers have presented a
verbal or written phrase as a contextual setting to provide semantic encoding of the image, but none have compared
contextual and structural dominance directly.

To the visual designer, the structural aspects are of utmost importance, since these are the elements that are
being manipulated. The sad part is that messages are designed without attention to the structural dominance, or visual
design, and because of their incongruity with the message, are ineffective. Research is done without concern to this very
strong interacting variable, and inconclusive results are the outcome. The sooner that structural dominance takes its place

beside contextual dominance as an equal contributor to the message, the sooner we will begin unraveling many of our
communication issues involving images.

The Concepts of Congruency and Complexity
The finding in this study that Congruency Effects were strongest in the moderate complexity range supports

Heuvelman's and Koroscik's finding that congruency can be higher with more abstract images. This appears particularly
true when familiar visual conventions are used at this level of complexity. This study only partially supports other
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findings from these researchers that realistic or highly complex images distract to such a degree that congruency cannot be
achieved. This study supports these views only when the stimulus consists of a weak contextual dominance coupled
with a strong structural dominance. In these situations the dominance of the image takes over, and the contextual thrust
is lost. However, this study also demonstrates that, especially in complex images, if the contextual dominance is strong
and if the visual referents that are elements of the weaker structural dominance are also to by found within the image,
then a contextual effect will also be strong, because of the contribution of a small congruency effect.

Summary

This study illustrates that when the structural dominance of an image is strong, an individual viewing this
image.will initially attend to the elements contributing to structural strength rather than to those which are contextual.
The intent of most educators, in the presentation of an image, is mostly contextual. If a learner who rates low in
knowledge of, and motivation toward, the specific information being presented, and if the image used is strongly
structured in favor of a different context than that which the instructor intends, then the chances are high that the learner
will not process the image in a desired manner. If this lack of congruency continues during a presentation, confusion on
the part of the learner will be the most likely outcome. The converse of this situation is the desirable state of affairs.
Instructional designers must gain adequate respect for the structural dominance issues, as the majority already have for the
contextual dominance ones. . The chances that learners encountering instructional messages will find the pathway to
knowledge must greatly be enhanced. Most instructional designers do not have the skills necessary to analyze the
structural components of an image to determine the structural dominance. Graphic designers, and a newly forming role
called an interface designer (mainly involved with electronic media production), do have these skills, but most often are
not adequately informed in the subject matter or instructional strategies to determine the appropriate contextual
dominance. A team effort is necessary to assure that both aspects of the instructional development are adequately
pursued. The inherent problem is that one person talks context while the other talks structure, and no progress is made.
This study opens the door for communication between these two important people utilizing the rubric of Dominance. If
both the instructional designer and the interface designer respond to each others' products in terms of the "dominance
perceived,” not only will the dialog be more fruitful, but the learner (who will be the ultimate “"perceiver") will also be
brought into the process.

Placement of the message along a quantitative to qualitative continuum becomes a negotiation item for the
“team." The interface designer will inherently be an advocate for more qualitative messages at one end of the continuum,
while the instructional designer most likely will support more quantitative sclutions at the other. Villemain (1966)
supports the need for both in his statement that, “Qualitative mediations are instrumental to focally cognitive operations
at one end of the spectrum, while on the other they become focal with cognitive elements assuming the instrumental
role."

Major work to be done in research is in the field of art, not to quantify it and make it rigid, but instead to
understand it adequately enough to incorporate it into the message design. The extent that anyone creating a message
desires a level of perfection in communication, is the degree to which one embraces a desire to deal with the total
continuum from information to art. Let John Dewey's challenge be our motivation:

As long as art is the beauty parlor of civilizatio, neither art nor civilization is secure... the ideal
human community is dependent upon its esthetic component. Rather than envisioning art as an
"efflorescence” , it is a condition of the realization of democracy, conceived as an ideal that lends a
distinctive character to all aspects of life. If such a view is tenable, then significant revisions in
democratic educational and social theory are in order. (Dewey, 1934)
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Introduction

Given the present emphasis on research and publishing at many institutions of higher education, and given the
dire need for "socially responsible" research that can contribute to effective practice in many types of learning
environments, and given the contribution res- rch can make to the professional vitality of instructional technology
faculty, a panel of new faculty offer here the challenges they have faced and lessons they have learned in attempting to
create a research agenda for themselves.

To provide a point of reference, a brief biographical sketch will be provided of the panel members and the
responder. Then, the panelists’ comments will be sorted around several principle topics that emerged as we each
individually developed our panel presentations. Note that not all of us addressed every topic. Finally, the responder's
insights and recommendations will provide closure to the topic.

Biographical Sketches

Dr. Molly Baker is a "practicing” instructional designer at Western Illinois University. She is in her third year
(2nd year since Ph.D. completion) serving the faculty in 12 departments who are learning how to use technology in their
instruction and develop hands-on technology experiences for their students. Through the Faculty Instructional
Development Lab which she runs, facuity are encouraged to participate in workshops, one-on-one consultation regarding
course design, multimedia development teams, individual lessons on a host of technology-based activities, grant writing
for technology resources, eic. Her research agenda is driven by urgent need-to-know questions and practical issues of
technology utilization/integration. :

Drs. John Farquhar, Jim Quinn, and Steve Harmon are assistant professors at universities who adhere to the
tenure-track system which rewards good teaching, an active research program leading to publication, and service activities.
They are in their 3rd, 4th, and 5th years respectively. Dr. Quinn has been employed at a large, research-oriented
institution and the Drs. Farquhar and Harmon have been working at institutions where teaching and research are more
evenly balanced. Dr. Reeves is a Senior professor at the University of Georgia, is widely published in the field of

Instructional Technology, and has focused some of his recent writing on the need for more “socially responsible” research
in the field.

Perspectives of New Faculty: Building a Research Agenda
Tip #1: Build Skills and One Research Focus Through the Dissertation

Molly Baker: :

When I began thinking about a research question for my dissertation, I identified three criteria: My question

must suggest a methodology that would be do-able within a reasonable period of time; it must be interesting to me (since
I was likely to spend a large chunk of time on the task and build several years of follow-up research as a new faculty
member on it, as well); and lastly, it must be valuable to professionals other than myself--I wanted it to contribute to the
field in some meaningful way. It took months to find such a question and my dissertation chair suggested at one point
that I might have to give up on one of my criteria!

Now I find that as an instructional designer. the problem is not finding a researchable question at all--1 can
identify a couple every day on the job! The problem is identifying which ones to pursue, and finding the time and
resources to do it. The research skills I developed in graduate school have been essential, but the research focus (effective
teaching on interactive television) that I anticipated has been greatly expanded by the demands of my position.

John Farquhar:

In retrospect, my rescarch as a doctoral student should have positioned me to perform a series of related, follow-
on studies. My dissertation involved the study of an instructional strategy common in the design of Intelligent Tutoring
Systems (ITS). At the time of my defense, I was well versed in the ITS literature and the significance of my work.
Additionally, I was pleased to have guided the study so that additional research questions were naturally to follow. Yet,
despite this forturie, I have taken a different, less-traveled path.

During the final phases of my work on the dissertation, I became a very focused, one-issue researcher. 1
intentionally isolated myself physically and intellectually from the Instructional Technology community in order to
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achieve this focus. I found my isolation to be a necessary strategy that kept me on track to giaduate. The advantage of the
strategy was immediately evident in the form of a successful (i.e. completed) thesis. The disadvantage of the strategy did
not readily appear to me until many months later.

Steve Harmon:

It all started in the winter of 1986. I was teaching English as a second language in a developing country and was
coming to the end of my two-year contract. I knew that I wanted to continue to work in some way with developing
nations, and needed a graduate degree to do so, but I didn’t want to do the same old development stuff that every body else
was doing. I stumbled into something called instructional design and realized I had found my place.

In the Fall of 1987 I enrolled in the Instructional Technology department at the University of Georgia. My
intention was to focus on Instructional Systems Design, with an eye toward working in developing nations, but along
the way I got sidetracked. I became interested in a new techrology called hypermedia. Four years and a couple of studies
later, I was hired as a lecturer in Instructional Technology at the University of Houston-Clear Lake. I had not yet finished
my dissertation, but had collected my data and was in the process of writing it all up.

Tip #2: Choose An Institution/Environment That Fits Your Interests

Jim Quinn:

If you are already in a faculty position, you already should know what the balance of teaching, research and
service is in your institution. If you are a graduate student (or even if you are already in a faculty position), you may still
be deciding what balance you want in your career. For example, for some of us, we are in positions where research is the
primary criterion on which we are evaluated for promotion and tenure, while others are in positions where teaching is the
primary criterion on which we are evaluated. However, irrespective of the type of institution we are in, we will all have
some research/creative activity requirements. Therefore, my first suggestion is for you to consider what would be the best
type of institution for you to work in given your interests and training. If you wish a considerable amount of your time
to be involved in day-to-day interaction with students, teaching classes at the undergraduate and masters level, you may
wish to consider an institution where teaching is the number one priority and research is the number two priority.
However, you should be aware that in such institutions, you are going to have to be involved in some research/creative
activity. On the other hand, if you find yourself primarily excited by being involved on a continuous basis in research
projects, supervising Ph.D. students, etc., then you may wish to seek employment in a major research institution.

Tip #3: At First, Watch for Research Problems and Resources as You Deal With the Onslaught of Demands

ip #4. lect R rch Projects From ifi ibiliti d R S

Jim Quinn:

It is impossible to be perfect in teaching, research ard service, and sometimes it secms to me to be impossible
to reach the required level of performance that is expected of all new faculty in each of these three. Therefore, the more we
can do to integrate each of these the better. For example, in my case, I am very interested in the philosophy of
instructional design and the subsequent implications of such a philosophy for how we educate instructional designers. I
have been involved in attempting to integrate theory and practice in instructional design by having students in my
advanced instructional design course be involved in real-life projects as their course projects. While I am aware that other
faculty in many institutions have been doing this for a long time, I was not aware of any publication on this issue, so I
wrote up a report on this for ETRD which was recently published. Since then, I have done one more research study on a
subsequent iteration of this course in a more formal research manner using qualitative research techniques and I am
currently working on this data. I have also been using peer evaluation extensively in my introductory level course and
have collected data on its effectiveness through focus group interviews and am preparing this for publication. I have seen
similar good empirical work being done on the education of instructional designers by people such as Peggy Ertmer and
her colleagues at Purdue recently on the use of case studies in the education of instructional designers.

Steve Harmon:

That first year out of graduate school was an eye-opener. I had worked hard at Georgia and was reasonably
competent in my areas of interest. I could conduct and evaluate research. I could design and teach courses on a couple of
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topics. I even had some idea about writing and presenting papers. My research agenda was set; finishing my dissertation
was my primary concern. (Incidentally, as it turns out, it was on hypermedia.) Much to my surprise, my graduate
preparation had not covered what I ended up spending most of my time on.

I had encountered what I now call “the Janis Phenomenon,” after the Janis Joplin song “Take Another Piece of
my Heart.” Far from being able to work happily away on my dissertation, locked safely in my ivory tower, I was
suddenly besieged by a host of “real-world” concerns for which I was totally unprepared. These things were like giant
sponges sucking up all of my time. I'd like to spend the rest of this discussion going over those concerns and how they
drove my research agenda for the next few years.

The first thing for which I was unprepared was students. I had had students in grad school of course, but then
they were mostly safely contained in classes. The students I had now were roaming free. They wanted me to advise them.
They wanted me to help them. And some of them wanted me to tell them what to do with their lives. I quickly learned
why several of my professors kept a box of tissue in their offices. I had become some kind of counselor. I didn’t have
time for that.

The next thing I was unprepared for was colleagues. In graduate school I had called them faculty, and mostly
encountered them when they were safely contained in classes. I only had to deal with them then or when I chose to trap
them in their offices and force them to give me advice. But now these people had offices right next to mine. And because
I was an instructional technologist they figured I knevs something about computers. I began to get a constant stream of
colleagues coming in to get me to show them how to plug in a mouse. And who knew which ones would ultimately be
on my promotion and tenure committee. I didn’t have time for that.

The third major thing I was unprepared for was the Dean. I had never had a dean before. In graduate school the
dean was someone who had a big office on the first floor and was either revered or reviled depending on who you talked
to. The only time I ever saw the dean in graduate school was once when I had to go show him how to plug in his mouse.
Now I had this Dean who actually knew who I was and who wanted stuff from me. I quickly learned that the translation
of the word “dean” in the real world is “boss.” The dear: wanted me to deal with my program (“increase enrollment,
specify competencies, tighten-up evaluation of graduates™). He wanted me to deal with the school (“increase enrollment,
bring in grants, train other faculty™). He wanted me to deal with the university (“give me an example of the great things
you are doing to show the president”). He wanted me to do a hundred other things at the same time. And of course, I
didn’t have time for that. _

I spent the first few years trying to meet all of these demands on my time. My research agenda was dictated by
the demands of the Dean. He had me and several other faculty working on a major grant that di" "tinvolve hypermedia.
What time I had outside of that was quickly taken by one of the other demands. I seemed to have a choice of either
giving up research in hypermedia or giving up support from the dean. In other words, I was demanded if I did and
demanded if I didn’t.

Over time I becanie interested in what the Dean was having me work on (systemic change). Ididn’t lose my
interest in hypermedia, but instead found it modified to fit in with my other concerns. More importantly, I began to see
how all of those things which had prevented me from getting a research agenda going were really assets which could

greatly aid my research. The table below presents the time sponges I originally saw as liabilities and how I now view
them as assets.
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Time Sponge As a Liabiiity As an Asset

Students Need Advising Can Conduct Research
Need Extra Help Can Challenge You
Need Counseling
Faculty/Colleagues Want Expertise Can provide expertise
Can provide advice
Classes Take Time for Preparation, Can provide Subject/
Delivery, and Evaluation Environments for Research
Can be test ground for
disseminating research
Program Requires time and effort in Can attract better students
recruitment and improvement Can enhance reputation
Can provide more
colleagues
School/College Requires time and effort to Can provide resources for
support initiatives research
Can provide environment
for research
Committees Hold seemingly endless Often control resources
meetings dealing with * (money, equipment, space)
seemingly trivial things needed to support research
The Community Wants expertise and free Can provide real world
advice problems to study
Can provide resources
The Profession Requires time and effort for Can provide expertise,
organizational involvement, resources, advice, real
journal/book reviews, etc. " problems, reputation, etc.

In short, what I found was that while external factors seem to drive my research agenda, I have begun to learn to
steer. Currently I am interested in creating learning and performance environments on both a macro and a micro scale.
On the micro scale I want to build multimedia/hypermedia based rich learning environments for individual or small
groups of students. On the macro scale I want to create organizational environments in which these micro scale
programs can be implemented successfully. This organizational development is based on the systemic change effort that
was required of me by the dean. Rather than lament all of the conflicting demands on my time, I now seek to organize
these demands so that they can be met while at the same time supporting my own research agenda. It is possible to
discover a real synergy in academia, if one is not torn apart by it first.

John Farquhar:

The transition from doctoral student to faculty member is abrupt. Within a few days of the final dissertation
defense, I began my career as a faculty member, preparing for new courses and advising students. Even with a reduced
teaching load, I spent my first year almost exclusively on course preparation.

It was in January of 1995, 5 months after I started my faculty career, that I received a shock. I had just become
aware of the ease of publication on the World-Wide Web. My recognition of the potential impact of this new technology
hit me like an oncoming train from behind. I was not prepared to accept that many new and exciting, "cutting-edge"”
developments had completely escaped my field of vision. At the time, I felt antiquated and depressed.

I now recognize that the World-Wide Web is perhaps the fastest growing technology in all of history and
continues to hit many people by surprise. Additionally, I found that the design and development skills I already possessed
were easily transferred to the new medium. My new research activities are now largely interested in the instructional
viability of networked, computer-mediated communication.

At this point in my career, I am still trying to recover from the isolation I experienced during my dissertation.
Additionally, I am still attempting to regain the research momentum that I lost when I began teaching full-time. Lessons
to be learned from this experience are (1) isolation from the field for even short periods of time can have a significant
impact, and (2) the momentum of dissertation research can easily be lost when starting a new position.
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Molly Baker:
Like Steve, I began my first position while I was still working on my dissertation. The demands of the job were
constantly competing for the time I needed to complete my research/writing. As I attempted to juggle everything, I began
to realize that although my primary research interest would likely remain effective teaching on interactive television (the
central focus of my dissertation and part of my job, as well), there would also be many other urgent and important
avenues to pursue. During that first year when all I could manage was doing my job and getting my dissertation
completed, I started a "research ideas” journal which included:
potential research questions/topics as they occurred to me as spin-off projects from the dissertation
potential research questions/topics as they occurred to me through working on real-world problems in my job
potential research questions/topics as they occurred to me during my reading in the literature (both professional
and more "popular”)
potential research resources, including:
epotential research partners on the faculty at WIU
epotential research partners elsewhere
ebright graduate students _
esupport personnel that could help me with various aspects of research
ewithin-institution grants to support research activities, especially in the summer
epotential publishing outlets (journals, professional magazines, newsletters, books, etc.)
eimportant dates that might impact research or opportunities to share results, such as conferences,
grant deadlines, on-campus events, etc.

As a result, I have lots of ideas for dissertation spin-off questions I would like to examine; however, the real
demands of my job as the primary academic support person for faculty teaching courses on our interactive television
system at WIU has helped me select specific projects that will reap immediate rewards in terms of enlightening future
training of faculty or their effective practice as distance teachers.

Additional research activities have also emerged out of the many other daily demands of my office. Sometimes I
get no further than doing a quick Internet search or literature review on topics such as consulting practice, multimedia
development teams, innovation adoption, or facility design for teaching with technology. Other times, I pursue activities
that have urgent "need-to-know" implications for future planning. For example, I may conduct extensive needs
assessments/surveys or in-depth interviews to understand the immediate needs and interests of "my" faculty so that I can
better plan a range of services and workshops for them. I may plot a formative evaluation/journaling activity during the
development phase of a multimedia development project to better evaluate my role and that of my graduate students in
supporting faculty in such endeavors in the future. I regularly do a variety of evaluation and feedback activities following
workshops and individual lessons I conduct, with the specific goal of improving future hands-on faculty development
activities. Additional job demands that prompt research activities are grant evaluation activities and requests from the
Dean's office or College of Education's technology committee for informed guidance on planning initiatives.

Tip #5: Seek Out Others to Collaborate With on Research Projects

Jim Quinn:

Do not try to be a lone ranger. If you have graduate students who are willing to work with you on research
projects, make use of such willingness. They will get experience in doing research and you will get help in running
research studies. In my experience, I have found it to be of great value to have two to three research students working
with me in running empirical research projects. .

Whether or not you have graduate students available to work with you, you may also have colleagues who are
willing to work with you on such projects. Finally, on a broader level, keep in contact with other new faculty that you
meet at conferences such as AECT, AERA, etc. - such networking offers great possibilities for the kind of collaboration
that we are talking about here. .

On a similar note, involve people who have skills that you may not have. In my case, in particular, I am
thinking of someone who has skills in qualitative research, which I am not expert in. I, like many other instructional
designers it seems, have been primarily trained in quantitative techniques and a significant amount of the research I have

been involved in has required knowledge of various qualitative techniques, and I have been very fortunate in working with
someone who is knowledgeable in such techniques.
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Steve Harmon:
See Table in section on Tip #4 and #5 for suggestions.

Molly Baker:

I have found it a challenge to find research collaborators. Our master's program, for example, offers a non-thesis
option for our students, and most of them choose it, so I virtually have no graduate student assistance for research
activities. Additionally, the faculty in my department have their own research agendas which do not seem to overlap
much at all with mine. However, I have recently identified some faculty in two other departments with interests that may
blend with mine, so there may be hope for future collaboration. Likewise, I have struck up a wonderful relationship with
another instructional designer that I met through the distance education listserv (DEOS-L) and we are planning on doing
some joint projects. Also, I have a few in my "research journal” that I have not sought out yet.

Tip #6: Develop Discipline for Writing
Molly Baker:

My biggest challenge in sharing my research findings with the wider field of instructional design is time. As the
technology activities at WIU have grown and my specific responsibilities have expanded, I no longer have blocks of time
to write. I must do that on my own time at home, which for a non-tenure track faculty member is after hours or
weekends. I am not free to leave for part of a day to write and I have a large family at home. I am searching for a
solution to tt is problem this year--including more self-discipline on my part! I have a friend, for example, who writes
every day from 7:30-10 and does not open his office door until then. I do conduct many presentations at conferences and
other events which put me in contact with other ID professionals and give me an oral opportunity to share, at least, and I
plan to continue that. The linear process of research, presentation, paper, and publication makes sense to me. I just need
to find a better system to get the last two accomplished.

Establishing a Research Agenda:
Social Responsibility, Politics, Goals, Methods, and Practical Steps
Dr. Thomas Reeves

Socially Responsible Research

Although many mainstream academic researchers will disagree, the foremost criteria for establishing a research
agenda in the field of educational technology should be “social responsibility.” Socially responsible research "addresses
problems that detract from the quality of life for individuals and groups in society, especially those problems related to
learning and human development” (Reeves, 1995, p. 2). A more traditional view of the purpose of research is captured in
this statement by Fred N. Kerlinger (1986), author of one of the best-selling educational research textbooks:

This discussion of the basic aim of science as theory may seem strange to the student, who has probably been
inculcated with the notion that human activities have to pay off in practical ways. If we said that the aim of science is
the betterment of mankind, most readers would quickly read the words and accept them. But the basic aim of science is
not the betterment of mankind. It is theory. (p. 9, Kerlinger's italics)

However, in light of the enormous problems faced by learners, teachers, and trainers around the world as well as
the lack of impact that basic research has had on educational practice, basic research in an applied field such as educational
technology is a tuxury society can ill afford. (Of course, basic research in related fields such as cognitive psychology
may be supported.) A socially responsible view of the purpose of educational research is represented by this statement by
Robert Ebel, a past president of the American Educational Research Association (quoted in Farley, 1982):

....the value of basic research in education is severely limited, and here is the reason. The process of education
is not a natural phenomenon of the kind that has sometimes rewarded scientific investigation. It is not one of
the givens in our universe. It is man-made, designed to serve our needs. It is not governed by any natural laws.

It is not in need of research to find out how it works. It is in need of creative invention to make it work better.
(p. 18, Ebel's italics).
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Along with other investigators, educational technology researchers are usually required to submit their research
proposals to human subject review committees at their institutions. Education faculty and graduate students often
complain about the “"onerous" task of completing this "paperwork" which is meant to ensure that research activities do
not harm humans. Despite these complaints, I propose that universities and other institutions extend these reviews to
include "human benefits" criteria. Specifically, if educational researchers cannot demonstrate how their research will
benefit human learning and development, it should not be approved for implementation using institutional resources. If a
human benefits review was taken seriously, I predict that much of the pseudoscientific research that characterizes
education would be exposed and eliminated. (I also predict that such a review process will never be implemented because
of the political investment that education faculty have in the status quo.) ’

The Politics of Educational Research

Honest educational researchers in colleges of education will admit (albeit not as publicly as Bracey, 1987, quoted
in Sykes, 1988, did) that the primary reason they conduct research is so that they will have something to publish in
research journals, and thereby attain promotion and tenure. Winning the "publish or perish" game is the ultimate goal of
most faculty, and the game itself is behind the rapid proliferation of research journals and conferences in recent years.

The "peer review" process that should guarantee that only valid research gets published has been corrupted by the sheer
number of outlets for “scholarly” publication. In turn, the review processes adopted by tenure and promotion committees
are based upon quantitative criteria such as counting the number of refereed journal articles an applicant has listed in

_his/her vitae. These committees rarely have any members who could evaluate the quality of these research studies even if
they had the time and motivation to do so.

Given the nature of the game, it is not surprising that new faculty are often told: "get your hands on some data"
and "publish it everywhere you can," as I was whenIwasa newly-minted assistant professor. Virtually no one directed
me toward the enormous problems that confront educators and trainers in every corner of the globe. Ideally, new faculty
and graduate students would be mentored into socially responsible research agendas by experienced faculty, but the sad
truth is that many of the latter, having "won" the corrupt tenure and promotion game, are too exhausted, jaded, and/or
demoralized to continue with research unless it leads to higher accolades or substantial pay increases.

The Goals of Educational Research

So what is the educational technology faculty member or graduate student to do to establish a socially
responsible research agenda? First and foremost, you must be clear about your goals beyond the mere fact of academic
survival. In short, you must decide on the type(s) of research goals to which you can ethically devote yourself. Here is a
partial list of research goals appropriate to the field of educational technology.

Theoretical: A research agenda with theoretical goals is focused on explaining the phenomena of human learning and
development through the logical analysis and synthesis of theories, principles, and the results of other forms of research
such as empirical or interpretivist studies.

Empirical: A research agenda with empirical goals is focused on portraying "how" education works by testing
conclusions related to theories of human communication, learning, performance, and the use of technology.

Interpretivist: A research agenda with interpretivist goals is focused on portraying "how" education works by describing
and interpreting phenomena related to human communication, learning, performance, and the use of technology.

Postmodern: A research agenda with postmodern goals is focused on examining the assumptions underlying applications
of technology in human communication, learning, and performance with the ultimate goal of revealing hidden agendas

and empowering disenfranchised minorities. The postmodern researcher often subscribes to a particular political
perspective, e.g., feminist, neomarxist, or multicultural.
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Developmental: A research agenda with development goals is focused on the creation and improvement of innovative .

approaches to enhancing human communication, learning, and performance through the integration of technology,
theory, and imagination.

Action: A research agenda with action goals is focused on evaluating a
particular program, product, or method, usually in an applied setting, for the purpose of describing it, improving it, or
estimating its effectiveness and worth. Action research often directly serves the needs of clients in education and training.

Over the course of my career, most of my own research has been driven by developmental or action goals. 1
have found this to be personally fulfilling, and in the final analysis, I believe my research agenda has had more positive
impact on real needs than I would have had if I had devoted my energies to theoretical or empirical goals. This is not to
say that my research agenda has not been shaped by the theoretical, empirical, and interpretivist work of other researchers,
but very little if any of this influence has come from within our field. Unfortunately, there has been very little
interpretivist research in educational technology, and much of the research that might be said to have theoretical or
empirical goals amounts to pseudoscience (Reeves, 1993).

The Methods of Educationa] Research

Once you have decided upon your goals and identified a meaningful research problem or question, you are ready
to choose your methods. Choosing research methodologies is a complex . ocess that has as much to do with your
personal epistemology as it does with the nature of your problem or question. Whether you are an empiricist, a
constructivist, a critical theorist, or a chaos theorist will have an major influence on your preferred methods of inquiry. .
Here is a partial list of research methods used in our field: ne

Quantitative: You may use experimental, quasi-experimental, correlational, and other methods that usually involve the ‘
collection of quantitative data and its analysis using inferential statistics.

Qualitative: You may use observation, case-studies, diaries, interviews, and other methods that usually involve the
collection of qualitative data and its analysis using grounded theory or other ethnographic approaches.

Critical Analysis: You may choose to engage in the critical deconstruction of "texts" and the technologies that deliver
them through the search for binary oppositions, hidden agendas, and the disenfranchisement of minorities.

Literature Review: You may engage in various forms of research synthesis that usually involve the analysis and
integration of other forms of research, through methods such as content analysis, frequency counts and meta-analysis.

Mixed Methods: You may develop research approaches that combine two or more methods, usually quantitative and
qualitative, to triangulate findings related to a particular problem or question.

Practical Steps

How do you get started with a developmental or action research agenda?

First and foremost, you must identify the needs in your environment. Spend a great deal of time in other
colleges, K-12 schools, and/or business and industrial training centers. Frankly, in an applied field such as ours, I think
faculty members and graduate students should spend at least two days a week in the field. After spending time with them,
you will perceive the real problems faced by practitioners. Make their challenges your challenges.

Second, collaborate with other educators and trainers in preparing research and developmnent proposals to find the
resources needed to tackle these challenges. Once you obtain the necessary resources, engage yourself and your students in
these R & D projects, and carry out your research activities within the context of meeting these challenges. You can
even extend your teaching into these projects by engaging students in assignments that are situated within them.

Third, write something every day, whether it is a memo to yourself about a new idea, an e-mail message
detailing your progress to a colleague, or an outline for a scholarly paper. Back-up everything electronically and set
yourself specific goals for writing scholarly publications for periodicals and other outlets. Given that the editorial and
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review boards of many refereed journals remain mired in existing paradigms, look for opportunities to publish your work
in practitioner-oriented magazines, eiectronic journals, and edited books.

Fourth, carefully document your scholarship and obtain frequent assessments of its value from the clients with
whom you work. Although tenure and promotion committees may still count the number of refereed journal articles you
have, I believe that a well-documented portfolio of scholarly work that is also socially responsible will not be ignored.
Architects, artists, and others in academe have developed alternative criteria for judging scholarship in their fields, and it
is time for educational technology to do likewise.
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It has been argued that organization is the hallmark of good instructional materials (Gagre’, 1965). Given the

“ emphasis on prose and written materials in most educational systems, the sequencing and arrangement of subject

materials appears to influence not only what students lear, but also their attitudes towards the efficacy and importance of
instructional materials. Nowhere is this more important than in the preliminary phases of the design and development of
instructional materials.

Hartley and Davies (1976) state that in addition to an efficient organization of instruction, good teaching and a
well organized "bird's eye view" of a task supplies the learner with a useful perspective of what will subsequently be
encountered. This type of cognitive organization helps the learner to integrate new ideas and experiences with what s/he
already knows. ’

A review of the results of previous studies obtained shows that recall and conceptual learning of prose materials
are facilitated by the use of advance organizers, behavioral objectives, orienting questions, pretest and posttest questions,
reviews, and lesson prefaces (Allen, 1970; Ausubel, 1960; Ausubel & Youssef, 1963; Barker & Hapkiewicz, 1979;
Duell, 1974; Huck & Long, 1973; Peleg & Moore, 1982; Rothkopf & Kaplan, 1972). When designing and developing
instructional materials, a great deal of emphasis is placed on instructional strategies that serve as a basis for learner
orientation. '

The learning models by Bloom (1956) and by Krathwohl, Bloom & Masia (1964), classify instructional
objectives inio taxonomic categories. Gagne” et al. (1988) classified criterion-based human performance into five
categories: verbal information, intellectual skills, cognitive strategies, motor skills and attitudes. In order to optimize
Jearner performance in all the conditions of learning, he proposed the application of a nine-step process called the events
of instruction. Events 1,2, and 3--gaining attention, informing learners of the learning objective, and reminding learners
of prerequisite skills,--respectively fall within the rubric of preinstructional activities. The preinstructional activities
investigated in this study were advance organizers, performance objectives, and structured overviews.

Advance Organizers

Studies carried out during the past 30 years present a diverse and sometimes conflicting scenario on the
facilitative effects of advance organizers. Over 100 studies have investigated the effect of the Ausubelian organizer at one
time or another since Ausubel's (1960) preliminary experiments (Luiten, Ames, & Ackerson, 1980). In spite of the
conflicting results on the efficacy of the advance organizer, an analysis of well-designed studies suggests tentative support
for the organizer technique, especially if the instructional materials are not well-organized to begin with and the target
learners have limited prior knowledge of the subject matter.

Variations in the types of organizer tasks, recall and comprehension measures, validity and reliability measures,
and student characteristics have broadened the range of available data. This has resulted in methodological and theoretical
implications that at times are at variance with Ausubel's advance organizer theory. An impottant component of this
study was to narrow the definition of the advance organizer in order to make it easier for it to te operationalized.

Performance Objectives

Research on performance objectives began 50 years ago. In excess of 100 studies have investigated the effect of
prescribing behavioral objectives prior to instruction. The metamorphosis of performance objectives is reflected by the
variety of names of which they are sometimes known: behavioral objectives, instructional objectives, mission
objectives, outcomes, intents, etc. (Merrill, 1971, Fig. 2, p. 78).

Duchastel and Merrill (1973) reviewed several studies on performance objectives and came up with a tentative
generalization. They found that out of the six classes in Bloom's (1956) taxonoiny of educational objectives (knowledge,
comprehension, application, analysis, synthesis, and evaluation), the utility of the behavioral objective strategy appeared
to be more useful with higher levels of learning tasks which call for analysis, synthesis, and evaluation.

Although a number of studies (e.g., Hartley & Davies, 1976), have failed to support the hypothesis that
students who are provided with performance objectives achieve more than students who are unaware of objectives, a
sufficient number of investigations have confirmed the hypothesis to allow a cautious but affirmative opinion on the
question of the efficacy of behavioral objectives. The conditions under which behavioral objectives can be considered
facilitative remain sketchy and cannot be generalized across global populations. An important component of this study

therefore was to control for any prevarication in the manner in which performance objectives are defined and
operationalized.
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Structured Overviews

Generally structured overviews have been grouped into several categories and are sometimes referred to as graphic
organizers, mapping, webbing, pyramiding, graphic summaries, or structured overviews (Cassidy, 1989). For purposes
of consistency in operationalization, this instructional strategy henceforth will be referred to in this study as structured
overviews. .

Researchers have found that using structured overviews as part of preinstructional activities can facilitate student
learning and retention of instructional materials (Hartley & Davies, 1976) as well as serve as a "blueprint" for
constructing meaning (cited in Greenwald, 1988). In studies done by Carr, Snouffer and Thistlewaite (cited in Greenwald,
1988) structured overviews have helped to activate prior knowledge crucial to understanding passages as well as increased
incidental learning.

Cassidy (1989) has taken a more contemporary view--one more closely associated with the context in which
structured overviews are used in this study. He has defined a structured overview as a cognitive map in which important
aspects of a topic, concept, or unit of study are identified and arranged in a visual pattern with appropriate verbal labels.
Again, this definition of structured overviews was adopted in order to narrow its definition as well as make it fairly easy
to operationalize.

Hartley and Davies (1976) pointed out that a great deal of success attributed to structured overviews is thought to
lie in their ability to emphasize salient points as well as to select and condense instructional materials. Overall,
however, the results of the studies reviewed showed generally facilitative effects of structured overviews on learning and
retention of textual materials.

Many studies (Duchastel & Merrill, 1973; Hartley & Davies, 1976) have been conducted on the effectiveness of
these variables, although very few of them have been documented outside the confines of industrialized countries. In fact,
of the more than 800 studies accessed from the ERIC Documents database and Dissertation Abstracts International dealing
with the subject of one or more preinstructional activities, none was carried out in Sub-Saharan Africa.

Despite technological advances in information dissemination throughout the world, it is clear that printed
materials continue to form the bulk of instructional resources used in schools and training environments in developing
countries. The rationale for this study was to determine the efficacy of implementing different instructional strategies
using printed materials and subsequently evaluating their capability to facilitate learning. This study was carried out in
Zimbabwe where, as the case in most developing countries, the principal problems appear to be a rapidly declining
quality in educational standards and a poor instructional design infrastructure (Moock & Jamison, 1988). Moock and
Jamison (1988) further point out that undesirably low levels of student achievement and performance experienced in sub-
Saharan African countries is a direct result of two problems: (a) internal inefficiency, that is, the educational systems in
these countries make poor use of available instructional resources; and (b) they lack the resources or adequate financing to
improve the present curriculum design infrastructure. In Zimbabwe, both factors are operative. The country also
primarily depends on printed instructional materials, particularly textbooks, as the most appropriate media for improving
the quality of instruction.

In this study, the use of selected preinstructional activities was investigated in Zimbabwe's preservice education
corps. Using two achievement tests with different performance domains, the study investigated the treatment effects of
the following preinstructional activities: 1.) advance organizers; 2.) performance objectives; and 3.) structured
overviews. The data gathering instruments were therefore designed to measure maximum performance.

The specific hypothesis tested in this study was:

There would be significant differences between the population means of posttest scores between the traditional
approach or control group (CO) and each of the preinstructional strategies, namely, performance objectives (PO), advance
organizers (AO), and structured overviews (SO). The rationale behind this was that each treatment variable was expected
to enhance recall and learning of specific facts and concepts as they pertainedto the lessons by both focusing the learning
effort on relevant information and detracting attentjon from incidental material. Through the process of orienting the
learners to what they would have to know, it was expected that they would be better prepared in learning the most
important and relevant parts of the lessons prior to taking the posttest.

Participants

A total of 674 students in their first year of training at the Gweru (n=340) and Bulawayo-Hillside Teacher's
Training Colleges (n=334) in Zimbabwe participated in this study. Of these, 408 were males, 193 females. The average
age of the participants was 19 and 73 students failed to specify their gender. 1t must be pointed out that at both
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locations, participant mortality in the second reading passage was considerable due to the fact that some subjects
conced=d familiarity with the subject matter.

The two colleges were selected because of the fact that they are the premier preservice teacher training
institutions in Zimbabwe. Between them, they represent approximately 60% of the annual pool of preservice teachers
who are trained to teach in Zimbabwe's secondary schools. They are also strategically located to geographically cover the
northern as well as southern regions which divide the country's two indigenous tribes, the Shona and Ndebele. Through
government records, the two institutions were predetermined to have the most representative student body in the country.
Geographical, tribal, and gender representation was enhanced by a government fiat which stipulates an admission policy
based on regional quotas for both colleges.

All participants were first year trainees who had been admitted after having passed Advanced Level secondary
school with a first class or high level second class. Their classification would be equivalent to college freshman in the
United States while their entry level grades would represent A or B-plus respectively. The training for all participants
was structured to be inclusive of arts and science subjects. . )

To increase power and precision, this study sought the participation of the whole student population from both
colleges. As a matter of national pride and duty, all subjects were asked to volunteer their time in participating in the
study as the results were tc impact on the designing and development of Zimbabwe's post-independence curricula. In all,
participants represented approximately 80% of the freshman student population for both colleges.

Experimental Desi

The independent variabies in this study were defined as advance organizers, perforinance objectives, and structured
overviews. These have been defined in the introductory chapter of this study.

Four levels of treatment variables were used: control (CO), structured overview (SO), advance organizer (AO),
and performangc objectives (PO). The three treatment variables (structured overview, advance organizer, and performance
objectives) wen' studied in isolation from one another. The outcome of each variable was expected io reflect its
contribution to the study.

Student participants at the two colleges were randomly assigned to one of the four treatment conditions by
randomly ordering each of the self-contained instructional materials. In classes that averaged roughly 100 participants per
session, a random-ordering system that involves randomly ordéring and marking each of the four types of instruction, say
1, 2, 3, and 4, and distributing them was used.

In addition, all modules representing different treatment conditions were color coded. After random assigninent
of the treatment conditioas, participants were assigned to four sections of the room each representing their module by
color. Student participants at each location were asked if they were familiar with the selected reading passages before they
began with the exercise. Those v:ho had any prior knowledge of the narratives were dropped from the sample.
Participants were also asked to record the time they started and finished both the reading module and the posttest. Each
student was given 45 minutes to read a passage, and a fifteen-minute positest followed immediately. This process was
repeated with the delivery of the second set of the written modules and positest.

The achievement measures were recall and conceptual learring as determined by the administration of two
immediate posttests. A simple one-way analysis of variance (ANMOVA) design was utilized to aralyze the data.

A technique proposed by Glass (1978, by which treatment effects may be quantified, standardized, and compared
using the "effect size" statistic (E.S.) was also used. The rationale behind this was to examine all effect sizes, regardless
of magnitude, and the degree to which they werc worthy in their own right.

Materals

In this study, two reading passages unfamiliar to the participants were selected ~nd developed. The rationale
behind using two instruments was to determine whether uniform results could be found after applying toth instruments
to participants within the same population. An additional reason for using two lessons with two achievement tests was
to increase the power and precision of the overall instrument.

The content of both instructional materials covered technical and nentechnical subjects so as to be inclusive of
the participants academic background, which was science and humanities. The first reading passage, amounting to
approximately 800 words, was adapted from a textbook on still photography (Grimm, 1985). The passage had technical
language that dealt with the basic operational functions of the 35 millimeter single lens reflex camera. The title of the
passage was The Basic 35 Millimeter Camera.
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Refinement of the reading passage included eliminating any parts of the text that were deemed superfluous and
‘potentially distorting or confusing to the participants. All sectional headings, subtitles, pull quotes or any other
attention getting devices were removed in order to avoid any interactions with the treatment variables.

The readability of the text was verified using a computer program to ensure it was at the Zimbabwe Grade 7
(U.S. 8th grade) level and thus, presumably below the participants maximum reading level. The reading materials were
timed for reading length to ensure that they would be of appropriate length given the permissible time allocated to the
researcher. The second reading passage, amounting to approximately 750 words, was adapted from a book featuring timed
readings (Spargo & Williston, 1680). The selected passage dealt with the topic of American bald eagles. This passage,
entitled The Bald Eagle, was less technical in presentation, substance and style than the first passage. Materials were
developed by the researcher into a reading text by combining information from subject matter experts in the area dealing
with the American bald eagle.

In order to avoid any interactions with the treatment variables, the same refinement procedure used for the first
reading passage was applied to the second lesson. The reading materials were also timed for reading length and
readability level.

Because the first reading passage was more technical and somewhat more complex than the second one, an item
analysis on the post-tests of both passagss was conducted. This was to indicate the percentage of participants who
correctly answered each item on both test components.

The text materials were formatively evaluated to determine whether indeed, they were appropriate. Editorial
advice was sought from a group of instructional design experts, two English Professors, and two high school students.
This process was designed to ascertain the logical flow of ideas contained in the instruments.

A second formative evaluation for both reading passages was carried out in Zimbabwe under circumstances
closely resembling the actual experimental conditions using teachers from a teacher's college in Harare. The initial
developmental strategies were applied to conform to the original intention of the study.

For each reading passage, an advance organizer, a set of performance objectives, and a structured overview to be
used as treatment variables were developed with the help of the same panel of experts who assisted in developing the
reading passages and test items. Each intervention was formatively evaluated to maintain consistercy between the lesson
content and ideas from the treatment variables. Special consideration was given to layout so as not to confound the target
learners. All the treatment variables were printed in such a way as to be distinct from the reading passage.

The two achievement tests accompanying the reading passages were designed to measure two levels of skills: a)
recall of information, and b) knowledge of concrete concepts. A list of items was drawn from each reading passage to
represent the desired performance domain. Test items were divided into performance categories of verbal information and
concrete concepts, the latter being a subcategory of intetlectual skills (Gagne” et al., 1988).

To obtain a performance indicator that verbal information had been acquired, participants were asked to state in
writing different pieces of information rclated to the passages. As a performance indicator that concrete concepts had been
acquired, participants identified objects by their properties or classes, and animals by their species or special
charanteristics.

All verbal information was organized and presented in statements which were comprised mostly of facts or
declarative information. Concrete concepts were presented by widely varying their characteristics so that each individual
participant was asked to identify by circling, choosing or checking from a group. Concepts such as species or types of
mechanical devices were identified in this manner as well.

A uniform procedure was used on both achievement tests to establish content-related validity. This procedure
involved developing the tests based on a set of performance objectives (Mager, 1962).

In order for student performance to be legitimately represented by a single score, each achievement test or subtest
had to measure a single learning dowmain pertinent to each given written instruction. Each achievement test used in this
study was checked for internal consistency using the Kuder-Richardson or KR-20 formula.

Procedures

The strategy for administering the instruments was for the researcher to travel to the different teachers’ colleges
at which he administered the treatment and instruments with the assistance of members of staff at the two colleges. All
participants were advised of the relevance of the study and its implications regarding the development of Zimbabwe.
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They were also advised of the implications of the study from the point of view of an instructional design and materials
development.

Analysis of the Data

This study design involved administering two achievement tests to respondents. Participants in the first
achievement test exercise were comprised of 470 first year preservice teachers from Gweru and Bulawayo-Hillside
Teacher's colleges. This group was referred to as the 35mm SLR group. Participants in the second exercise were
comprised of 204 first year preservice teachers from the same teachers' colleges. This group was referred to as the Bald
Eagle group. The dependent measures for this study were recall and conceptual learning as determined by total posttest
scores.

The results of the data analysis are presented in the following order: posttest performance on the two
achievement tests, the 35mm SLR post-test and the Bald Eagle post-test. The Kuder-Richardson reliability coefficient
alpha for the two sets of achievement tests data are shown in Table 1.

Table 1

P Reliabilities:

Test Group . N KR-20 Reliability
35mm SLR 470 585

Bald Eagle 204 627

The cell means, standard deviations and relative performance of the four groups are presented in Table 2.

Table 2

Means and Standa viation: Treatment up of the m SLR Grou
Treatment

Groups n Mean E.S. Sb S.E. ERROR
(ol¢] 109 13.670 - 2.506 .240

AO 119 13.899 .09 2.506 230

SO 120 14.150 .19 7.430 678

PO 122 14.008 A3 2710 245
Total 470 13.938 4354 201

Note: Maximum score is 18 for the posttest.

3
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A one-way ANOVA was also computed for the first posttest. Based on the performances of each group, the
differences between groups on the 35mm SLR post-test were not statistically significant. Since there was no significant
univariate effect at alpha .05, any further analysis could not be warranted.

The results of participants in the Bald Eagle group are summarized in Table 3. Table 3 also shows the relative
performances of the treatment groups, including the basic sample statistics.

Table 3
an ndard Deviations by Treatment Gr f the Bol

Treatment

Groups n Mean SD E.S. Std.Error
CO 53 13.627 2.154 - 302
AO 50 13.660 2.269 .01 324

SO 52 14.980 2.661 51 376
PO 49 15.208 2.103 75 303
Total 204 14.359 2.405 171

" Note: Maximum score is 18 for the posttest.

A one-way ANOVA was computed on the Eagle posttest. Based on the performances of each group, the
differences between the control group and the performance objective group were found to be statistically significant. The
ANOVA also detected significant differences F(.05; 3, 200), p<.05 between the control group and the structured overview
group. There was no significant difference between the control and the advance organizer group.

A major problem in the technique used to analyze the data so far is that it does not take into account any
positive treatment effect that fails to reach statistical significance. Hence studies showing positive, yet statistically non-
significant effects are given no further analytical consideration. Such results may be biased against favorable yet non-
significant results.

A technique proposed by Glass (1978) by which treatment effects may be quantified, standardized, and compared
using the "effect size" statistic (ES), was found appropriate for this study. It is important to note here that the intention
of using this effect size approach was not to test statistical significance of the effect size, but rather to offer an alternative
in looking at group differences. It is also equally important to note that use of Glass's Effect Size technique was not to
suggest any negation of non-significant outcomes from Analyses of Variance conducted in this study.

The effect size data for the 35mm SLR and the Bald Eagle groups post-tests are shown in Tables 2 and 3
respectively. Effect Size data appear to suggest that the treatment variables used in this study have a facilitative effect on
learner recall and conceptual learning in varying degrees and magnitude.

In looking at data from the 35mm SLR group, the effect size range is from .09 to .19 suggesting a somewhat
less than useful treatment effect in as far as the advance organizer is concerned. The effect of the advance organizer in this
instance was of no practical importance. In looking at the effects of the performance objectives and the structured

overviews groups, the difference between these two groups when compared with the advance organizer group, while
larger, is still negligible.
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Table 3 effect size indices appear to present a somewhat different composite picture. While the effect of the
advance organizer remains of no practical importance, the performance objectives and structured overviews groups appear
to have moderately useful to sizable effects on learner recall and conceptual understanding. In looking at both
achievement tests, the trends in the data seem to be fairly consistent. Results seem to indicate that the advance organizer
was the least effective preinstructional activity when compared with performance objectives and the structured overview.

Discussion

In general, the findings in this study appear to be consistent with those of previous research (Duchastel &
Merrill, 1985; Barnes & Clawson, 1975; Gagne’ et al., 1988). These results seem to indicate that performance
objectives may have the most beneficial effect.

Despite the small differences in the means between groups in the first achievement test, the trends in the data,
when compared with the second achievement test, seem to be fairly consistent. In both achievement tests, performance
objectives come out relatively superior to any of the other treatment variables. Structured overviews appear to rank
second, followed by advanced organizers.

With respect to the overall framework of the study, several issues appear to require some explanation. There
remains the question of why the differences between the treatment groups in the 35mm SLR group were not statistically
significant while significant differences were detected between groups in the Bald Eagle group.

An initial explanation may be found in the differences in content between the two passages. The 35mm SLR
reading passage was relatively more technical than the the Bald Eagle passage. In conducting an item analysis on both
test components, item difficulty, as indicated by the percentage of students who correctly answered each test item, was
much higher in the the 35mm SLR group passage than the the Bald Eagle group passage. The average item difficulty
index for the 35mm SLR group was .70, while the item difticulty index for the Bald Eagle group averaged .76.

Another observation here is, by design, advance organizers are fairly complex to describe and interpret, and hence
they are likely to be inconsistent in terms of how effective they may be. The impact of the advance organizer as it is
designed in this study may have had been more pronounced on higher level learning than simple factual recall. Simply
committing facts to memory may be a less demanding process than understanding material to the point where learners are
expected to answer questions that draw on information not explicitly contained in the material to be learned. Since the
advance organizer is supposed to facilitate comprehension, and the structuring together of old and new information, it is
likely to have more impact on higher level learning than on factual recall and recognition.

By comparison, the performance objectives and structured overviews leading to both reading passages in this
study provided specific information derived directly from the content of each lesson. Both of these preinstructional
strategies provided precise and unambiguous information upon which the learner was expected to focus.

In the context of a developing country such as Zimbabwe, data from the two achievement tests administered to
preservice teachers appear to support the use of preinstructional activities in the design and development of lessons.
Central to this discussion is the fact that traditionally, the teacher within the Zimbabwean educational context has always
been viewed as supreme within a pedagogical environment. Instructional materials such as textbooks, media, and other
support resources, are secondary. The instructor's use of any ¢ hese support systems is discretionary, not mandatory.
Coming at a time when the government of Zimbabwe is trying to remove the vestiges of colonialism from its curricula,
these findings may be somewhat important.

The findings of this research also seem to suggest that stated preinstructional activities may have a global
pedagogic value. Furthermore, it is important to note that this study may be one of very few ever done outside the
United States and Western countries in general.

While overall the present findings provide limited support for the types of preinstructional strategies investigated
in this study, it is important to note that these results do not depart from pervious research on the same topic. For
example, in the experimental phase of this study, the effect of performance objectives appears to be consistent with
results from previous studies (Barnes & Clawson, 1975; Duchastel & Merrill, 1973). This may suggest that the
effective and efficient use of preinstructional activities traverses cultures and international houndaries.

While it may be useful to determine the practical significance of the use of preinstructional activities, future
studies may also find it equally important to consider the costs of using such innovations. Evidence of effectiveness may
then be tied to guidelines and/or standards in ways that deal more realistically with the present emphasis on efficiency and
accountability for the use of scarce public and private financial resources. Better understanding of the instructional

systems design approach should be encouraged, as it is a method which has already proven useful in demonstrating
effective instruction.
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ABSTRACT

The purpose of this study was to examine the effects of spatial ability level and window presentation style of
tiled and overlapped computer displays on the achievement of dental hygiene students.

All forty-three first-term Dental Hygiene students enrolled full-time at a University School of Dental Medicine
were the sample who participated in this investigation. Phase one of this project consisted of administering the
Differential Aptitude Test: Space Relations Subtest to assess each subject's spatial ability. Individuals’ scores were
examined using a frequency distribution. Participants who ranked greater than the median were classified as having high
spatial ability. Scores less than the median were categorized as the low spatial ability group.

Two HyperCard Stacks were produced targeting the topic of Ergonomics in Dentistry. The stacks were designed
with identical content and differed by displaying the information in one of the two window presentation styles. Subjects
were randomly assigned by spatial ability ievel to one of two treatment groups: tiled or overlapping displays. During
phase two, each subject executed the corresponding computer-based tutorial program and completed an identical module
test. A 2 X 2 analysis of variance (ANOVA) was used to analyze the achievement scores. A disordinal interaction in
terms of achievement between the two factors was identified with significance at the .01 level.

BACKGROUND

Despite limited theoretical and empirical research to justify their usage, windowing environments are widely
used as primary computer interfaces. The visual display mechanism of a window environment appears to capitalize on
the spatial organization of the computer screen. Windows subdivide the computer screen into distinct sections each
containing different bits of information. The information contained in the windows can be viewed simultaneously using
tiled displays or in segments via overlapping techniques.

"Windowing systems, according to their proponents, are inherently easy to use and automatically
conducive to user productivity. But, while it is clear that some windowing systems offer benefits to
some users under some conditions, we still have little understanding of the implementation, user, and
task parameter that lead to increased productivity and satisfaction" (Billingsley, 1988, p. 413).

Since their inception in the early 1970's, windows have been assumed to be useful based on user feedback and
personal preference indicators (Miller & McMillan, 1984). To date, however, little research has been conducted on the
effects of the use of the various windowing techniques (Yonassen, 1989, Marshall, 1986, Bly & Rosenberg, 1986,
Cohen, 1985, and Bury, Davies, & Darnell, 1985). Therefore, careful examination of the desktop screen design may be
an essential component for window utilization.

Windows are commonly employed in computer-based educational programs to display information using the
same or different data, to access peripheral program, and to provide links to other multimedia workstations. Two
common types of windows are defined by their placement on the screen. The first window configuration is termed
“overlapped" i.e. one window obscuring another. Overlapped or stacked windowing displays simulate a realistic desktop
with sheets of layered paper. In an overlapping window environment, the learner is only permitted to view a section of
the window because the windows are overlaying one another producing a stacked effect. An overlapping window system
requires a learner to utilize his/her visual skills in a three-dimensional arena.

The second window display, referred to as "tiled" i.e. windows not obscured by one another. In a tiled display,
one can view each window on the display screen without any obstruction from each of the other windows (Miller &
McMillan, 1984 and Jonassen, 1989). Tiled window screens display information to users so that they may view the
windows simultaneously. In atiled window system the learner draws on his visual abilities by interacting with the
program in two-dimensional space. See Figure 1 for the visual representations of overlapping and tiled window systems.
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Figure 1. Window Systems

Limitations in human memory are fundamentally important considerations with regard to cognitive performance
of any task including the manipulation of a window system. Tiled and overlapped window configurations serve as
external memory devices to the user's internal memory, therefore extending the participant's internal memory capability.
Windows tend to alleviate, in part, the memory load of the learner by serving as "markers" of unfinished tasks as well as
enabling individuals to view more than one data set at a time. (Billingsley, 1988 and Card, Pavel, & Farrell, 1984). A
dilemma may occur with the learner's new found "cognitive freedoms". New cognitive strategies and encoding
requirements may need to be developed by the learner when in the windowing environment, a condition which may
already be cognit vely overloading to the user (Sullivan & Stephen, 1985). Researchers have attempted to compensate
for the potential raemory load dilemma by choosing window environments that depict true world experiences as well as
by providing practice to the user within the windowing display.

Windows appear to serve as tools for learners which makes it possible for them to hold information in memory,
organize, and retrieve it. Documented research does not clearly explain how this tool functions as a memory device.
However, researchers do suggest that this storage structure for visual information should be compatible with human
perception, retention, comprehension, and retrieval processes (Reilly & Roach, 1986). A global presentation of the
information is afforded by the tiled displays. Tiled configurations permit the user to divide the display into small chunks
of information, view several bits of information simultaneously, organize it, and hold the data in working memory. "A
tiling system makes it easy for users to keep track of all open windows by visually inspecting the display..."
(Billingsley, 1988, p. 420). )

Overlapped displays require active participation of the user's ability to hold information in the working memory
from one display to another and spatially relate the data. In this case, the windows serve as data reminders or "markers".
The user must be able to infer that information is present even though it is covered by another window (Norman,
Weldon, & Shneiderman 1986). An overlapping system makes it possible to ‘lose’ or forget about windows that are
covered by other windows (Bury et al., 1985). Learners must be spatially astute when using the overlapped screen
design.

Jonassen (1989) has identified six major purposes of windows including operational qualities, navigational
functions, organizational/explicative modalities, explanatory/help factors, metaphorical operations and exploratory
devices. To date, little empirical and theoretical research has been conducted on the effects of the use of the various
windowing techniques (Jonassen, 1989, Marshall, 1986, Bly & Rosenberg, 1986, and Bury et al., 1985). Therefore, the
need for experimental research in this area is necessary for the improvement of current and future computer-based
instructional packages.

Miller and McMillan (1984) infer that tiling and overlapping window choices are "basically a matter of personal
preference” rather than based on specific cognitive strategies or skills (p. 98). This theory has been challenged in the
proposed research project. It was postulated that performance would be enhanced when selective matching occurs between
leve! of spatial ability and windowing style. It was hypothesized that individuals who demonstrate high spatial ability
would perform better when using overlapped windowing environments. In contrast, low spatial ability learners were
expected to have better educational outcomes when using tiled windowing displays.

Norman et al. (1986) express a similar thought: "When there is a mismatch betwecn the user's visual
expectations about the pattern of the display and the actual operation of the system, it is hypothesized that performance
will be impaired. On the other hand, if multiple windows and coordinated screens are used in a manner that supports the
user's expectations, they will become powerful tools for creating new work environments and increasing the visual scope
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of the user” (p. 231). The authors have suggested that the learner's spatial ability must be considered when designing and
using window screen designs in computer-based instructional programs.

By using windows, data no longer is solely represented in two-dimensions via tiled displays; but rather three-
dimensionality is introduced using overlapped techniques. These technological changes require that learner factors,
especially spatial ability level should be considered in computer-based program design. To date, documented research
regarding the effects that spatial ability may have on performance outcomes has not been adequately addressed when
windowing presentation styles are developed to display computer program data.

Primary mental abilities such as spatial ability are "cognitive skills that enable individuals to learn, think, and
reason” as stated by Thurstone (1938) cited in Jonassen and Grabowski (1993, p. 63). Jonassen and Grabowski (1993)
add to this definition by stating that spatial qualities include the use of: "...visual skills, spatial manipulation, similarity
of visuals, and imagining how visuals might appear in other orientations” (p. 64). Bishop (1980) has identified two
categorical demarcations for spatial ability which make a distinction between "low-level spatial abilities, which require
visualization of two-dimensional configurations but no mental transformations of those visual images, and high-level
spatial abilities, which require visualization of three-dimensional configurations and the mental manipulation of these
images" (cited in Cohen, 1985, p. 29). The definition of spatial ability in this study was drawn from Bishop's second
category and defines spatial ability as both the visualization and manipulation of objects (windows) in space.

Learners possess a wide range of spatial ability levels. Continuing research has investigated differences in
spatial knowledge: how individuals acquire, manipulate, encode, and retrieve information (Thorndyke, 1980). Highly
spatial individuals possess the aptitude to remain unconfused by the changing orientation in which the spatial
configuration may be presented (McGee, 1979). Spatially astute subjects tend to use visualization strategies more
effectively, therefore, exhibiting better visualization abilities. Educators may overlook the learner’s spatial ability and the
differences among learners' abilities when designing instructional materials. Computer program developers may also be
ignoring this mental ability when creating computer-based packages.

Windows, one type of graphical user interface, call upon user's spatial ability to a high degree. Tiled displays
represent data in two-dimensional space whereas overlapping environments depict information in three-dimensional space.
Billingsley (1988) comments on window presentation style by adding that: "This attribute specifies the possible spatial
relationships between windows and, to some degree, the types of operations that can be performed on them" (p. 419).

If spatial ability levels interact with the screen designs and memory requirements of the tiled and overlapping
window environments, then one should consider the spatial ability of the learner when selecting appropriate screen
displays for computer-based instiuctional packages. The purpose of this study was to investigate the interaction between
spatial ability and window presentation styles (tiled, overlapping).

METHOD

This study followed the format of Aptitude-Treatment-Interaction research in that the aptitude of learner spatial

ability was contrasted with two window presentation formats. The research design employed in this study is depicted in
Figure 2.

High Tiled
Spatial ‘ Ability }Randomi Display | | FAchievement
Test Low |Assignmen Overlapped Test
Ability Display

Figure 2. Research Design

The research sample was comprised of all forty-three, first-term Dental Hygiene students who were enrolled full-
time at a University School of Dental Medicine Dental Hygiene Program. All subjects were volunteers for this study and
represented 100% participation of the Dental Hygiene class. Forty-one subjects (95.3%) were female and two (4.7%)
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were male. The majority of the subjects were 18-25 years of age, had a variety of ~ducational backgrounds and computer
proficiency levels.

The Differential Aptitude Test: Space Relations Subtest was administered to all Dental Hygiene students.
Students were dichotomized into high and low spatial ability groups using the median score, 26.8, as the "cut off" point.
Students scoring above the median were defined as high spatial ability and those scoring below the median were
categorized as low spatial ability. Students from each group were randomly assigned to one of two treatment groups,
tiled or overlapped, using stratified random assignment procedures.

Two HyperCard Stacks were produced by the author targeting the topic of Ergonomics in Dentistry. The
tutorial stacks were designed with identical content and only differed by displaying the information in one of the two
presentation styles, tiled or overlapped displays. Information was presented using various forms such as text, audio,
digitized voice responses, diagrams, figures and realistic digitized images.

At the completion of the assigned computer-based treatment, an achievement examination consisting of 31
questions assessing subjects’ knowledge of the content presented in the program was administered to all subjects. The
completion of all parts of this study took each subject approximately one hour.

RESULTS

A 2 X 2 ANOVA was used to analyze the research results. Spatial ability and window presentation styles were -
the two factors.

The means and standard deviations of the achievement sgores by spatial ability and type of window presentation
style are presented in Table 1. As can been seen from the table, the size of the four research groups ranged from 10 to 12
subjects. The total possible score that could have been attained on the achievement test was 31.

The Statistical Package for the Social Sciences (SPSS) Version 5.0 was used to analyze the data. Table 2
displays the ANOVA summary for the achievement scores. The interaction between spatial ability level and window
presentation style produced an F value of 7.53 which was significant at the .01 level. The resulting disordinal
interaction is plotted in Figure 3. Since a significant interaction was obtained, examination of main effects were not
appropriate. The plot indicates that subjects who were identified as having high spatial ability performed significantly
better in the overlapped window environment. Conversely, low spatial ability subjects scored significantly higher using
the tiled displays.

Table 1

Means and Standard Deviations of Achievement Scores by Spatial Ability and Type of Window Presentation Style

Presentation Style

Tiled Overlapped

Spatial Ability n M SD n M SD

High 11 2273 119 12 2442 193

Low 10 2430 2.50 10 2220 2.78




Table 2
ANOVA Summary Table for Achievement
Source & MS F p value
Spatial Ability (A) 1 1.11 0.22 0.64
Presentation Style (B) 1 0.45 0.09 0.77
AXB | 38.37 7.53 0.01
Error 39 5.10
26_" .
25— )
Mean 24— High Spatial Ability
Achievement
Score ] R o
29— Low Spatial Ability
21—
l |
Tiled Overlapped

Presentation Style
igure 3. Interaction of Level of Spatial Ability and Presentation Style

BGISCUSSION

The tiled and overlapping windowing environments appear to have served as external memory devices to the
user's internal memory source, thereby extending the participant's internal memory capability as predicted by Billingsley
(1988) and Card et al. (1984). Windows appear to alleviate, in part, the memory load of the learner by serving as
“markers" of unfinished tasks via overlapping displays or by enabling individuals to view more than one data set at a
time through tiled displays.

In this study, subjects who demonstrated higher spatial skills obtained greater educational outcomes from the
organization of the overlapped window formats. This may be in part due to the cognitive organization ability of the
highly spatial individuals who were able to mentally hold and relate the data. The overlapped windowing system
permitted the highly spatial learners to "mark" data and employ their three-dimensional visualization skills. The
overlapped displays required users to hold information in working memory from one display to another and to spatially
relate the material.

Conversely, tiled displays enabled low spatial ability subjects to perform better when viewing information that
was presented side by side in a two-dimensional configuration via the tiled windowing environment. Tiled configurations
permitted the user to fully view several bits of information simultaneously and hold the data in the internal memory
source. Since individuals with low spatial ability have limited visualization skills, these subjects were better able to
remember tiled program data because the information was displayed with open windows permitting full visual inspection
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of the screen displays. The low spatial ability group was not required to mentally manipulate and relate the data, as in a
overlapped windowing system. The tiled display appears to better complement the low visualization ability of the low
spatial ability learner group. When window formats were properly matched to the learner's spatial capability more
successful educational outcomes where obtained.

It is interesting to note that students exhibiting high spatial abilities performed poorly when using tiled
windows. The reason for this finding is not clear. However, it may be concluded that these learners prefer to impose
their own spatial schemata on the information presented and do not perform well when an incompatible, program defined
schema such as presented in the tiled treatment is imposed on them. Further research is clearly needed to investigate this
issue.

The disordinal interaction found in this study strongly suggests that the factor of user spatial ability has
significant implications for the types of window formats which will be most beneficial. Clearly, those students with
high spatial skills did profit most from the perceptually more complex overlapped environments, while those with low
spatial abilities needed the more global presentation of information afforded by tiled windows. The cognitive process,
spatial ability, appears to be one of the factors that needs to be considered when selecting computer-based instructional
packages that exhibit windowing systems. Compatibility of the learner's spatial ability level with the appropriate
window environment has been shown to benefit the educational outcomes. Therefore, additional research studies
paralleling and extending the current project are recommended.
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The Perseus Project is an undertaking begun in the Classics Department of Harvard University. It is devoted to the
creation of a massive interactive hypermedia product, called “Perseus,” on ancient Greck culture. According to Crane and
Mylonas in their 1988 article: “The Perseus Project is developing interactive, computer-based materials on Greek
Civilization. These are designed to support learners, instructors, and researchers as they explore this complex subject” (p.
25). “Perseus’ main audience consists of students who are classics or archaeology majors or who are taking a course in
classical civilization, and of graduate students or scholars in these fields” (Mylonas, 1992).

Perseus is in the tradition of and builds on the ideas and earlier hypertext projects of such visionaries as Vannevar
Bush, Douglas Engelbart, and Theodor Nelson. The huge storage requirements of Perseus were anticipated by Bush
(1945) in his seminal article “As We May Think” in Atlantic Monthly. The basic ideas of hypertext systems were
expounded by Engelbart in his 1963 article entitled “A Conceptual Framework for the Augmentation of Man’s Intellect.”
His NLS and Augment hypertext systems emphasized three ideas: “a database of nonlinear text, view filters which
selected information from this database, and views which structured the display of this information for the terminal”
(Conklin, 1987, p. 22). Nelson’s Xanadu hypertext system hoped to incorporate all the world’s literary efforts. Nelson
claimed that “The evolving corpus is continually expandable without fundamental change. New links and windows can
continuously add new access pathways to old material” (as cited in Conklin, 1980, p. 23).

Unlike many of its predecessors, the Perseus Project is serious attempt to move an extremely large hypertext
database from theory into practice. In contrast to Xanadu, Perseus concentrates on a single subject limited by geography
and time. Brown University’s Intermedia delivery system, which is an outgrowth of Nelson’s work, was considered for
Perseus, but rejected since it could only run on expensive workstations which cost $7000 to $10,000 each (Hughes,
1988). Apple’s HyperCard, introduced in 1987, appeared just in time to be adopted as the delivery system for Perseus.

Why is the Perseus Project Important?

If the goal of creating a huge database on ancient Greek culture were the only thing riding on the success or failure of
the Perseus Project, then the work on this esoteric project would receive coverage in journals on the classics, but be little
more than a footnote in the history of hypertext and hypermedia software. However, the potential implications of Perseus
extend far beyond the study of Greek history. The literature about hypermedia and hypertext includes frequent references to
the Perseus Project. In journal articles, it is commended as a model for hypermedia development. Hughes called the
Perseus Project “today’s most ambitious, intriguing, and promising application of computer technology to academic
instruction and research in the liberal arts™ (1988, p. 1). In her article about evaluating Perseus. Neuman said: “The
project is innovative in its development process, its technological sophistication, its range of potential applications, and
its intended outcomes” (1991, p. 239).

Gregory Crane, the Editor-in-Chief of the Perseus Project, and Elli Mylonas, Managing Editor, claimed in their 1988
article that they “are committed to making Perseus useful in as many different academic environments as possible” (p.
26). Further, they expect that “a working model of electronic publication will exert influence far beyond the realm of
classical studies™ (p. 26) and that they will “provide a blueprint which others can initially and subsequently improve” (p.
26).

In his article “Redefining the Book: Some Preliminary Problems” (1988b), Crane speculated that the Perseus
working model might substitute for or replace traditional means of publication. Crane and Mylonas (1988) predicted that
ohce the material is gathered, Perseus 5.0 and subsequent editions could be produced at a cost no greater than printed
books. The Perseus Project was committed to producing the core data and software at a price equivalent to the cost of a
regular required textbook (approximately $40 in 1988) so that it would available to individual students.

What Is the Perseus Project?

The Perseus Project is known in the literature as an interactive hypermedia product, but it is also a name uscd for the
entire enterprise which created the product and continues to support it and plan for its future. The developers tend to call
the enterprise “The Perseus Project” and the hypermedia product itself “‘Perseus.” This paper will follow the same
convention.

Contents
[Perseus] will include almost the entire surviving body of Greek Tragedy, comedy and epic; works of major
historians such as Herodotus and Thucydides; and substantial portions of the massive surviving works of Plato and
Aristotle. There will be color images and measured drawings of museum objects (such as sculpture and Greek vase
paintings), plans and pictures of buildings and sites in Greece, and an atlas based on Landsat images. Much of the
material commonly studied in courses on classical Greece will be included in the database. (Crane, 19884, p. 51)
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Figure 1. The Perseus Gateway

Funding

The first funding proposal for Perseus was made to the Annenberg/CPB Project in January 1986 by G. Crane, R.
Grant, V.J. Harward, A. Henrichs, T. Martin, G. Nash, and D.N. Smith. Hughes (1988) claims that the funding proposal
to the Annenberg/CPB Project, Apple Computer, and Harvard University dated May 24, 1988 which covered funding
from January 1989 to December 1992 is for $3,390,541. “When completed, Perseus will have cost between $4 and $5
million” (Hughes, 1988, p. 3). Crane (1990) confirmed a figure of “approximately $3 million between 1987 and 1993"

(p- 35). Crane and Mylonas (1988) hoped that Perseus w.uld “become an ongoing concern and can retain its vitality long
after major external funding has ceased” (p. 26).

Development

The content of Perseus was the work of a team of classicists and other specialists at Harvard and Boston Universities,
and Bowdoin, Pomona, and St. Olaf Colleges. Each classicist was responsible for developiiig one or more of the topic
areas (Crane and Mylonas, 1988). According to A.M. Lewis, a Perseus Project staff member at Harvard University, “The
programming was done by several people, including Sebastian Heath, Ne=i Smith, and our current programmer, Jake
Sisk™ (e-mail communication, November 18, 1993). The instructional design process included “our Editor-in-Chief, Greg
Crane, the programmers mentioned above, and many other people” (A.M. Lewis, e-mail communication, November 18,
1993). Kate Withey of Willow Design has been given credit for the “sser interface to Perseus” (Crane, 1992a). Lewis
gives credit for the “general shape” and “very e