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Abstract

Two computer-based categorization tasks were developed and pilot tested. For

Study I, the task asked examinees to sort mathematical word problem stems

according to prototypes. Results showed that those who sorted well tended to
have higher GRE General Test scores and college grades than did examinees who

sorted less proficiently. Examinees generally preferred this task to
multiple-choice items like those found on General Test quantitative section
and felt the task was a fairer measure of their ability to succeed in graduate
school. For study II, the task involved rating the similarity of item pairs.
Both mathematics test developers and students participated, with the results
analyzed by individual differences multidimensional scaling. Experts produced

more scaleable ratings overall and primarily attended to two dimensions.
Students used the same two dimensions with the addition of a third. Students

who rated like the experts in terms of the dimensions used tended to have
higher admissions test scores than those who used other criteria. Finally,

examinees preferred multiple-choice questions to the rating task and felt that
the former was a fairer indicator of their scholastic abilities. The major

implication of this work is in identifying a new task type for admissions
tests, as well as for instructional assessment products that might help lower

scoring examinees localize and remediate problem-solving difficulties.
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A Task Type for Measuring the Representational
Component of Quantitative Proficiency

Cognitive research has led to a characterization of experts as
individuals who have large, highly organized domain-specific knowledge bases;
who can solve problems rapidly but who appear to spend a disproportionate
amount of solution time in planning; who are adept at constructing runnable
mental models of a problem situation; who are skilled at using self-regulatory
processes; and whose knowledge is tightly bound to conditions of use and is
highly proceduralized (Glaser, 1991).

Experts also are able to perceive large, meaningful, integrated patterns
in a problem situation quickly--that is, to represent the situation rapidly in
terms of its underlying solution structure with only secondary attention to
surface features (Glaser, 1991). In contrast, the patterns novices detect are
smaller, less organized, more literal and surface oriented, and much less
related to underlying principles (Chi, Feltovlch, & Glaser, 1981).

Much of the expert's power lies in this rapid representational ability
(Chi, Feltovich, & Glaser, 1981). Considerable evidence exists to suggest
that experts represent problems by category and that these categories direct
problem solving. Categories are thought to direct problem solving by
eliciting a knowledge structure or schema that, at least for experts, includes
potential solution methods. The initial categorization, thus, restricts
search to a small range of potential solution paths.

Although the classic work on expert-novice differences in problem
categorization was done in chess (Chase & Simon, 1973) and physics (Chi,
Feltovich, & Glaser, 1981), a good deal o- research in this area has been
undertaken in mathematical problem solving. Hinsley, Hayes, and Simon (1977)
conducted several experiments, one of which asked high school and college
students to sort according to "problem type" 76 algebra word problems selected
from a high school text. They found that subjects were able to recognize and
agree upon a limited set of categories. From the follow-up experiments, the
researchers concluded that recognition often occurred quickly, that subjects
had information about the categories that was useful for solution, and that
subjects could and often did use this information, even when the instructions
simply were to solve the problems and did not call attention to problem
classification.

Gliner (1989) asked college students to sort 13 word problems varying in
surface detail as well as solution me,hod according to "mathematical
structure" and then to solve the questions. She found the better problem
solvers sorted problems based on underlying mathematical relationships,
whereas the poorer problem solvers relied on characteristics such as the cover
story context and the units of measurement.

Silver (1979) designed a set of 24 word problems that could be grouped
ciecording to surface structure or solution procedure. He asked junior high
:;chool students to sort the problems into "mathematically related" groups and
to solve them. Mathematical achievement and ability test scores from several
,,tandardized instruments also were collected. Silver found that the tendency
to !tort on the basis of mathematical structure was significantly correlated
with the ability and achievement measures. In a subsequent study, Silver
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(1981) concluded that good problem solvers tended to recall accurately the
structure of the problems they had solved, whereas poor problem solvers did
not.

The above studies suggest cross-sectional differences in categorization
ability among problem solvers who vary in mathematical skill and general
ability. Investigators have also looked at how categorization ability changes
with skill development. Schoenfeld and Herrmann (1982) asked college students
and mathematics professors to sort 32 mathematical word problems into groups
based on which problems "were similar mathematically in that they would be
solved in the same way" (p.486). Two groups of students sorted the problems.
One group sorted before and after completing a 45-hour, one-month course on
mathematical problem solving and the other before and after a similarly
intensive course in structured programming. Before instruction, the
performance of students in both groups showed the usual expert-novice
difference vis-a-vis the performance of professors. However, after
instruction, stndents taking the mathematics course perceived problem
relatedness more like the experts, whereas the students taking the structured
programming course did not. Similar improvements in categorization as a
function of the development of domain knowledge have also been reported in
other content areas (e.g., Wagner, Sebrechts, & Black, 1985).

The purpose of the current study was to develop and pilot test a
prototype computer-based categorization task. What are the potential
advantages of such a task for the GRE Program? First, the categorization task
has a strong theoretical basis in cognitive research. As such, it represents
an opportunity to incorporate a task type linked to proficiency throigh
cognitive principles. Such links are rarely found for the item formats
typically used in standardized tests.

Second, the categorization task is usable in multiple domains. It can
be employed in any subject-matter area that utilizes word problems in which
the solution structures can be described in terms of underlying principles Or
solution methods. Chemistry, physics, and mathematics are examples.

Third, the task can be performed with reasonable efficiency because
examinees need only categorize problems, not solve them. For example,
Schoenfeld and Herrmann (1982) reported that college students were able to
sort 32 items comfortably in 20 minutes.

Finally, there is reason to believe that the responses can be
objectively and automatically scored. Scoring might occur on two dimensions.
The more obvious dimension is the extent to which the examinee's
categorization reflects the underlying structural similarities present in the
item set. For scoring purposes, this underlying structure is arrived at
through design--by writing items so they are classifiable on the basis of deep
structure or surface features. This hypothesized structure then becomes a
tentative scoring key to be verified by the classifications of experts, the
results of which are used to revise the item set as necessary. A second
potential scoring dimension is response latency: Experts make categorizations
very rapidly. Within levels of classification skill, additional proficiency
information might be gained from the time needed to arrive at a response.

,
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The cited research suggests that categorization performance is an index
of the ability to represent problems. In the research literature, categoriz-
ation tasks take two basic forms. One form presents the student with word
problem stems, each one printed on an index card, and asks that the problems
be sorted according to solution structure into as many piles as necessary. In

an alternative formulation, subjects are asked to rate each possible pair of
problems according to their structural similarity.

For this project, we created computer-based instruments loosely based on
each method. The instruments were targeted primarily at applicants to
graduate programs in fields other than the hard sciences and mathematics. Our
exploration of the sorting task is described as Study I and that for
similarity rating as Study II.

STUDY I: Sorting

Method

Subjects

Two groups of subjects were used for this pilot study. Nine faculty
members constituted the first group. Three were from the engineering
department at the University of Maryland and six from the physics and the
economics and business departments of The Catholic University of America.

The second group consisted of 107 paid undergraduate volunteers
recruited through 11 institutions of higher education in different regions of
the United States, as well as through local community resources. The majority
had majored in the social sciences, humanities/arts, business, or education
and intended to pursue graduate education in similar fields (see Table 1).
More than two thirds of the examinees were female and a third were from
minority groups. Of the 101 who indicated plans to pursue graduate education,
35% viewed the Ph.D. degree as their goal.

GRE General Test scores were available for 65 of the subjects. The
presence of these scores was independent of whether or not examinees were from
the majority or minority groups (r = .07, p > .05), gender (r .04, p > .05),
and graduate degree goal (r -.04, R > .05). It was significantly related to
undergraduate grade-point average (UGPA), however: those with higher UGPAs
tended have already taken the GRE (r .36, R < .01).

SAT Mathematical scores were available for 54 subjects. Availability
was unrelated to gender (r .11, R > .05), minority group membership (r
.04, R > .05), or the presence of General Test scores (r -.03, R > .05). It

was related to self-reported math rating (r .20, R < .05), UGPA (r .23, R
< .05), and degree goal (r - .24, R < .05). Those who viewed themselves as
more mathematically adept, performed better in college, and intended to pursue
the Ph.D. were more likely to have reported SAT Mathematical scores,

Instruments

Sorting task. Figure 1 gives the primary screen for the sorting ta!--;k.
To facilitate scoring, the task was changed from creating an undetermined
number of categories to matching the target problem with one of four
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Table 1
Demographic Data

Background Characteristic
Number
Responding Sample Value

Percentage Female
Percentage Non-White
Percentage with Ph.D. Goal
Undergraduate Major

107

106

99

107

69%
36%
35%

Social Sciences 36%
Life Sciences 5%
Physical Sciences 1%
Humanities/Arts 27%
Business 14%
Engineering 2%
Education 8%
Other 8%

Intended Graduate Major 101
Social Sciences 34%
Life Sciences 6%
Physical Sciences 1%
Humanities/Arts 20%
Business 15%
Engineering 0%
Education 13%
Other 12%

GRE Quantitative Mean (SD) 65 546 (118)
GRE Verbal Mean (SD) 65 502 (109)
GRE Analytical Mean (SD) 65 576 (115)
SAT Mathematical Mean (SD) 54 564 (93)
UGPA Mean (SD) 107 3.1 (.5)
Math Proficiency Mean (SD) 107 2.5 (.7)
Note. SAT and UGPA are self-reported, with UCTA on a 1-4 scale. Math
proficiency is a rating on a 1-4 scale of the examinee's perception of
his or her own mathematical skill, with 4 indicating the highest
proficiency level.
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Group A
For a science project, Joyce constructs a scale model of a
volcano on a board wth the aid of a surveyors map. The
map shows a region wth an area of 10 square miles
cot-tailing the 1-mile-high volcano If she uses a 5-inch-high
canto represent the volcano, how many square inches of
the board will be covered by the region shown on the map?

Group II
Michete is painting the fence that borders her property. Her
property is a rectangular plot, 100 feet by 200 feet, and she
knows from experience that she con paint about 15 feet of
fencing each hour, on average. About how many hours will
it take her to paint the entire fence?

MENU IIIMMISI NUMMI E
Card 20
Three designs are considered by a swim club for a new children's pool: a circle, a square,
and a 25-foot-long rectangle, each of which would have a surface area of 400 square feet. If
the nonslip plastic molding for the edge of the pool costs $5 per foot, for which of the
designs would the molding cost more than $300 ?

Group C
Six close friends who live in different crties keep in touch
by mailing each other a holiday newsletter every New
Years Day. If it cost $0.29 to mail a letter last New `i ear,
what was the total 3mount that was spent by the friends
mailing their newsletters?

<,1

Group D
Sal is a spectator at a race in which five runners will run
against each other once around a track. Vttile he has no
knowledge of their abilities, he hopes that the three runners
who are from his part of the country wit cross the finish
line before the other two. Is the chance greater than 3 out
of 10 that his hope will be fultillei

iluuuill
Click on one of the GROUPs to place a CARD. Click on a new GROUP to
move a CARD Click on NEXT or PREVIOUS to locate a CARD.

... .

Fignre !--; nrt ulti`Yfnce.
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prototypes. Target problems are presented in the center window; the
prototypes are given in the windows above and below the target. Each
prototype represents a group. To assign a target problem, the examinee clicks
on a prototype, causing the target problem's number to appear in the array
below the selected group.

Because the test developers working on the sorting ask had concerns
about wheeler it could be objectively scored, a second version was created
that included a canonical equation with each prototype, thereby making the
keys r-nre defensible (ace Figure 2).

Whether equations are included, this format is akin to multiple choice.
The major difference is that in conventional tests, questions tend to he
unrelated, assessing relatively isolated bits of knowledge. In problem
sorting, items are written to a coherent test-level organization that the
examinee reconstructs by virtue of making the correct categorizations. Thus,
the examinee must consider problem relatedness in addition to bringing to bear
the specific knowledge needed to understand any given item.

Tables 2 and 3 give the test-level organizations for the two 20-item
sorting tasks. For the first task (Sorting I), the organization was two
dimensional and involved crossing item-level mathematical structure with
surface content. The former dimension was "chained" in that each group of
items was related to its adjacent group(s) by sharing part of that group's
mathematical structure (see Table 2). So, for example, combination/rate
problems shared structure with rate/perimeter problems in that the solutions
to problems in both sets involved rates. Structure was considered to include
such features as the principle(s) required for solution, the form of the
equation(s) that model the problem, the methods that cou'-', !ead to a solution,
the role of variables, and the nature of the steps or opetc'Aons. The
organization for the second task (Sorting II) was simpler, using only the
structural dimension, which was composed of four unrelated categories defined
symbolically For this task, the definition of "structure" was sharpened:
two problems were considered to be structurally identical if every
mathematical model that could be used to solve one could be used to solve the
other.

Both sorting tasks were timed in two sections: eight minutes to review
the four prototypes (without access to the 20 problems) and 24 minutt,s to sort
the problems. These limits were selected so as to encourage students to sort
the problems without working the solutions completely.

For the first task, five scores were derived. The first score was a
count of the number of correct categorizations. The second was the number of
instances in which the item was matched to its surface category hut- not its
sLructural category. Third, a partial-credit score was generated in which two
points wel:e awarded if the item was matched to the correcl structural category
and one point if the item was matched to an adjacent category sharing some
aspect of mathematical stiucture. The fourth and fifth scores weie (a) the
time from presentation of the first item to the first answer gHen to the 20th
item (partial time) and (b) the time from presentation of the fit7;t item to
quitting the test (total time). FOY the second soiting t6sL, only tile number
of correct categorizations and the two timing scores were imed



Group A
Tickets to a certain track meet were sold for $4 50 each If
the same number of tirkets had been sold for $3 50 each,
the revenues from the ticket sales would have been $300
less How many tickets were sold for the meet?
(a -13) x = c, where a = 4 50, h = 3 50, and c = 300

Group B
A quarry stocks 2 types of gravel Type 1 is 100% slate
chips by volume and Type 2 Is 30% slate chips by volume
If 1,000 cubic feet of Type 2 is mixed with enough Type 1 to
make a new mixture that is 40% slate chips by volume, how
many cubic feet of Type 1 must be added to make the new
mixture?
ab x = c (x + b), where a = 0.3, b = 1,000, and c = 0.4

MO= ON NOME
'Card I

An investment club has invested $1,000: 313% in stock, 25% in bonds, and 45% in mutual
funds. How much additional money should the club invest in stock if they want their total
stock investment to be equal to 60% of the total of all 3 investments?

. G roup C
A rectangular yard is 130 feet long by 110 feet wide. Of
this, 2/3 is covered with grass A walkway covers 1/10 of
the area that is not covered by grass and the remaining
area contains a patio. WIlat is the area of the patio?
ab(1 - c)(1 - d) . x, where a . 130, b - 110, c = 2r3,
and d = 1110

Till FFFLt L

G r oup D
Don and Tina are 4 miles apart. Traveling 4 miles takes Don
14 minutes by bicycle and Tina 56 minutes by foot. If they
begin traveling toward each other at these rates, how
many minutes would elapse before they meet?
xis + xi .1, where a . 14, b 56

Click on one of the GROUPs to place a CARD Click on a new GROUP to
move a CARD. Click on NEXT or PREVIOUS to locate a CARD.

riure 2. Sortim; idsk wii_h canonical equations for each prototype.
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Table 2
Test-Level Structure for Sorting Task I

Mathematical Structure

Surface Content
Racing/
Track

Friends/
Club

Fence/
Yard

School
Project

Area/Ratio 10,16 13 15 A,5
Rate/Perimeter 6 14,20 B,2 4,17
Combination/Rate 1 C,7 9,11 18

Probability/Combination D 19,12 8 3

Note. Letter designations indicate prototype problems. Numerical designations
indicate problems to be matched.
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Table 3
Test-Level Structure for Sorting T.,1k II

Mathematical Structure Item Number

(a - b)x c 2, 7,.14, 17, 18, A

ab + x = c(x + b) 1, 9, 13, 15, 16, B

ab(1-c)(1-d) = x 3, 4, 8, 11, 19, C

x/a + x/b 1 5, 6, 10, 12, 20, D

Note. Letter designations indicate prototype problems. Numerical

designations indicate problems to be matched.
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Opinion and background questionnaire. Each examinee was asked to
complete a brief questionnaire asking for background information and for
perceptions of the task, its timing, difficulty, and computer-based
presentation.

Procedure

Faculty members were asked to complete paper-and-pencil versions of both
sorting tasks as a means of verifying their keys. Faculty responses were then
compared with the developers' keys. In cases where a faculty response
differed from the key, the faculty member was sent a form. The form contained
the person's proposed answer along with the alternative, and asked the faculty
member to indicate whether the alternative was a better choice after
reexamination, was equally plausible, was acceptable as a second choice, Or
was not acceptable at all. In addition, the form requested a description of
the reason for giving the proposed answer and, where applicable, for rejecting
the alternative.

For students, a short information booklet that explained the task was
given out upon recruitment. At the test session, examinees were given more
detailed instructions, including directions for using the computer interface.

All 107 examinees took the first sorting task. Sixty of these
individuals also took the second task, with the two tasks administered in
counterbalanced order. Appendix A shows the test directions for the second
sorting task.

Data Analysis

For the faculty responses, the number of disagreements with the key was
tallied before am'. after the requests for confirmation. Reasons for changing
or retaining the original answer were categorized.

The student data were analyzed to provide information about the meaning
of sorting scores and the students' perceptions of the task. With respect to
meaning, reliability was examined, as well as relevance to mathematical
reasoning skill and to college performance more generally. Reliability was
estimated by computing coefficient alpha for the number-right scores on each
of the two sorting tasks. Relevance was addressed in two ways. First, the
product-moment correlations were examined between sorting scores and
admissions scores, self-reported math rating, and undergraduate grade-point
average. Second, least-squares linear multiple regression was used to
determine how the General Test scales incrementally added to the explanation
of sorting scoresthereby 1,,i'?in3 a better sense of the skills required for
success on the task. Finally, examinee responses to the questionnaire were
tabulated.

Results

On the first 20-item sorting task, all faculty agreed with the key for 9
of the items; eight of the nine faculty agreed on 16 of the items. After
reconsideration, unanimous agreement was found for 14 items and agreement
among eight of nine faculty for 18 questions. For the remaining two
questions, more than one judge felt multiple prototypes were keyable.



Discussions with the faculty members suggested that, for future studies,
several of the problems might be revised to reduce ambiguities that encouraged
matching with prototypes in addition to, or other than, those intended.

The second 20-item sorting task was composed of a new set of problems
accompanied by equations; thus, the results may differ because of changes in
the items and prototypes, clearer definition of the concept of structure, or
including the equations. For this task, there was unanimous agreement on the
keys for 15 items and agreement among eight of nine judges on 19 items. For

the five items with imperfect agreement, discussion with the individuals
showed the disagreements to be caused by superficial mistakes on the judges'
part. After reconsideration, all judges agreed on all items.

Table 4 gives summary statistics for students' performance on the
sorting tasks and associated measuree. The means and standard deviations
appear similar for the score and timing indicators on the two sorting tasks.
Of note is that the distribution of partial-credit scores and of surface
scores is considerably skewed, with most subjects having relatively high
partial-credit scores and very low surface scores.

Coefficient-alpha reliabilities for the first and second sorting tasks'
number-right scores were .51 and .68, respectively. (Each score represents
about half an hour of testing time.) Doubling the number of problems would
bring the first task's reliability to .68 and the second task's internal
consistency to .81. Tripling the length would produce values of .76 and .87,
respectively. These values are below those that would be expected from
conventional multiple-choice tests with comparable administration times.

Table 5 presents the correlations among the Sorting I scores and the
criterion variables. Number-right score was significantly related to the
mathematical reasoning admissions measures (r with GRE-Q .53, < .01; r

with SAT-M .52, R < .01;), as well as to the verbal and analytical reasoning
tests, for which correlations ran in the mid-forties. This score was also
strongly negatively related to surface score (r -.64, R < .01), an expected
result given that those who sorted well would necessarily have low surface
scores and those who sorted poorly might have higher ones by chance alone.
Finally, number-right score was significantly related to college performance
(r with UGPA .40, R < .01).

Besides number-right score, this sorting task generated four other
measures. Partial-credit score was almost perfectly correlated with the
number-right score and had essentially the same pattern of relations with
other variables. Surface score was significantly related to all admissions
test scores and to UGPA, its values extending from the low thirties to low
forties. These relations were negative, consistent with this score's purpose
as a measure of how frequently the student mistook surface features for deep
structure. Finally, the partial-time index was significantly related to GRE-V
(r -.31, < .05) and GRE-A (r -.26, R < .05). The relation of partial
time to GRE-Q was not significant, nor were the relations between total time
and the General Test scales. However, all six relations between the time
measures and General Test scores were negative. In this sample, better
verbal, analytical, and mathematical reasoners sorted more quicklv--in
addition to doing so more accuratOy--than less adept students.

BEST COPY AVA1LAHLF
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Table 4
Summary Statistics for Students' Performance

Variable Scale N Mean SD Skewness

Sorting Task I
Number-Right Score 0-20 107 14.9 2.5 -.5

Partial-Credit Score 0-40 107 33.2 3.6 -1.1

Surface Score 0-17 107 1.3 1.4 2.1

Partial Time (sec) 0-1440 107 886 246 .2

Total Time (sec) 0-1440 107 1103 285 -.4

Sorting Task II
Number-Right Score 0-20 60 14.6 2.8 .1

Partial Time (sec) 0-1440 60 919 283 -.1

Total Time (sec) 0-1440 60 1157 292 -.8

GRE Quantitative 200-800 65 546 118 .2

GRE Verbal 200-800 65 502 109 .5

GRE Analytical 200-800 65 576 115 -.3

SAT Mathematical 200-800 54 564 93 .6

UGPA 1-4.0 107 3.1 .5 -.4

Math Proficiency Rating 1-4 107 2.5 .7 .0



Table 5
Correlations Among Students' Sorting T Scores and Criterion Variables (n=107)

Number-
Right P-C
Score Score

Surface Part. Total
Score Time Time UGPA

Math
Rating GRE-Q GRE-V GRE-A

Sorting I Scores
Part-Credit Score .94**

Surface Score -.64** -.62**

Partial Time -.01 .02 -.07

Total Time .03 .05 -.08 .71d

Criterion Variables
UGPA 40** .38** -.43** .01 -.02

Math Rating .18 .15 .05 -.13 -.18 .13

GRE Quantitative .53** .53** -.38** -.15 -.19 45** .50**

GRE Verbal .47** .44** -.33** -.31* -.17 41** .04 .57**

GRE Analytical .44** .39** -.31* -.26* -.20 .34** .26 66** 70**

SAT Mathematical .52** .53** -.30* .04 -.13 33* .46* .88** .45** .51**

Note. For SAT-M, n = -;4 and for GRE n = 65, except for correlation of SAT-M with GRE for which

n = 32.
'Part-whole correlation.
* p < .05

" p < .01
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In Table 6 are the correlations of scores on the second sorting task
with those from the first sorting task and with the criterion variables. In

interpreting these scores, it is important to note that these data are for a
subset of the sample that took the first sorting task. In this subsample, the
two sorting tasks had a correlation of .46 (R < .01), about 13 points below
the (geometric) mean reliability of the two scales, suggesting that they might
not be measures of the same construct. The sorting II number-right score was
relatad to the mathematical reasoning tests (GRE-Q r = .66, R < .01; SAT-M r =
.60, R < .01), as well as to self-reported math rating (r - .47, R < .01).
The correlations with the mathematical reasoning tests ran from 13 to 19
points below the measures' average reliabilities. The relations with verbal
and analytical reasoning were also significant, but in the forties, hinting
that the reasoning evoked was more mathematical than verbal or analytical. As

for the first task, this sorting task also was significantly related to UGPA
(r = .35, R < .01). Finally, all six relations with time were again negative,
although only one, total time, was significantly related to General Test
performance (GRE-A r - -.30, R < .05).

To get a clearer sense of the role of different reasoning skills in
sorting performance, we regressed number-right and surface sorting scores
separately on the three General Test scales in turn. Because of the small
sample sizes, the results of these analyses should be considered suggestive
only. GRE-Q was entered first, followed by GRE-V and GRE-A. This order
followed the presumption that the task primarily reflected mathematical
reasoning skills but that verbal and analytical skills beyond those tapped by
GRE-Q might also be required (e.g., verbal skills to understand the word
problem and analytical ones to help map relations between problems). As Table
7 shows, the results for the first sorting task appear to bear out the
expectation in that GRE-V makes a significant incremental contribution to
explaining number-right score; surface score, however, appears to be largely a
function of mathematical reasoning or of more general reasoning skills shared
hv the three scales. For the second task, GRE-Q wac. the only significant
predictor of number-right score (this task did not generate a surface score);
its partial regression weight was four times that of GRE-V and many more times
that of GRE-A. This result could be due to the addition of equations for the
prototypes in the second task or to the sharpening of the definition of
structure, either of which might reduce the need to reason verbally.

Table 8 summarizes the subjects' questionnaire responses. As can be
seen, the response distributions were very similar for questions asked about
each task. Roughly 90% of examinees found the test to be right in difficulty
and an even greater percentage thought the timing was at least adequate. Most
examinees indicated they would prefer to take the sorting task over the kinds
of multiple-choice questions found on the General Test and that the sorting
task was a fairer representation of their ability to undertake graduate study.
Subjects preferred taking a computer-based test to paper-and-pencil about 2 to
1 (51% to 28%). With respect to computer use, over 90% indicated using a
computer weekly or more, and almost that percentage said they used a computer
to write papers for school. Finally, 91% responded that the computer was easy
to use for the sorting task; only 9% percent found using it somewhat
difficult.
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Table 6
Correlations of Sorting II Scores with Sorting I

Scores and Criterion Variables (n-60)
Sorting II

Number-Right
Score Partial Time Total Time

Sorting I
Number-Right Score .46** -.01 .09

Partial-Credit Score .42** .00 .14

Surface Score .31* -.05 -.10

Partial Time .07 59** .54**

Total Time .01 .48** .65**

UGPA .35** .00 .19

Math Rating .47** -.16 -.06

GRE Quantitative .66** -.04 -.03

GRE Verbal .47** -.09 -.11

GRE Analytical .48** -.18 -.30*

SAT Mathematical .60** -.04 -.18

Note, SAT Mathematical n 29 and GRE n = 55.

* p < .05
** p < .01

Table 7
Multiple Regression of Sorting I and II Scores on

Students' GRE General Test Scores

Indepf.ndent Variable

Increment
R R2 in R2

Incremental
F 2

Standardized
Regression
Weight

Sorting I Number-Right Score (n-65)

1. GRE Quantitative .53 .28 .28 24.5 .00 .38*

2. GRE Verbal .57 .32 .04 4.1 .05a .25

3. GRE Analytical .57 .32 .00 .0 .92 .02

Sorting II Number-Right Score (n-55)

1. GRE Quantitative .66 .44 .44 41.1 .00

2. GRE Verbal .67 .45 .01 .9 .35 .14

3. GRE Analytical .67 .45 .00 .1 .78 -.05

Sorting I Surface Score (n-65)

1. GRE Quantitative .38 .15 ,15 10.9 .00 -.30

2. GRE Verbal .41 .17 .02 1.3 .27 -.16

3. GRE Analytical .41 .17 .00 .0 .99 .00

aValue rounded from .048.
* p < .05

** p < .01
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Table 8
Students' Questionnaire Responses

Question
Sorting Task

How easy was the test?
Too easy
About right
Too difficult

How adequate was the timing?

6%

89%
6%

0%
92%
8%

Too little 3% 7%

About right 74% 67%

Too much 23% 27%

Which kind of question would you rather take?
Regular multiple-choice 30% 35%

Problem representation 54% 52%

No preference 16% 13%

Which kind of question is a fairer indicator?
Regular multiple-choice 23% 23%

Problem representation 59% 67%
No preference 19% 10%

Which kind of test would you rather take?
Paper-and-pencil 28%

Computer-based 51%
No preference 22%

How often have you used a computer this year?
Never or almost never 7%

About once a week 45%
Daily or almost daily 49%

How do you usually write a paper for school?
Pencil (or pen) and paper 10%
Typewriter 1%

Computer 89%
How easy was the computer to use for the test?

Very easy 91%
Somewhat difficult 9%

Very difficult 0%

Note. Questions wero edited for tabular presentation. The complete
questionnaire is given in Appendix B. N 107 for Sorting Task I and 60 for
Sorting Task II (all of whom took Sorting Task I).
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STUDY II: Similarity Rating

Method

Subjects

Two groups of subjects were used for this pilot study. Five ETS

mathematics test developers constituted the first group. The second group

consisted of 35 paid undergraduate volunteers from 11 institutions located in

different regions of the continental United States (see Table 9). Most

members of the latter group had majored in the social sciences,
humanities/arts, or education and intended to pursue graduate work in a

similar field.

Instruments

Similarity rating task. Figure 3 gives the interface for the similarity

rating task, which requires the examinee to rate all possible pairs in a pool

of nine problems. To make a rating, the examinee clicks the mouse on a cell

in the matrix. This action ca_,ses a problem to appear in the upper left

window corresponding to the row number of the highlighted cell and a problem

to appear in the upper right window related to the cell's column designation.

The examinee enters a similarity rating by clicking on the scale to the right

of the matrix, where "1" indicates that the problems are "very different" in

underlying structure (relative to other items in the set) and "9" means that

they are the same (relative to the other items).

The nine-item set was similar to the first sorting task in its

underlying design and also shared some items with it (see Table 10). As for

the sorting tasks, timing was in two sections: Five minutes was given to

review the nine items as a set and 30 minutes to rate the 36 possible pairs.

Two scores were generated: a measure of the extent to which the examinee used

the same dimensions as test developers and the time spent from presentation of

the rating matrix to quitting the test.

Opinion and background questionnaire. Each examinee was asked to

complete a questionnaire similar to the one used for examinees taking the

sorting tasks.

Procedure

Screen prints describing the task and giving directions cor using the

computer interface were given out upon recruitment. At the test session,

examinees reviewed this information on screen before taking the test.

Appendix C shows the test directions for the rating task.
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Table 9
Demo ra hic Data

Characteristic
Number
Respnding Sample Value

57%
44%
41%

_Background
Percentage Female
Percentage Non-White
Percentage with Ph.D. Goal
Undergraduate Major

35

34

34

35
Social Sciences 43%
Life Sciences 14%
Physical Sciences 3%
Humanities/Arts 14%
Business 3%
Engineering 0%
Education 6%
Other 17%

Intended Graduate Major 35
Social Sciences 37%
Life Sciences 17%
Physical SrAences 6%
Humanities/Arts 11%
Business 3%
Engineering 0%
Education 9%
Other 17%

GRE-Q Mean (SD) 20 640 (83)
SAT-M Mean (SD) 23 603 (91)
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1. For a science project. Joyce constructs a
scale model of a volcano on a board with
the aid of a surveyor's map. The map
shows a region with an area of 10 square
miles containing a 1-mile-high volcano. If
she uses a 5-inch-high can to represent the
volcano, how many square inches of the
board will be covered by the region shown
on the map?

2. Ten children have made model race cars
that will be raced Mo at a time on a two-lane
track. If each child's car is to race each of
the other cars exactly twiCe and each race
takes about three minutes to hold, inciuding
time between races, about how many
minutes will it take to hold all of the races?

Left
Side

To locate a pair of problems, click on the appropriate
matrix cell. The cell highlights and the problems
appear in the windows at the top left and right.

To rate a pair of prciblems, click on a number on the
scale and the number appears in the selected cell.

To change a rating, click on a matrix cell to highlight it,
then click on a new number on the scale.

Section

xit Time

Figure 3. Interface for the similarity rating task.
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Table 10
Test-Level Structure for the Similarity Rating Task

Mathematical
Structure

Surface Content
,

Racing/ Fence/
Track Yard

School
Project

Area/Ratio
Rate/Perimeter
Combination/Rate

5

8

2

7

3

6

1

4
9

Note. Numbers in table are item designations.
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Data Analysis

Expert (i.e., test developer) and examinee ratings were analy%ed by
individual differences multidimensional scaling as implemented in the ALSCAL
program (Young & Lewyckyj, 1979). The individual difference multidimensional
scaling model attempts to map psychological distances onto a group stimulus
space whose underlying dimensions are assumed to reflect the structure of the
stimuli (in this case, items) as perceived by the entire group of subjects.
The individual differences model also yields a weight matrix in addition to
the coordinates of the stimuli on the dimensions. The weight matrix
quantifies how salient each dimension was in determining each individual's
judgments about the similarity between pairs of items. An overall goodness of
fit measure (i.e., Rg) for each subject indicates the proportion of variation
in an individual's judgments that are explained by the group model. The
relative extent to which an individual used a particular group dimension can
be estimated by dividing the squared subject weight on that dimension by the
sum of the individual's squared weights.

ALSCAL analyses of the experts' data were used to model their judgments
and determine how well that model fit the intended underlying structure of the
item set. The resulting model was compared with an ALSCAL model derived from
students ratings to see if the two groups scaled items on the same basis and,
if not, how they differed. For each student, the proportions of variance
attributable to the dimensions that were and were not used by experts were
computed as proficiency indices and descriptively related to external
criteria.

Results

Two individual differences multidimensional scaling solutions were
computed to explain the test developers' similarity judgments for the nine
items. The first solution was three-dimensional and the second two-
dimensional. In keeping with directions to the examinees, both solutions were
ordinal, so that only the rankings of item pairs were considered and not their
distances from one another. For the three-dimensional model, the average
expert weights on the dimensions were .57, .34, and .07, respectively,
suggesting that the first two dimensions were used far more heavily than the
last one was. The overall Rg values for the two solutions support this
conclusion, showing only a minimal loss in fit (.99 to .95) from the three- to
the mo-dimensional solutions (see Table 11). Examination of the Rg values
for each test developer showed the two-dimensional model to function nearly as
effectively for all but one rater (#4).

Figure 4 gives the coordinates in two-dimensional space of each of the
nine items. As can be seen, three distinct groups appear. The groups are the
same three mathematical structure categories used to generate the items (see
Table 10). Thus, the expert composite recapitulated the intended underlying
structure of the item set, lending empirical support to the composite as a
scoring key. From an examination of the items and their positions in this
space, the first dimension might he related to the salience of multiplying by
a rate and the second to the extent the item involved geometry.
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Table 11
Proportions of Variance Accounted for in Test Developers' Similarity Ratings

by Two Different Multidimensional Scaling Solutions

Solutions

Test Developer Three-Dimensional Two-Dimensional

1 .96 .93

2 .99 .99

3 1.00 1.00
4 .98 .84

5 1.00 .99

Average .99 .95
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The weights in Table 12 indicate the importance of each of the two
dimensions for each developer in determining the similarity ratings. Clearly,
there were differences in the extent to which individual developers used the
dimensions in making their judgments.

Two- and three-dimensional models were also fit to the student data.
The three-dimensional model produced an average Rg of .66 and the two-
dimensional one an Rg of .59. For the three-dimensional model, the Rg values
for individuals ranged from .30 to .98. This level of fit indicates that, on
the whole, students' ratings were less internally consistent--or scaleable--
than developers' ratings were. As might be expected, many students do not
rate items using the same dimensions as experts do.

Tab'a 13 shows the correlations between the nine stimulus weights that
compose each of the three dimensions derived from the five developers and
those composing the three dimensions derived from the 35 students. As the
table shows, the first two dimensions are common to the experts and students:
The experts' weights for dimension #1 correlate .89 with the weights used by
students for their first dimension; for the second dimension, the weights
correlate .95. The third dimension used by developers is clearly different
from the third dimension used by students, as indicated by the .48 correlation
between them. Finally, the average subject weights for the three dimensions
indicate that the students used the dimensions about equally overall (.27,
.20, .19), whereas the experts relied more heavily on the first two
dimensions.

Further support for the similarity of the first two dimensions across
experts and students was gained by combining the two samples and fitting a
two-dimensional model. The proportions of variance explained for each test
developer (.89, .88, .96, .80, and .94, respectively) were only slightly lower
than those for the experts-only model.

One method of scoring each examinee's ratings is to calculate the
proportion of scaleable variance due to using dimensions that the experts did
and did not use. These values were computed by dividing each student's
squared subject weights on each of the three dimensions by the proportion of
variance accounted for by the model for that student (where the model was
determined from a combined sample of experts and students). Table 14 gives
correlations between the extent that students used each dimension in making
similarity judgments and mathematical admissions test scores. Because of the
extremely small sample sizes these values are of descriptive interest only, so
they should not be generalized. Of note is that examinees who used dimension
#2 (which the experts also used) tended to have higher admissions test scores
than those who did not use this dimension. Those who used dimension #3 (which
the experts did not use) tended to have lower test scores.

In Table 15 are examinees' questionnaire responses. Most examinees
found the task's difficulty and timing about right (77% and 69%, respective-
ly), and most (83%) found the computer very easy to use to take the test.
However, most (74%) indicated that they would prefer taking a multiple-choice
test like GRE-Q and that such a test would be a fairer indicator of their
ability to succeed in graduate school (54%). The overwhelming majority were
computer literate: 94% used computers about once a week or more and the same
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Table 12
T,:eights for Each Test Developer on Each Dimension

Dimension

Test Developer =1 =2

1 .68 .68

2 .99 .11

3 .80 .60

4 .48

5 .94 .34

Average .64 .31

Note. The average test developer weight is the mean of the

squared individual weights.

Table 13
Correlations Among Developers' and S;:udents' Dimensions

Experts' Students' Dimension

Dimension =1 =2 #3

,I. .89 -.02 .47

=2 .30 .95 .03

=3 -.60 .16 .48

Table 14
Correlations Between Students' Dimensional Salience

Scores and Criterion Variables

Criterion Scaleable Variance Due to Dimension

Variable =1 =2 =3

GRE Quantitative .18 .27 -.40

SAT Mathematic,A -.02 .,=14 -.38

SAT Verbal .07 .43 -.48

Time -.01 .07 .11

Note. GRE Quantitative n 20, SAT Verh:il n 10, SAT

Mathematical n - 23.
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Table 15
Students' Questionnaire Responses (n-35)

Question

Percentage
Choosing
Response

How easy was the test?
Too easy 3%
About right 77%
Too difficult 20%

How adequate was the timing?
Too little 17%
About right 69%
Too much 14%

Which kind of question would you rather take?
Regular multiple-choice 74%
Problem representation 14%
No preference 11%

Which kind of question is a fairer indicator?
Regular multiple-choice 54%
Problem representation 34%
No preference 11%

Which kind of test would you rather take?
Paper-and-pencil 43%
Computer-based 31%
No preference 26%

How often have you used a computer this year?
Never or almost never 6%
About once a week 29%
Daily or almost daily 66%

How do you usually write a paper for school?
Pencil (or pen) and paper 0%
Typewriter 6%
Computer 94%

How easy was the computer to use for the test?
Very easy 83%
Somewhat difficult 17%
Very difficult 0%



percentage typically used the computer to write papers for school. Even so,
more said they would rather take a paper-and-pencil test than a computer-based
one (43% to 31%).

Discussion

This study explored two approaches to measuring reprc.sentational skill--
the ability to perceive a problem's underlying structure rapidly without
necessarily solving it. Research in several content domaini has found
proficient performers to be adept at problem representation, which they do in
terms of categories. These categories, in turn, help direct problem solving
(Chi, Feltovizh, & Glaser, 1981).

The first approach required examinees to sort mathematical word problem
stems into groups demarcated by prototypes. Those who did well on this task
tended to be better reasoners (as indicated by admissions test scores) and
more successful in college (as measured by UGPA) than those who sorted less
proficiently. In addition, more-adept analytical reasoners completed the task
faster than those who scored lower on GRE-A. Two versions of this approach
were tried, one that paired formulas with the prototypes and one that
presented only the problem stem prototypes themselves. The version that
included formulas was more easily keyed by content experts, had higher
internal consistency, and was more dominated by mathematical reasoning versus
skills from other domains than the version without formulas. Because the
items were not common across these two versions, the presence of formulas
could not be established definitively as the cause of these differences.

In the second approach to measuring repre-entational skill, a new sample
of examinees and five test developers were asked to rate the similarity of all
possible pairs of problem stems. In these samples, experts and students
differed in their ratings. Experts produced more scaleable ratings overall
and primarily attended to two dimensions. Students used the same two
dimensions with the addition of a third. Finally, students who rated more
like experts tended to have higher admissions test scores.

Examinees were also asked for their perceptions of the tasks and about
their computer experience. For both the sorting and rating approaches,
examinees tended to find the task difficulty and timing to be about right, and
the computer easy to use to take the test. In addition, the overwhelming
majority were computer literate. Dramatic differences were apparent, however,
in examinees' reactions to the two approaches. Those who took the sorting
task generally preferred it to multiple-choice questions and felt it was
fairer than these questions in assessing the ability to succeed in graduate
school. In contrast, those who took the rating task preferred the multiple-
choice questions and felt they would be a fairer measure. Comments by
examinees suggest that negative reactions to the rating task stemmed from two
sources. One source was related to the rating scale. Examinees appeared
generally comfortable with applying the two end-points (1 and 9), but were
very uncomfortable with the absence of definitions for the intervening values
that, by design, indicated only relative differences. Second, and perhaps
more importantly, they found the task to be tedious, especially the need to
compare each new rating to previous ones to produce an internally consistent
set of values.
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In considering these results, one should keep in mind several caveats.
First, the study was intended as a development effort with pilot cesting
limited to small, unrepresentative samples. Thus, the empirical results are
suggestive only, requiring replication with larger, more representative
groups. Second, the criterion indicators were limited to a few conventional
measures, several of which had substantial missing data.

What are the implications of this study for the GRE Program? The
primary outcome of this project was a pair of cognitively based, computer-
delivered response types for measuring one component of mathematical problem-
solving proficiency. Although both types generally behaved in keeping with
the underlying cognitive theory, the sorting task seemed more promising: It

was more straightforward to score and more acceptable to examinees. The
sorting task was not, however, without limitations. This item type shares
some of the potentially negative characteristics of multiple choice in that it
is an indirect iadicator of expertise and presents options from which to
choose, giving it a relatively high probability of a correct response from
guessing. Also test developers had concerns about it, including that even
with an equation in the stem some mathematically inventive examinees might
discover unintended structural similarities leading them away from the keyed
response. This is a valid concern that future empirical work could resolve.

Assuming these limitations can be addressed, the sorting task might be
used in at least two ways. One use would be as another means of measuring
mathematical reasoning within the GRE Revised Quantitative Reasoning measure.
In this test, sorting tasks might be presented in small sets (e.g., four
prototypes followed by four problems to be matched) or as individual items
(e.g., four prototypes followed by one problem to be matched). The former
strategy should limit, and the latter remove, the potential for unwanted
dependencies in which misrepresenting one prototype causes misclassification
of all problems intended to be matched with it. Reducing or removing these
dependencies might raise reliability by decreasing variation in performance
across problems and make the task type more amenable to adaptive testing. In

considering this use, it might be worth studying whether the task would change
if the prototypes consisted only of equations. This configuration would allow
more prototypes to be presented for each item, lowering the probability of
guessing correctly. A concern with this approach, however, is that during
informal debriefing some high-performing examinees indicated ignoring the
equations because they were not as confident working with mathematical
symbols. For such examinees, removing the problem stems might preclude an
accurate estimate of representation ability. By presenting the stem and the
equation, examinees have the choice of using one, the other, or both stimulus
components.

A second potential use for the sorting task is as part of a more
comprehensive instructional assessment product to help low-scoring examinees
localize and remediate difficulties in mathematical problem solving. Such a
product might be build around a problem-solving model similar to that of
Mayer, Larkin, and Kadane (1984), which hypothesizes four loosely ordered
phases: translation, understanding (representation), planning, execution.
For example, it is conceivable that some lower-scoring examinees might be able
to represent problems accurately but encounter difficulties using those
representations to plan and execute solutions. Such examinees would be
expected to have problems on constructed-response tests, which have no

c.;
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multiple-choice options and, thus, no potential cues to execution errors.
Other examinees might be adept at execution but deficient in representation
and planning. These two patterns imply different instructional actions and.
perhaps, different predictions for future scholastic achievement.

Several of the building blocks for such a system exist. Bejar,
Embretson, and Mayer (1987) give examples of the types of tasks that might be
linked to different problem-solving phases. A basic infrastructure for
delivering such problems is the Algebra Assessment System (Sebrechts, Bennett,
& Katz, 1993), which allows examinees to enter extended constructed responses
to mathematical problems and scores them automatically. Finally, models
proposed by Mislevy (1993) and Tatsuoka (1993) might be used to connect item
responses to inferences about problem-solving difficulties.

Future research might address several validity issues. First, the
current results would be strengthened by evidence showing positive relations
with more direct measures of representational skill. For example, examinees
might be given an independent set of problems and asked to represent them in
the symbol system of their choice: mathematical, diagrammatic, linguistic, or
some combination of these. Aside from making a more direct tie to
representation, these data might indicate whether the task disadvantages
students who tend to represent problems using particular symbol systems. To

find out if the proficiencies of mathematically inventive examinees are
underestimated, we might interview them to identify the reasons for their
categorizations. Finally, particularly critical for any instructional use is
whether groups of examinees can be differentiated based on difficulties
localized to one or more problem-solving phases and whether targeted
instruction improves their performance.
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Appendix A

Sorting Task II Test Directions



GRE Problem Sorting II Test
Directions
Page 1 of 3

Research has shown that the ability to perceive rapidly the underlying mathematical structure of word
problems is an important part of problem-solving proficiency. This problem sorting test assesses this
ability by asking you to judge the similarity of one word problem's mathematical structure to another's.

If knowledge of a solutioli method of one problem aids in solving a second problem, the two problems share
at least some aspects of mathematical structure. Since any method for solving a word problem involves
developing a mathematical model of the problem, two problems would be judged to be structurally similar
if there is at least one mathematical model that can be used to solve both problems. Two problems would
be judged to be structurally identical if every mathematical model that can be used to solve one of them can
be used to solve the other. Note that such surface characteristics as language, story context, and the units
used are not necessarily related to mathematical structure.

You will be asked to sort 20 word problems into four groups. Each group is represented by a word
problem labeled A, B, C, or D. Each of the four problem statements is followed by one possible algebraic
model of it. Each model contains an equation with one variable, x, and several constants, a, b, c, and d
(although not every constant appears in each model). Values taken from the problem statement are given
for the constants after each equation. You must match each problem with the representative whose given
equation can also be used to model the problem being matched, provided values for the constants are taken
from the problem statement. When you are finished, each of the four groups should have at least one
problem in it, but the final numbers of problems in the groups need not be the same.

For example, consider the following sample word problems representing two different groups.

A. Julia projects that the market price of her house will increase by 3.5% per year for the next 5 years.
If the house's market price is currently $88,000, what does Julia project the market price of her
house will be 5 years from now?

x= a (1+ b)C, where a = 88,000, b = 0.035, and c = 5.

B. A certain cake recipe requires 5 cups of an ingredient and each full jar of the ingredient contains 11
ounces. If 8 ounces of the ingredient are required to fill one cup, how many full jars of the
ingredient must be opened to make the cake?

[x = where a - 5, b = 8, and c = 11 and Fzi means the least integer that is greater than or
c

equal to z.
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Also, consider the following word problem from a hypothetical set of 20 problems

1. On July 1, 1992, Ms. Fox deposited $10,000 in a new account at the annual interest rate of
compound*1 annually. If no additional deposits or withdrawals are made and interest is en:dui-A
each June 30, how much money will be in the account on July 1, 2007, 15 years after the
deposit was made?

The underlying structure of Problem 1 is similar to that of Problem A since both problems ask about filo
quantity that resrits from repeatedly increasing a given quantity by a fixed ratio or percent. Therefore, 11-!::
equation x = a (1 + b)c can be used to model both problems. (For Problem 1, the values for the coast:3,o s

are a = 10,000, b = 0.06, and c = 15.)

Problem B, on the other hand, asks about the number of smaLer quantities it would take to obtain a lae
quantity. The large quantity, in turn, results from repeated additions of another small quantity. Problem 1

[ abdoes not ask about this. Therefore, the equation x = , where rzl means the least integer that is
c

greater than or equal to z is not a model for this problem Thus, problem 1 would be matched with
problem A as opposed to problem B.

Try to work out each problem with paper and pencil to the degree needed to identify the match and use your
notes in comparing the problems. It is best NOT to solve each problem completely because time is limited
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Group A GroupS

Problem A Problem B
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Problem 1

Group C

Problem C Problem D
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Quit
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Think of this as a card-sorting task with 20 cards. In the center of the screen will be the deck of 20 cards
each card contains one word problem. Sort each card into one of the four groups labeled A, B, C, and D
by clicking anywhere within the box representing the group the number of the card that you just sorted
will appear in the row at the lower edge of that box.

You can move forward through the cards by clicking on the NEXT icon or return to a previous card by
clicking on the PREVIOUS icon. To change an answer by moving a card from one group to another, first
use NEXT or PREVIOUS to bring that card to the screen, then click on the group you want it moved to it
will automatically move to the new group.

Every card must be placed into one of the groups before you can quit the test. When you have fmished
sorting all the cards and are ready to quit, click on the QUIT icon.

Your score for this test will be based on how many problems you correctly sort into the four groups.

You will have 8 minutes to review the problems and models for groups A, B, C, and D. You will then have
24 minutes to sort the 20 problems.

YOU MUST SORT EACH PROBLEM INTO A GROUP TO RECEIVE PAYMENT
FOR PARTICIPATION IN THIS STUDY.
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GRE RESEARCH QUESTIONNAIRE: PROBLEM REPRESENTATION

NAME:

SS#:

OPINION QUESTIONNAIRE

Please answer each of these questions by circling the letter next to the phrase that
best characterizes your opinion. Please remember to answer ALL questions.

1. How easy was the computer-based Problem Representation Test?

a. Too easy
b. About right
c. Too difficult

2. How adequate was the time allowed for answering the computer-based Problem
Representation Test?

a. Too little
b. About right
c. Too much

3. Which kind of test question would you rather take: multiple-choice mathematics
questions like those found on the SAT and GRE General Test or questions like
Problem Representation?

a. Regular multiple-choice
b. Problem Representation
c. No preference

4. Which kind of question do you think is a fairer indicator of your ability to undertake
graduate study: multiple-choice mathematics questions like those on the SAT and
GRE General Test or questioros like Problem Representation?

a. Regular multiple-choice
b. Problem Representation
c. No preference

5. Which kind of test would you rather take: a paper-and-pencil test or a computer-
based one?

a. Paper-and-pencil
b. Computer-based
0. No preference

(I I
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NAME:

SS#:

6. In the past year, how often have you used a computer?

a. Never or almost never
b. About once a week
c. Daily or almost daily

7. When you have to write a paper for school, how do you usually do it?

a. Pencil (or pen) and paper
b. Typewriter
c. Computer

8. How easy was it to use the computer to answer the Problem Representation
questions?

a. Very easy
b. Somewhat difficutt
c. Very difficult

9. If you found it -somcmhat difficulr or °very difficult° to use the computer, why was
that? (Check all that apply.)

a. The mouse tutorial didn't do a good job explaining how to use the
mouse.

b. The computer screens were confusing.
c. The sequence of commands was not clear.
d. The mouse was hard to use.
e. Other:

2
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NAME:

SS#:

BACKGROUND QUESTIONS

1. Gender:

a. Male
b. Female

2. Undergraduate Major:

a. Social science
b. Life science
c. Physical science
d. Humanities/arts
e. Business
f. Engineering
g. Education
h. Other

3. How do you describe yourself?

a. Asian or Pacific Island American
b. Black or African-American
c. Hispanic, Latino, Mexican-American, Puerto Rican, or Central or

South American
d. Native American, American Indian, or Alaskan Native
e. White (non-Hispanic) or Caucasian
f. Other

4. Do you plan to apply to graduate school?

a. Yes
b. No

5. If YES, which of the following major fields will you study?

a. Social science
b. Ufe science
c. Physical science
d. Humanitles/arts
e. Business
f. Engineering
g. Education
h. Other

3



GRE RESEARCH QUESTIONNAIRE: PROBLEM REPRESENTATION

NAME:

SS#:

6. If you plan to apply to graduate school, which graduate degree will you seek?

a. Masters degree
b. Doctoral degree

7. If you have taken the SAT, what was your last math score?

If you have taken the SAT, what was your last verbal score?

Addttional Comments on the Problem Representation task:

WHEN YOU HAVE COMPLETED THIS FORM, RAISE YOUR HAND TO
ALERT THE TEST ADMINISTRATOR THAT YOU ARE THROUGH.

THANK YOU FOR PARTICIPATING IN THIS STUDY!

BEST COPY AVAILABLE
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This test is intended to assess your ability to perceive rapidly the underlying
mathematical structure of word problems, an ability that research has shown to
be an important part of mathematical problem-solving proficiency. The test
assesses this ability by asking you to judge the similarity of one word problem
to another.

You will be asked to judge the similarity of word problems by rating each pair of
problems on a 9-point scale from Very Different (1) mathematical structure to
the Same (9) mathematical structure.
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You must select a rating for the comparison of each pair of problems.

On the next screen you will be shown how to:

locate problems to compare
rate pairs of problems

* change ratings

Try all of the steps above more than once.

Use the Exit Section icon when finished learning how to rate problems.

Click on Proceed to continue.

; t I
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Item 2 will appear here.

Left
Side

To locate a pair of problems, click on the appropriate
matrix cell. The cell highlights and the problems
appear in the windows at the top left and right.

To rate a pair of problems, click on a number on the
scale and the number appears in the selected cell.

To change a rating, click on a matrix cell to highlight it,
then click on a new number on the scale.

Section
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Once you leave this tutorial, you will not be able to return to it.

If you need more practice,
click on Return to Where I Was.

"V*4

If you're ready to begin the test,
click on Exit Section.
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Two problems are considered to have similar mathematical structures to the ex-
tent that they share such features as the principle(s) required for solution, the form
of the equation(s) that model the problem, the methods that could lead to a solution,
the role of variables, and the nature of the steps or operations. If knowledge of
the solution to one problem aids in solving a second problem, the two problems
share at least some aspects of mathematical structure. Note that such surface
characteristics as language, story context, and the units used are NOT neces-
sarily related to mathematical structure.

You will be asked to judge the similarity of word problems by rating each pair of
problems on a 9-point scale from Very Different (1) mathematical structure to the
Same (9) mathematical structure. How you rate a given pair of problems should
depend on the other items in the set. Therefore, it is a good idea to look briefly
over all the problems before you begin your ratings so that you can get a sense of
how structurally diverse the problems are. Also, it is a good idea to recheck your
ratings periodically to make sure that your judgments are consistent from one pair
to the next.

Consider the following set of sample problems.

A. A photocopier enlarges the print of a document to 102 percent of its
original size. A document is repeatedly photocopied by photocopying
the original and then rephotocopying each successive photocopy.

"Vaigtt"
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the original and then rephotocopying each successive photocopy.
What percent of the size of the original print is the print of the final
copy if the copier makes five successive photocopies?

B. On July 1, 1992, Ms. Fox deposited $10,000 in a new account at the
annual interest rate of 6 percent compounded monthly. If no additional
deposits or withdrawals were made and if interest was credited on the
last day of each month, what was the amount of money in the account
on September 1, 1992 ?

C. A certain cake recipe requires 5 cups of an ingredient and each full
jar of the ingredient contains 11 ounces. If 8 ounces of the ingredient
are required to fill one cup, how many full jars of the ingredient must
be opened to make the cake?

In the context of this 3-problem set, problems A and B have the Same (9) under-
lying structure because they both describe a quantity that is repeatedly increased
by a specified ratio or percent, and both ask about the resulting quantity after a
number of such increases. The equations used to model these two problems are
both of the form a = aor' , where 00 is the initial quantity, Q is the final quantity,

r is the ratio, and fi is the number of increases. Q can be computed directly from
the given values of at), r, and n. While other methods might be used to model

these problems, in all cases the method used to model problem A should work
.ixith.nrnblem This-Jhe nr Ipmbave in rnrci, ,,,,, ,,, , .
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with problem B. Thus, the problems have in common a variety of structural
features, including the principle on which a solution is based, the methods used
for solution, the role of variables, and the operations needed to achieve the end

sult.re

Problem C is most directly solved by converting from the number of cups needed
to the number of ounces needed, and then from ounces to jars. The number of
ars is then rounded up to the next whole number in order to c'.-iswer the question
that was asked. The conversions are accomplished by multiplying or dividing by
rates or ratios such as 11 ounces per jar. With respect to problems A and B,
problem C is structurally quite distant and would be considered Very Different
(1) from A and B in mathematical structure. Among other things. A and B rely on
different principles, methods, and operations than C.

Note that some pairs of problems may not be the Same (9) in mathematical struc-
ture but may not be Very Different (1) either, when compared to other pairs in the
set. These intermediary pairs should be rated somewhere between the Same (9)

and Very Different (1). Exactly what rating they should be given depends en-
tirely on how they contrast with other problems in the set. In other words, it is the
relativity of ratings that is most important.
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In taking the test it is best NOT to solve each problem completely because time is
limited. Rather, try to work out the problem only to the degree needed to identify
its structure. You can then make paper-and-pencil notes and use them in com-
paring the problem to other problems in the set.

There will be 9 word problemsyou will compare each of the 9 problems with the
other 8 for the degree of similarity. There is at least one pair of problems in this
set that is structurally the Same (9) and at least one pair that is structurally Very
Different (1).

Scores for the task are based on how closely the overall composite of your
ratings duplicates the judgments of mathematical experts.

You will have 30 minutes to complete all of the comparisons.

YOU MUST SELECT A RATING FOR EACH COMPARISON
PAYMENT FOR PARTICIPATION IN THIS PROJECT.

On the next screen you will be able to review all 9 problems before
the test.

Click on Dismiss Directions to continue.

TO RECEIVE

beginning
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You will have 5 minutes to scroll through all 9 problems to become familiar with them. Don't waste time

trying to solve each one nowyou will see them again later. If you finish looking at all 9 problems

before the 5 minutes are up, you may begin the test by clicking on Proceed.

1. For a science project, Joyce constructs a scale model of a volcano on a board with the aid of a

surveyor's map. The map shows a region with an area of 10 square miles containing the 1-mile-high
volcano. If she uses a 5-inch-high can to represent the volcano, how many square inches of the board

will be covered by the region shown on the map?

2. Ten children have made model race cars that will be raced two at a time on a two-lane track. If
each child's car is to race each of the other cars exactly twice and each race takes about three minutes

to hold, including time between races, about how many minutes will it take to hold all of the races?

3. In order to comply with an ordinance concerning residential swimming pools, a man encloses a

50-foot by 70-foot portion of his yard with a brick wall on three sides using a 50-foot side of his house

for the remaining side. If the brick wall is likely to cost $15 per foot to build, what will the entire wall

likely cost?

4. Twelve fourth graders will march in an Independence Day parade wearing costumes they have made



4. Twelve fourth graders will march in an Independence Day parade wearing costumes they have load,- '

for the occasi, n. They will parade twice around the edge of a rectangular playing field that is-Lin

long and 50 yards wide. If the children walk 40 yards each minute, about how many minutes ili ii tal

them to finish their parade?

5. Jimmy's class must estimate the amount of grass seed that is needed to seed the ground

encompassed by their school's 400-meter oval tracl.. They make a similar oval using one inet i zhI,Li

and find that the ground inside that oval requires 118 cup of grass seed. About how many cups ot zctd

are needed for the ground inside the track?

6. In order to find grass mixtures that grow well in her lawn, Sue plans to buy four types of gi

which are sold in trial-size bags. She will plant every possible mixture of two whole bags, one ba,-4

one type and one bag of another, in separately fenced plots in her backyard. If each bag coAs $ i

how much will the seed cost her?

7. In a village where each lot is a square that is 50 feet wide, the zoning board wants to pass 31:,

requiring all fences be set back a certain number of feet from all four property lines. What

feet should the law stipulate that fences be set back in order to allow owners to fence in 80 percent a

the area of their lots?

Z`N
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8. An oval track for a miniature train is in the shape of a square with two sernicircles attached to
opposite sides of the square. If a side of the square is three feet long and a train travels around the
track at two feet per second, would it take longer than 10 seconds for the train to travel once around the

track?

9. Mr. Smythe's social studies class is comparing the geographies and histories of five South American

countries. For each pair of these countries, he has a student give a 10-minute presentation comparing
the two countries. Must Mr. Smythe plan for more than two hours of student presentations?

Remember, you'll have 30 minutes to complete all comparisons.
The test and timing will begin when you leave this screen by clicking on Proceed.
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