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PREFACE

In 1991, 32 countries participated in a study to evaluate the reading literacy skills of their school

students and to assess factors thought to be related to Reading Literacy. The study was conducted under

the auspices of the International Association for the Evaluation of Educational Achievement (LEA). Two
populations of students were assessed in the study: those in the grade with the most 9-year-old students,

(Population A, grade 4 in the United States), and those in the grade with the most 14-year-old students
(Population B, grade 9 in the United States). Most of the countries involved, including the United States,

participated at both populations. The IEA published an initial set of results for all countries in 1992 (How

in the World do Students Read, by W.B. El ley), and has subsequently published two other volumes
directed at specific topics of interest (Effective Schools in Reading, by N. Postlethwaite and K. Ross, and

Teaching Reading Around the World, by E. Lundberg and P. Linnakyla).

While analyses and reports were being carried out by the 'EA, within the United States the
National Center for Education Statistics (NCES) sponsored an intensive and extensive analysis of the U.S.

national data. NCES also initiated a number of comparative studies in partnership with the study

representatives from a number of European countries and instigated some cross-national analyses of the

data from many countries aimed at comparing the relationships of certain factors to educational
achievement. The findings of the NCES studies are being released it a set of fou: reports. A

comprehensive technical report (Reading Literacy in the United States: Technical Report) covers the

conduct of the study within the United States and the methods of analysis employed with the U.S. data

on students, teachers, and schools. A more general report (Reading Literacy in the United States:

Findings from the lEA Reading Literacy Study) describes the findings from these analyses. A third report

(Reading Literacy in an International Perspective) describes the results of the cross-national investigations
discussed above. This methodological report completes the set of four.

This report contains nine distinct chapters that discuss both the various methodological issues
confronted in the conduct of the study and the analysis of the data. The chapters were written by
individuals with extensive experience in the general methodological area they discuss, and who dealt with

the specific issues first hand for the U.S. portion of the Reading Literacy Study. A perusal of the topics
covered in this volume will reveal that many of thew are relevant not only to the Reading Literacy Study
and to other comparative educational studies, but, in fact, to educational assessment and sociological

surveys in general. For example, the question of how best to define a target population for a survey, and
the importance of doing this carefully and precisely, are covered in Chapter 1. The definitions of target
populations are always relevant in survey research, but the failure to address them adequately can have
particularly severe consequences in an international comparative study. The process of how best to
develop a parsimonious and useful multilevel model with many potential predictor variables is covered
in Chapter 8. This question was central to the philosophy and technical approach that the U.S. team, led
by Trevor Williams of Westat, used in conducting a multivariable analysis of the U.S. data from the

study. It is equally important in any investigation of data with a hierarchical structure.

The nine chapters of this report can be broadly classified into three categories. The first three
chapters address various aspects of the survey design and preparations of the data for analysis. In

Chapter 1, Rust discusses issues of the definition of the target population for a multinational study of
educational achievement and how to operational ize the definition. The chapter also discusses the choice

of sampling unit in a multistage design of school students: specifically, the choice of whole classrooms
of students as the ultimate sampling units. In Chapter 2, Bryant discusses the impact of the sample design

on the precision of estimation (design effects), how to estimate this precision via the jackknife method
of variance estimation, and the reliability of such sampling error estimates. In the third chapter, Winglee



and colleagues describe the procedures used to impute for missing responses to survey items in the
Student, Teacher, and School Questionnaires. This imputation was intended to maintain statistical power
in multivariable statistical analyses and to reduce the influence of item nonresponse as a source of bias
in estimation. An evaluation of the imputations conducted for the U.S. data is included.

The next three chapters deal with different aspects of the literacy assessment instruments and the
abilities that the instruments purport to measure in the U.S. context. In Chapter 4, Atash addresses the
question of whether the three literacy scales used to report the results (narrative, expository, and
document) do in fact behave as three distinct dimensions of literacy (the related question as to whether
each of the scales is itself composed of just a single dimension is addressed partially in Chapter 10 of the
U.S. Technical Report). In Chapter 5, Kapinus and Atash examine several properties of items in the
assessment that required an extended written response from the student. In Chapter 6, Kirsch and
Mosenthal provide an analysis of the assessment items themselves, with the aim of revealing the sources
of differences in the level of difficulty of multiple-choice response items, which constituted the majority
of the assessment material. Readers who wish to look at the assessment instruments are referred to the
Technical Report for the study. All the instruments have been reproduced in the Attachments to that
publication, which is available from the U.S. Government Printing Office.

The final three chapters address issues related to the analysis of data from the Reading Literacy
Study. In Chapter 7, Binkley addresses an important aspect of the data collected from teachers, via a
Teacher Questionnaire, as part of the study. This is the issue of distilling information about teachers'
instructional practices and beliefs from a large set of questions that ask teachers about their opinions and
behaviors with regard to a variety of specific circumstances. Two chapters, Chapter 8 by Raudenbush,
and Chapter 9 by Raudenbush and colleagues, discuss issues involved in developing multilevel, or
hierarchical, linear models to describe the relationships between students' reading literacy capabilities and
the characteristics of students, classrooms, teachers, and schools. Chapter 8 discusses the theory behind
the application of there models to the Reading Literacy Study for the United States. In particular, the
chapter describes the approach to reducing the set of available student, teacher, classroom, and school
variables to produce a parsimonious, useful, and defensible model of reading literacy. Chapter 9
develops a methodology for applying three-level models to analyze data across countries. This approach
goes beyond the "standard" approach to three-level models. It implicitly recognizes the uniqueness of
each contributing country and provides the means to investigate the similarities and differences of
influences on literacy within the different participating countries.

The topics covered in this methodological volume go " behind the scenes" of the methods
presented in the technical report to describe and evaluate approaches to various technical issues and
problems encountered in the design and analysis of the study. The purpose of documenting these efforts
in this way was at least to open up the discussion of the options and concerns considered during the
conduct of the study, and perhaps to provide some insight and guidance to those involved in future
comparative studies of educational achievement.
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1 Issues in Sampling for International Comparative

Studies in Education: The Case of the
IEA Reading Literacy Study

Keith Rust

1.1 Introduction

This chapter deals with sampling issues for international comparative studies in education, with

a focus on the IEA Reading Literacy Study as implemented in the United States. The TEA Reading

Literacy Study was conducted in 1991 by the International Association for the Evaluation of Educational

Achievement (IEA). A total of 32 countries (or parts of countries) participated. In most countries,

sampled students from two grade levels (one grade only in some countries) took an assessment in reading

literacy. Apart from translation into the appropriate national langir the assessments were essentially

identical across countries for each of the two student populations s. ied. A report of the results of the

-udy is presented in El ley (1992).

In designing a study that can provide data for a cross-national comparison of student literacy, a

number of key design issues had to be addressed. These same issues have been faced by those involved

in all international comparative education studies conducted during the past 25 years. First, there are

issues of instrument, assessment administration, scoring, and scaling comparability across countries, and

especially across languages. Then there are questions of the definition of the populations to be surveyed

and the procedures used to ensure that appropriate valid samples of those populations were drawn.

Finally, there are the technical issues related to the sample design and quality control of the sampling

process to ensure that the samples drawn, when subjected to analysis, will yield valid and reliable

estimates of the characteristics and parameters of interest.

We focus on the second and third issues: the implications of the population definitions and

sample design requirements when implemented in the United States. For a discussion of issues relating

to multinational comparability of the assessment instruments and conditions, scoring, and scaling, the

reader should consult the forthcoming international technical report on the study to be published by IRA.

For the IRA Reading Literacy Study, the samples of students in each country were drawn under

the supervision of an International Sampling Coordinator (Dr. Kenneth Ross of Deakin University.

Australia), following the directions provided in a sampling manual that he authored (Ross 1991). Control

of the sampling process was a vital component of the effort to obtain results from the study that were

comparable across countries and useful to those in each country responsible for educational policy and



reading instruction. In each country, a target population (or populations) was established. This target
was defined in terms of the school grade of the students; the appropriate grade for each country was
based on the age distribution of the student population across grades. Each country then prepared a
stratified list of schools with the relevant grade. A sample of schools was drawn (between 100 and 200
per population), typically with probability proportional to size within strata. Then a sample of intact
classrooms was drawn from within each selected school, generally one classroom per school. All students
within selected classrooms were to be assessed in the study.

This chapter addresses a number of issues related to the definition of the target population for
each country and the population actually assessed, as well as the choice of sampling procedure and its
impact on the analysis of the data. Section 1.2 discusses the method of defining a suitable target
population for an international comparative study, its practical effects on the population actually surveyed
in each country, and the comparability across countries. Section 1.3 discusses issues of exclusion of
students from the target population within each country, intentional or otherwise. The importance of
carefully reporting the sc,arces and rates of exclusion is emphasized. Sections 1.4 and 1.5 introduce the
topic of the choice of an appropriate multistage sampling procedure and its relationship to the types of
analyses that are to be performed.

1.2 The Definition of a Target Population

In attempting to define a suitable target population within each participating country that will lead
to the most useful comparisons across countries, designers of international comparative studies attempt,
explicitly or implicitly, to strike a balance among three educational components that are sometimes in
conflict. They must also be constrained by practical concerns in the implementation of designs to sample
the target population. The three components can be summarized as age, grade, and curriculum.

In comparing students across countries, it is desirable to assess students of similar mental,
physical, and emotional maturity; that is, students should be of the same age. At the same time, it is
desirable to compare students with similar amounts of formal education; that is, students should be in the
same grade. Finally, it is desirable that students should have received exposure to a comparable breadth
and depth of material in the subject being assessed; that is, the curriculum to which students are supposed
to have been exposed should be similar from country to country. In the ideal case these three
requirements converge to give rise to a natural definition of the target population in each country, but in
reality they often conflict to some extent and a choice must be made.

Target Populations for the IEA Reading Literacy Study

For the LEA Reading Literacy Study, the primary component used to define the target population
in each country was age. Two populations were defined for the study: one of students at about 9 yearsof age, and one of students at about 14 years of age. Having two populations may have helped to
overcome some of the problems of comparability, shire if the 9-year-olds in two countries are not really
comparable with respect to grade and curriculum, perhaps the 14-year-olds might be, and vice versa.

For two reasons, however, the definitions of the target populations adopted were not just in termsof age. The first was that defining students by a given age would mean that in most countries two or
more grades would have to be sampled. This leads to practical difficulties in sampling and especially
administration, and exacerbates the problem of grade comparability across countries. The second, related
issue was the decision to sample intact classrooms of students. This choice of sampling unit, and its
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consequences for analysis, are discussed below, but clearly the use of intact classrooms meant that a

target population could not be defined in terms of age alone.

It should be noted that it is feasible to define target populations for international studies in terms

of age alone. The two International Assessments of Educational Progress (IAEP) studies have done just

this (Lapointe, Mead, and Phillips 1989; Lapointe, Mead, and Askew 1992). These studies have used

a simple age definition to define the target population, and both have successfully handled the sampling

and administrative issues associated with this approach. With these studies, however, it is more difficult

to analyze teacher and classroom effects than is the case for studies where whole classrooms are sampled.

The approach used for the IEA Reading Literacy Study was to define the target population for

each country in terms of grade, but with the choice of grade being determined by the age distribution of

the students. Thus the two target populations were defined as follows: Population A consisted of the

students in the grade level containing the most 9-year-olds; Population B consisted of students in the grade

level containing the most 14-year-olds. The formal definitions adopted are presented in appendix D of

El ley (1992):

Population A: All students attending school on a full-time basis at the grade level in which most

students were aged 9:00-9:11 years during the first week of the eighth month of

the school year.

Population B: All students attending school on a full-time basis at the grade level in which most

students are aged 14:00-14:11 years during the first week of the eighth month of

the school year.

In fact, these definitions proved difficult to implement in the United States, and possibly in other

countries as well. Three factors led to difficulty in establishing the appropriate grades for the United

States for this study. First, with the decentralized school system in the United States, it was not at all

clear exactly when the first week of the eighth month of the school year would be. Second, there was

a lack of good data available about the distribution of students by age and grade at that time of year.

Census data were available for April 1, 1980, and annual data were available through the late 1980s for

whole years of age as of early October. Data from the National Assessment of Educational Progress

(NAEP) gave information on the age distribution (in months) of students in grades 4 and 8 in 1988.

Third, after dealing with these two issues it was apparent that no grade contained "most" 9-year-olds (or

14-year-olds); there appeared to be a grade in each case with just under 50 percent of the students of the

appropriate age, and a second grade with over 40 percent of the students of that age.

In the United States, these target definitions were operationalized as, "The best available estimate

as to the modal grade foi 9-year-olds and the modal grade for 14-year-olds at the time of assessment

(February-March 1991)." This operational definition resulted in the choice of fourth grade students for

Population A and ninth grade students for Population B. (For more discussion on the choice of target

grade for the United States, see Rust and Bryant 1991). Table 1-1 shows the age distribution of the U.S.

students in the lEA Reading Literacy Study. For the Population A (grade 4) sample, 45 percent of the

students were 9 years old, and the mean age of students was 10.1 years. For the Population B (grade

9) sample, almost half of the students were 14 years old and the mean age of students was 15.1 years.

For the United States, the "estimate" was evidently the correct one.

There are, inevitably, substantial variations in the age distributions across countries, which raise

questions about the comparability of assessment results among countries (El ley 1992 discusses this issue

in his appendix E). It is interesting to note that this combined grade/age definition of the target

population was intentionally varied in at least one instance because of curricular issues. In Indonesia,
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grade 4 was used for Population A, even though the students in that grade are predominately 10 years
old (mean age 10.8 years). That was because grade 4 was the lowest grade at which most students are
educated in the national language, the language of assessment in that country.

Table 1-1. Age distribution of U.S. students in the IEA Reading Literacy Study, by population,
region, and school control: Percentage of students at age level and mean age

Age

U.S. total Region Control

Estimate Standard
error Northe A Southeast Central West Public Private

Population A
(Grade 4)

8 years 7.7% 0.9% 7.1% 7.7% 5.8% 9.9% 8.3% 3.8%
9 years 45.0 1.2 51.1 42.1 44.9 43.1 43.9 53.1
10 years 41.7 1.2 36.0 41.9 45.0 42.4 41.9 39.8
11+ years 5.6 0.5 5.8 8.3 4.2 5.6 5.9 3.3

Mean age . . . . . 10.1 0.02 10.1 10.2 10.1 10.2 10.2 10.1

Population B
(Grade 9)

13 years 4.7% 0.6% 4.2% 5.5% 6.1% 3.5% 4.9% 3.6%
14 years 48.6 1.3 58.0 47.3 45.8 45.3 47.7 54.2
15 years 39.6 1.3 33.9 36.7 43.5 42.8 40.8 32.6
16+ years 7.0 0.8 3.8 10.4 4.6 8.4 6.6 9.6
Mean age 15.1 0.03 15.0 15.2 15.1 15.2 15.1 15.1

NOTE: Percentages may not add to 100 due to rounding.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Among other participating countries, the mean age of Population A students ranged from 8.9
years to 10.4 years (data from Elley 1992, table 3.1). The two extremes in this range are for countries
that appear to have assessed the "wrong" grade. When the two extremes are excluded, the mean age
ranged from 9.2 years to 10.1 years, with a median of 9.8 years. In terms of grade, 12 countries
assessed grade 3 students, 11 countries assessed grade 4 students, and 1 country assessed grade 5
students. For Population B, the mean age of students ranged from 13.9 to 15.6 years (Elley 1992, table
4.1); in terms of grade, 17 countries assessed grade 8 students, 13 countries assessed grade 9 students,
and I country assessed grade 10 students.

A difficulty with the procedure of defining a target grade as being modal for a particular 12-
month age span is that small differences between countries in the age by grade distribution of students
can lead to large differences in the target population across countries defined with respect to age andgrade simultaneously. Thus, although most countries apparently correctly ascertained the target
population for Population A, this results in the inclusion k-ff glade 3 students with a mean age of 9.2 from
the Netherlands, grade 3 students with a mean age of 9.3 from Singapore, and yet grade 4 students with
a mean age of 10.1 from both the United States and France. This variation is fine if one wishes tocompare the United States with France, or Singapore with the Netherlands, but the choice of grades is
not very suitable for comparing the United States with the Netherlands. Note that the overlap in age
distribution between the United States and the Netherlands (say) is so small that the approach of using
age as a covariate in analysis, often a useful technique to control variations in age distribution, will be
of doubtful validity, resting heavily on untestable assumptions.

1)
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An Alternative Approach to Obtaining Target Populations

There is no simple solution to the problem of obtaining samples from across countries that are

grade-based and yet age-comparable. One approach has been proposed for the Third International

Mathematics and Science Study (TIMSS), to be conducted by IEA in 1995. This approach is to select

the pair of adjacent grades that best covers the age population of interest (Wolfe and Wiley 1992). This

would ensure for most countries that a very high proportion of students defined by a 12-month age span

would be included, and thus comparison across countries of students of the same age could be carried

out.

For example, had this approach been used for the Reading Literacy Study, students from grades

3 and 4 would have composed Population A, and over 85 percent of 9-year-olds in the United States

would have been included. Such an approach increases the chance that pairwise comparisons between

countries could be made using comparable grades. For example, the United States could compare grade

4 students with France and grade 3 students with the Netherlands. In fact, it is likely that many countries

would select the same pair of grades (say 3 and 4) rather than splitting into two distinct groups based on

their choice of a single grade.

The paired grade approach also permits cross-country comparisons of the nature and extent of

differences between adjacent grades. It is postulated that change in student achievement from one grade

to the next is more strongly associated with teacher background and practices than is cumulative

achievement at a single grade. Thus, such a design may ,nhance the ability to discern important teacher

characteristics. The use of a paired grade design does present administrative and cost implications that

must be considered in the design of a study.

1.3 The Definition and Reporting of Excluded Students

In a study such as the IEA Reading Literacy Study, students can be excluded from eligibility for

the assessment at a variety of points in the sampling and administr?tion process. Inevitably, exclusions

will not be comparable across countries, because of the different ru,l-ures of the populations and school

systems that are involved. Attempts to make countries comparable with respect to exclusions will

generally prove fruitless. Much more meaningful in practice, and ultimately no doubt more useful to

those making comparative analyses across countries, is an accounting for each country of the size and

nature of the excluded student population. This approach was recommended by the Board on

International Comparative Studies in Education of the National Research Council (Bradburn and Guilford

1990, 24).

It seems useful to classify excluded students according to the stage in the process of sampling and

administration that they are either intentionally or inadvertently excluded from having an appropriate

chance of inclusion in the sample of assessed students. An attempt at such a classification follows.

1. Students excluded from the Desired International Target Population. Although the Desired

International Target Population defines the populations of interest for the study across

countries, there will be students in some countries who are not in this population, whereas

equivalent students in another country are in this population and could be excluded in one

of the stages discussed below. The Desired International Target Population for the IEA

Reading Literacy Study for Population A (for example) was "All students attending schools

on a full-time basis at the grade level in which most students were aged 9:00-9:11 years

during the first week of the eighth month of the school year" (Elley 1992). To interpret the
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results of the study, it is important to know at least approximately in aggregate for the
country the proportion of persons in the following categories:

a. Persons aged 9:00-9:11 who are not enrolled in a mainstream school.

b. Persons aged 9:00-9:11 who are enrolled in school, but are not graded.

c. Students in the relevant grade who are not in school full time.

In many countries these will be small proportions of the population. But, for example,
countries vary as to how they educate their disabled students; in some countries they are
taught in regular graded classes for the most part, and so might be considered as being
included in the Desired Population. Other countries educate many or most such students in
settings that do not correspond to any grading system, and so would exclude such students
from the Desired Population.

Another aspect that must be addressed under this heading or the next is the question of whatconstitutes a country. Specifically, what territories, protectorates, possessions, etc. are
included. For example, in the IEA Reading Literacy Study, a proportion of the identified
excluded population in the United States consisted of students who are residents of Puerto
Rico and various U.S. territories (although the rates of exclusion reported in El ley (1992)
do not treat this group of students as exclusions). These outlying populations could perhapshave been considered as not being included in the Desired International Target Population.

2. Students excluded from the Defined National Target Population before implementation ofschool, classroom, and student sample selection. This is the component referred to as the
Excluded Population in the Sampling Manual (Ross 1991). It includes that portion of the
Desired International Target Population that a country explicitly recognizes as being
excluded from the assessment. Usually this is a school-level exclusion in that certain schools
are excluded as a whole from the assessment, even though they have students in the relevantgrade. Typical cases are geographic regions, language minority schools, and nongovernment
schools. For example, in the IEA Reading Literacy Study, France and Italy excluded
nongovernment schools from the assessment. Portugal assessed only mainland dwellers, and
the United States excluded students from Puerto Rico, the U.S. Virgin Islands, and other
territories, as discussed above.

In presenting the results of exclusion in the IEA Reading Literacy Study, Elley (1992)
recognizes each of these sources of exclusion. In reporting the proportion excluded in each
country, however, exclusions based on geography were ignored. Thus, these are effectively
treated as exclusions from the Desired International Target Population. (Examples include
Indonesia, Philippines, Portugal, and, as mentioned above, the United States.) Exclusionsof students from nongovernment schools (France and Italy) or language minority students
within schools (Flemish speakers in Belgium, non-English speakers in the United States) arecounted in the rates of exclusion reported.

3. Students explicitly excluded in the process of drawing samples of classrooms and students.These would typically be students from special classes for language minority students or
individual language minority students (in schools having predominantly students whose nativelanguage was the language of the assessment), and students with learning or other
disabilities, who may or may not be in special classrooms within regular schools. It is veryeasy to fail to capture an indication of the size and nature of this group unless careful
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procedures are adopted for identifying them at the classroom and student sampling phase.

Thus the sampling procedures must list every classroom that has students who qualify under

the definition of the Defined National Target Population, and not just those that the school

deems appropriate or convenient to assess. The school can then explicitly exclude such

classrooms, giving the reason for exclusion, so that the magnitude and characteristics of this

portion of the excluded population can be identified. Similar procedures are needed to

identify students to be excluded from the selected classrooms. Even with whole classroom

sampling, a full list of students within each selected classroom should be compiled and used

to account for each student.

4. Students excluded because they did not attend any of the assessment sessions. Some students

will inevitably be unable to attend the assessment sessions because of a temporary health

problem or other reason. Such students would not normally be regarded as excluded. If,

however, no effort has been made to identify excluded students during the classroom and

student sampling process, but rather all students in all selected schools are treated as being

included, it seems inevitable that some disabled or language minority students will fail to

attend the assessment (or will not be invited to attend) even though their circumstances at

the time of the assessment are no different than they are at other times. For other absent

students, provided that they are recorded correctly, nonresponse weighting adjustments can

be made to the data to remove substantially the potential for bias in the study estimates. If

no such adjustments are made, such absent students in effect are also a part of the excluded

student population. In either case it is important to report the magnitude of such absences,

as the extent and nature of student absenteeism may have mote impact on the results than

does explicit student exclusion.

In summary, a useful description of the magnitude and effect of student exclusion for comparative

assessments needs to address several aspects. First, the meaning of the Desired International Target

Population must in fact be spelled out for each country, together with a consideration of the size and

nature of the population that could conceivably have been included but was not (e.g., persons of the

appropriate age range not enrolled in school, students in outlying territories). Second, the Defined

National Target Population must be delineated at the student level as well as the school level, and the type

and magnitude of the difference between the national population and the Desired International Target

Population must be identified (e.g., students in schools not using the language of assessment, language

minority students in other schools, physically disabled students, learning disabled students). Third, strict

procedures are needed at the stage of classroom and student sampling to ensure that only students

explicitly excluded are in fact not included in the assessment process, and to give an account of the size

and nature of the population that is excluded at this stage. Fourth, procedures are needed to obtain the

rate of absenteeism from the assessment of nonexcluded students.

1.4 Consequences of the Choice of Sampling Unit on Descriptive Statistics

The IEA Reading Literacy Study adopted as the standard sampling approach the use of a stratified

two-stage sample design. The first stage was to select a stratified sample of schools, and the second was

to select a sample of intact classrooms from within the selected schools. Other large educational surveys,

such as the International Assessment of Educational Progress and the National Assessment of Educational

Progress (NAEP), also used a two-stage sampling approach, although the approach to sampling of

students within schools is different from that of the IEA Reading Literacy Study. Both the IAEP and the

NAEP select a stratified sample of schools, but within selected schools, samples of individual students
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are drawn from a list of all eligible students enrolled in the school. The classroom is not used as a unitof sampling.

This section discusses some issues concerning the analysis of the assessment data, related to theuse of intact classrooms as sampling units. In particular, we examine issues of effective sample size anddesign effects in the estimation of descriptive statistics, such as means, standard deviations, andproportions, for the whole population and for subgroups.

Effective Sample Size and Design Effect for Whole Population

It is well known among survey researchers and educational analysts that sample data on studentsnested within samples of schools, and perhaps classrooms within schools, will generally give less reliableestimates than data from a sample of the same size that is not clustered in this way. This is becausestudents within a given school or classroom tend to be more similar than students across classrooms andschools. This tendency can be quantified by the intraclass correlation coefficient, p. To calculate p, thefirst step is to compute the variance (of a proficiency score, say) among students within classrooms (say)as a proportion of the total between-student variance. Then p is given as 1 minus this proportion. Thus,
p is low (near 0) for characteristics for which students tend to be heterogeneous within classrooms, andis high (near 1) for characteristics that tend to be relatively homogeneous within classrooms.

For a single stage of clustering, the variance of a mean estimate of a characteristic y,Var(y), can be expressed approximately in terms of the population variance (ay) , p, and the sample
sizes of clusters (e.g., classrooms) and students. Denoting m as the sample size of clusters, and n as theaverage sample size of students within cluster, then

Var(y)=-_-{1+(i1-1)}p.
nm

When two stages of clustering are involved (schools and zlassrooms), this expression generalizes, but thevariance remains a function of intraclass correlation and sample size.

For studies that use samples of intact classrooms within schools, the intraclass correlation tendsto be quite high. This means that unless care is taken to achieve an adequate sample size of schools andclassrooms, the sampling precision of estimates will be inadequate. Participants in the IEA ReadingLiteracy Study were instructed to account for this phenomenon in designing their samples. The targetwas to achieve an "effective sample size" of 400 students (Ross 1991); that is,

02
Var6)=

The effective sample size of students is given by the expression nm/(1+(n -1)p). Assuming anaverage classroom size of 25, this means that the number of classrooms needed in the sample is given
by m =400{1. +01-1)p}fri=16(1 +24p).

Most countries assumed large values of p in their design phase and typically selected 100 to 200schools, resulting in several thousand students in total. In the United States, for example, p was assumed
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to be 0.4. This yielded m = 170 in the above equation, and ultimately the numbers of schools

participating were 167 for Population A and 165 for Population B.

This conservative approach was well founded in most countries. In the United States, for

example, the true sample size for Population B (grade 9) was 3,209 students. For the means for the

narrative, expository, and document literacy scales (the three proficiency scales developed for the study),

the effective sample sizes were 383.4, 338.9, and 450.5, respectively. Similarly, for Population A (grade

4), the total sample size was 6,248 students, as two classrooms per school were selected where possible.

The effective sample sizes for the mean scores on the literacy scales were 1,061.3, 618.8, and 993.4,

respectively.

The ratio of the true sample size to the effective sample size is known as the design effect. For

this study, the design effects on the mean literacy scores ranged from 5.9 to 10.1. In studies that do not

draw whole classroom samples of students, the design effects can be much lower. For NAEP, for

example, a typical design effect of 3 would be found for this type of mean (Johnson and Rust 1992).

Rationale for Using Whole Classroom Sampling and Impact on Subgroup Estimation

One reason for adopting a design with whole classroom sampling is cost of administration. For

many countries the major costs are determined by the numbers of schools and classrooms involved in the

study, not the number of students. In fact, in many cases, once a few students from a given classroom

have been included in the sample (as will occur if direct student sampling within schools is used), it is

much more convenient to include all students from that classroom in the assessment than to make

arrangements for the nonselected students during the time that the assessment is being conducted. Thus,

to obtain an effective sample size of 400 students (say), it may well be that the cheapest and easiest

method is to select one intact classroom from each of 100 to 200 schools, even though the actual sample

size of students is several thousand.

Another reason is that not all analyses of the data involve the calculation of simple means and

proportions for the whole population. One important fet Are to note is that although large design effects

are encountered for estimates for the whole population, design effects are invariably lower for subgroup

estimates. This is because the value of n is lower for a subgroup ti an for the whole population. The

design effect is given by the expression (14-(n -1)p}. Therefore, when p is relatively large, a smaller

value of n will give rise to a reduced design effect. For example, for the narrative scale at grade 4, the

design effects for both males and females are about 3.5, compared with 5.9 for the total population.

Put another way, this means that even though the effective sample size for the whole population

is only 400 or so in many cases, for subgroups the effective sample size is much greater than would result

from a true unclustered sample of 400 students. Suppose an estimate for grade 9 has a design effect of

8 (and an effective sample size of 400). With a sample of 3,209 students in the United States from 165

schools, n-20 approximately, so that we have 8 = 1 + 19 p, or p = 0.37. For the same estimate of

a mean or proportion restricted to males, say n =10, it is likely that p for males will be very similar to

that for the whole population at 0.37. The design effect for males will be about 1 + 9 p = 4.3, and

the effective sample size will be about 370. That is, the effective sample size for this subgroup is almost

as large as the 400 for the whole sample.

Thus, a clustered sample such as that used for the lEA Reading Literacy Study will provide much

more precision across subgroups than is apparent from a simple consideration of the overall effective

sample size. Since it is the precision of such subgroup estimates that will generally be the poorest, this



means that such a clustered sample is relatively more efficient than an unclustered sample for estimates
for which such efficiency is most important.

1.5 Consequences of the Choice of Sampling Unit on Estimates from Linear Models

The question of whether or not to use sampling of intact classrooms, or, more generally, what
is the desirable extent of clustering for the sample, may have quite a different answer when one is
estimating parameters for models. We saw above that for the IEA Reading Literacy Study, when
estimating mean proficiencies for the whole population, sampling intact classrooms led to very high
design effects and would have been an appropriate procedure only because of cost efficiencies. The
situation for estimating models is quite different.

Kish and Frankel (1974) have suggested that design effects for parameters in linear regression
equations often will prove to be much closer to 1.0 than for, say, subclass means of the dependent
variable, with the subclasses formed from the independent variables. This phenomenon also has been
observed for NAEP data (Johnson and Rust 1992). At the same time, if one is interested in analyzing
the modifying effect that classroom, teacher, and school variables have on the influence of student
characteristics on literacy, it is necessary to assess many students in each classroom. The large within-
classroom samples are needed to estimate the within-classroom effects of student characteristics with
sufficient precision that it will be feasible to model the variation across classrooms (see discussion in Bryk
and Raudenbush 1992).

In this section, we will consider the consequences of sampling intact classrooms for developing
linear models for predicting scores on the reading scales (narrative, expository, and document). We will
briefly discuss the design effects for some simple linear and hierarchical linear models and examine the
impact of the use of clustered sampling, especially whole classroom sampling, for the U.S. data from the
IEA Reading Literacy Study.

Simple Linear Model Involving Student Characteristics

Consider the following model for the U.S. grade 4 student population that was first presented by
Atash and Rust (1992):

Y = 00 12 + 02 X2 + 6
where

Y denotes score on the narrative scale

X, denotes minority status:

X, = 1 for black and Hispanic students

X, = 0 for all other students

X2 denotes hours per day of Jevision viewing (integer values from 0 to 7)

0 denotes the intercept

0,.32 denote the slope coefficients associated with X, and X2
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E denotes residual term with mean 0, independent of X1 and X2.

Table 1-2 shows the results of fitting this model, using a method that takes account of the

intraclass correlation of the error term, e, within classrooms, schools, and geographic primary sampling

units (PSUs). The jackknife method (Wolter 1985; Rust 1985; Ross 1991) is used throughout the IEA

Reading Literacy Study, both for the U.S. data and internationally, to estimate sampling errors,

accounting for the sample design. The statistical significance of the coefficient estimates is assessed using

a t-distribution with 33 degrees of freedom. This choice of the number of degrees of freedom is dictated

by the nature of the sample design and the method of implementing the jackknife procedure (see Chapter

2 of this volume).

Table 1-2. Coefficient estimates, standard errors, and design effects for a linear model of narrative

scale score of grade 4 students, with minority status (X1) and hours of TV viewing (X2)

Parameter
Coefficient

estimate
Standard error Design effect t (33) Significance

13
266.571 1.8547 2.23 143.73 p<0.001

0, -27.500 1.8743 1.71 -14.67 p <0.001

02 -2.247 0.4018 1.79 -5.59 p <0.001

R2 = 0.0740

'For this analysis, the narrative scale scores are scaled differently from the final international scale reported in Elley (1992), but the difference

is essentially a linear transformation and so has no effect on the statistical significance or design effects of terms in a linear model.

SOURCE: Data from N. Atash and K. Rust, "A Comparison of Hierarchical Linear Models and Jackknife Methods for Estimating Standard

Errors," presented at the Annual Meetings of the American Educational Research Association, San Francisco, California, 1992.

The analysis summarized in Table 1-2 was conducted In a subset of 6,220 students. The

reduction was obtained by eliminating classrooms with fewer than 10 assessed students, as these cases

would have been problematic for fitting the hierarchical linear models discussed below. The table shows

that the design effect for each of the three parameters is about 2 in each case. Thus, the effective sample

was approximately 3,000 for each parameter, in comparison to the effective sample size for the mean of

the narrative scale of about 1,000.

Wright and Williams (1992) also presented design effects for a number of other linear models for

the U.S. data from the IEA Reading Literacy Study. Their models generally involved more independent

variables than the simple one presented above, and the results from one of their models are summarized

in Table 1-3. Again the design effects for slope parameters are consistently of size 2 or lower, but the

design effect is higher for the intercept term (3.83).

Thus, for linear models of student characteristics, the use of whole classroom sampling appears

to have much less consequence for precision of parameter estimates than is the case for estimates of

descriptive statistics. However, for simple linear models, there are no analytic benefits to the use of

whole classroom samplingthe only benefits are those of cost and administrative convenience, as is the

case for descriptive statistics.
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Table 1-3. Coefficient estimates and design effects for linear model of narrative scale scores of
grade 4 students

Variable Coefficient estimate' Design effect
Intercept . ........ . . . 251.70 3.83
Gender 1 -4.52 1.72
Gender 2 4.58 1.72
Race 1 9.88 0.75
Race 2 -0.06 2.32
Race 3 . . -5.51 1.16
Race 4 -20.74 1.41
Race 5 5.05 1.08
Father's Education 1 -6.64 1.41
Father's Education 2 -3.99 0.73
Father's Education 3 -0.52 1.23
Father's Education 4 . 3.94 1.03
Mother's Education 1 -7.32 1.38
Mother's Education 2 0.28 1.81
Mother's Education 3 0.54 1.24
Mother's Education 4 1.14 1.45
Language 1 1.29 1.16
Language 2 -13.51 0.38
Language 3 -2.52 0.59
Language 4 -5.08 1.36

'For this analysis, the narrative scale scores are scaled differently from the final intermstional scale reported in El ley (1992), but the differenceis essentially a linear transformation and so has no effect on the statistical significance or design effects of terms in a linear model.
SOURCE: Data from D. Wright and T. Williams, "Effects of Sampling Design on Regressions of [EA Reading Literacy Data," presented atthe Annual Meetings of the American Educational Research Association, San Francisco, California, 1992.

Simple Linear Model Involving Student and Teacher Characteristics

The IEA Reading Literacy Study collected a wealth of data about teachers and their teaching
practices, principals, and schools. In developing models for student performance on the literacy
assessments, we may wish to include variables relating to whole classrooms of students, derived from
the Teacher and School Questionnaires. One method of doing this is to use linear regression models at
the student level, attar ing to each student the values of the classroom, teacher, and school variables that
are associated with the classroom to which the student belongs. Such models are likely to suffer
potentially serious misspecification effects, discussed below. More fundamentally, however, the impact
of clustering on parameter estimate design effects is likely to be much greater. Consider the following
simple model that includes a student characteristic, a teacher characteristic, and an interaction between
teacher and student characteristic:

where
Y = ,6 + 3t X, + 132X2 + '312 Xi X2 + e

Y denotes score on the narrative scale

X, denotes minority status:

X, = 1 for black and Hispanic students

12
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X, = 0 for all other students

X2 denotes the qualifications of student's classroom teacher:

X2 = 1 if teacher has advanced qualifications

X2 = 0 if otherwise

fio denotes the intercept

/3, denotes the slope coefficient associated with X,

02 denotes the slope coefficient associated with X2

0 1 2 denotes the slope coefficient associated with interaction between X, and X2

denotes a residual term with mean 0, not dependent on X, or X2

Table 1-4 shows the result of fitting this model to the same 6,220 student records as before.

Notice that the design effect for the coefficient estimate for the classroom level variable (X2), g2, is 4.81,

a value much greater than the design effects for slope coefficients seen in the previous model, which were

less than 2. The intercept term has a similar change in design effect, being 5.08 compared to 2.23 in the

previous model.

Table 1-4. Coefficient estimates, standard errors, and design effects for linear model of narrative

scale score for grade 4 students with minority status (X1), teacher qualifications (X2),

and their interaction

Parameter
Coefficient
estimate'

Standard error Design effect I 1(33) Significance

Qo 257.125 2.0907 5.08 12'1.99 p<0.001

a, -30.184 2.5090 1.91 -12.06 p <0.001

02 4.174 3.1231 4.81 1.34 p =0.20

13 1 2
2.122 4.3020 2.21 0.49 p =0.60

R2 = 0.0679

For this analysis, the narrative scale scores are scaled differently from the final international scale reported in Elley (1992), but the difference

is essentially a linear transformation and so has no effect on the statistical significance or design effects of terms in a linear model.

SOURCE: Data from N. Atash and K. Rust, "A Comparison of Hierarchical Linear Models and Jackknife Methods for Estimating Standard

Errors," presented at the Annual Meetings of the Amencan Educational Research Association, San Francisco, California, 1992.

This example demonstrates that when estimating for linear models that involve independent

variables for aggregate units (classrooms and schools), heavy clustering of the sampIL results in

substantial loss of precision in measuring the effect of such aggregate variables. Simply put, if one

wishes to learn about classroom-level effects on mean student proficiency, it is advantageous to include

many classrooms, rather than many students per classroom, in the sample.

It is a:so important to note that an analysis that fails to account for the effect of sampling intact

classrooms is very likely to falsely conclude that aggregate level effects are significant. For example,

in this analysis the significance of the coefficient for teacher qualifications, (32, was p = 0.20. An
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analysis conducted using a standard regression package, failing to adjust for the design effect, would havegiven a test statistic of 6.43, rather than 1.34, and the analyst would erroneously have concluded thatteacher qualifications have a highly statistically significant effect. The use of a relatively unclustered
design, with only a few students sampled per classroom and school, would provide protection against thepossibility of such misleading analyses.

For populations of students clustered within schools and classrooms, the use of the linearmodeling approach to examine the effect of aggregate level variables has been criticized as beinginappropriately specified. Two primary sources of misspecification are likely to be encountered inpractice. The first is that the distribution of the residual term is dependent upon the values of theindependent variables. The second is that the model fails to account for the fact that the classroom
variable may impact the intercept, as we as the slopes of the student-level variables. In the aboveexample, teacher qualifications may affect not only the average student achievement within the groupsof minority and nonminority students, but also the difference in achievement between minority andnonminority students. This second issue can be addressed by introducing interaction terms in the linearmodel, between student-level and classroom-level variables, as was used in equation (2). The likelihood
then is that not only will the residual term be dependent on the classroom-level variables, but also uponthe interactions. In the example above, Atash and Rust (1992) evaluated the interaction between minoritystatus and teacher qualifications and found it to be nonsignificant (see Table 1-4). There was evidence,however, that the residual terms were substantially correlated with the minority-status variable.

Hierarchical Linear Models

To deal with these deficiencies in linear models, the technique of hierarchical linear modeling(HLM) has been developed. For a discussion of its application to the IEA Reading Literacy Study data,see Chapter 4 of this volume. This approach proposes models at two or more levels. In this case thefirst-level model is a simple linear model of the effect of student level variables. The second-level modelincludes the impact of classrooms and classroom-level variables on the intercept and slope coefficientsof the first model. Consider the following example, using the same variables as above:

IWO-FP; X1 +6 *

PO. YO0 YOI X2 + 6

131*--rio+Y11X2+6

(3)

The terms E*, 8, and 0 are residual terms, assumed to be independent of X, and X, Note that this modelcan he re-expressed as

Yoo rioXi Vol; + ynXIX2+0X/+*+8.

This reduces to a standard linear model with interaction, if and only if 0 is always 0 (i.e.,o20-0).

In estimating terms for this model, a crucial element is to estimate the value of o20 . That is, thevariation in from classroom to classroom must be measured reliably. To do this we need to obtainreliable within-classroom estimates of the differences in achievement between minority and nonminoritystudents for each of a sample of classrooms. Thus, to realize the advantages of the hierarchical linear
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modeling approach over a linear model, it is essential to have large within-classroom sample sizesthat
is, whole-classroom sampling is needed.

As an aside, it is of interest to consider the effect of the sample design on parameter estimates

for a hierarchical linear model. If the sample were a simple random sample of intact classrooms, the

design effects for the parameter estimates would be 1.0, since this is the design assumed in the

development of HLM theory. The software currently available assumes such a design. The lEA Reading

Literacy Study data are clustered by school and geographic PSU (and also stratified), so that it is sensible

to examine the design effects for HLM parameter estimates. Atash and Rust (1992) did this for a

hierarchical model that was equivalent to the linear model in equation (1). That is, the HLM took the

following form:

Y=Po.+Pi.X1+0;12+E*

P0.9'00+8

Pi = Ylo

13; = y20.

(4)

The results are shown in Table 1-5. It can be seen that the design effects are quite close to 1 for

all parameter estimates. If this result generalizes to other models of student variables (level 1 models).

there. are two implications. The first is that the use of standard HLM software to analyze IEA Reading

Literacy Study data will seldom lead to erroneous conclusions of significance. The second, related point

is that using such an HLM approach is a viable alternative to fitting ordinary linear models and
accounting for the complex sample design. It should be noted that HLM offers no real advantages for

a model such as (4). We have not yet investigated the more crucial issue of the design effects for

coefficients of true hierarchical models (such as (3)) with the IEA Reading Literacy Study data.

Table 1-5. Coefficient estimates, standard errors, and design effects for hierarchical linear model
of narrative scale score for grade 4 students with minority status (X1) and hours of TV

viewing (X2)

Parameter
Coefficient

estimate'
Standard error Design effect t (33) Significance

7CK)
252.313 1.6378 1.39 154.06 p<0.001

710
-14.095 2.2191 1.16 -6.35 p <0.001

72o
-1.103 0.3025 0.80 -3.65 p'- 0.001

'For this analysis, the narrative scale scores are scaled differently from the final international scale reported in Elley (1992), but the difference
is essentially a linear transformation and so has no effect on the statistical significance or design effects terms in a linear model

SOURCE: N. Atash and K. Rust, "A Comparison of Hierarchical Linear Models and Jackknife Methods for Estimating Standard Errors."
presented at the Annual Meetings of the American Educational Research Association, San Francisco, California, 1992.

The conclusion from this discussion is that in designing comparative education studies effectively,

it is essential to have an understanding of the types of analyses that are to be carried out, where the data

are to come from, and the relative importance of each type of analysis before finalizing the design. For

data such as those obtained in the lEA Reading Literacy Study, for estimates of mean proficiency for the

whole population and large subgroups, the use of whole-classroom sampling is highly inefficient unless

justified on the grounds of administrative conveniel, e. For standard linear n idols, such as (I) and (2).

such a design is likely to be inefficient also, especially when mixed-level variables arc involved.
Hierarchical linear models are designed to handle data having a true hierarchical structure. so that the use
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of whole-classroom sampling is not a problem and is often desirable for obtaining good estimates of the
model terms.

1.6 Concluding Remarks

In this chapter, we have shown that for international comparative studies of educational
achievement, the definition of the target population has implications for the definition and identification
of excluded students and on the choice of sampling units in a multistage design. The choice of sampling
unit, in turn, has consequences for efficiency in the analysis of the data, and may in fact preclude certain
kinds of analysis. Thus, it is not desirable to reach decisions about the choice of target population, the
definition of the excluded population, the choice of sampling units, and the methods of analysis, in
isolation or even in sequence. To realize the full potential of such a study, these decisions must be
linked. A single, overall strategy must be developed for the study that best addresses the research
interests that motivate the study, and the resource limitations that constrain it.
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2 Estimation, Sampling Errors, and Design Effects

Edward Bryant

This chapter addresses the issues involved in making estimates of population means, totals,
proportions, and other relatively simple statistics from a complex design such as the one used for the IEA
Reading Literacy Study. The design for the IEA Reading Literacy Study called for the selection of a
sample of classrooms at grades 4 and 9 to represent the U.S. population at each of these grade levels.
To accommodate the plans for assessing the students in their classrooms using centrally trained
administrators, a complex multistage sample design was required. The use of such a design has
implications for the analysis of the data. First, appropriate estimation formulas require the use of survey
weights. Second, estimates of sampling error require special methods that account for the design
features. More generally, inferences about population parameters can only be made appropriately .f
proper account is taken of the impact of the sample design and estimation procedures on both tilt
parameter estimates themselves and on their accompanying estimates of sample error.

Sections 2.1 through 2.5 provide more detailed information on the various steps in the sample
design and development of sampling weights. Sections 2.6 through 2.8 examine the issues of estimation.
Section 2.6 discusses the use of the LEA Reading Literacy Study data to estimate simple averages, ratios,
and proportions. Section 2.7 examines methods of estimating standard error. Section 2.8 explores
methods for assessing the appropriate degrees of freedom in confidence tests.

2.1 Basic Structure of the Design

The U.S. component of the IEA Reading Literacy Study was designed to collect test scores and
data on student, teacher, school, and family characteristics; family, school, and classroom environments;
instructional strategies; and student reading act vities and behaviors on a sample of grade 4 students
(Population A) and grade 9 students (Population B). The first stage sample was drawn from the primary
sampling units (PSUs) constructed for the National Assessment of Education Progress (NAEP) surveys,
after some changes in stratification described below. The sample was allocated to the strata in proportion
to 1980 population, which was the basis for construction of the NAEP PSUs. The schools in the sample
of PSUs were further stratified by enrollment in grade 4 or grade 9 (the two populations were handled
independently), and by school sector (public and private).

The structure of the sample design differed somewhat from the models suggested by the
international referee (Ross 1991). The United States adopted the unusual approach, approved by the
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referee, of arranging for centrally trained personnel from outside the school system to administer the
assessments. This approach was adopted to maximize school participation by minimizing the burden on
schools and to assist in maintaining uniformly high standards of assessment administration throughout the
sample. In most other countries, school personnel administered the assessments in the interest of
minimizing costs. As a consequence, the sample of U.S. schools was concentrated in selected areas to
reduce travel costs.

The sample was designed to select 200 schools from each of grade 4 and grade 9. The basic
sample plan called for sampling intact classrooms or classes as follows:

Grade 4. If there are fewer than an estimated 50 grade 4 students in the school, take all.
If there are 50 or more, sample two classrooms at random.

Grade 9. If there are fewer than an estimated 25 grade 9 students, take all. If there are 25
or more, take one classroom (typically, one home room).

The numbers of grade 4 and grade 9 students in the school were estimated by dividing the total
enrollment, as reported on the 1989 Quality Education Data (QED) file, by the grade span of the school.
The QED file is a commercial file of schools often used as a sampling frame for national or regional
samples of schools. Enrollment by individual grades is not reported, so dividing total enrollment by the
number of grades in the grade span provides an estimate of the enrollment in each grade. Even though
enrollment sometimes is either overestimated or underestimated by this procedure, no error is introduced
if the under- or overestimation is reasonably consistent across schools. The purpose of the estimates is
simply to provide a measure of size of the schools for the purpose of allocating the sample. For purposes
of targeting the sample size, it was estimated that the average enrollment per classroom would be in the
neighborhood of 25. Thus, with 200 schools representing each grade, and taking one classroom per
school in grade 9 and (typically) two classrooms per school in grade 4, one would expect to sample about
4,000 students in grade 9 and somewhat fewer than 8,000 students in grade 4. After nonresponse and
allowing for the variability in class size, the number of sampled students from grade 9 was 3,209 and
from grade 4 was 6,248.

2.2 Stage 1 Stratification

The Stage 1 stratification involves a regrouping of PSUs defined for the NAEP. The NAEP
PSUs are counties (or independent cities) and groups of counties with a minimum size of 60,000
population as of the census of 1980. The counties constituting metropolitan areas are kept together.
Other, aggregations of counties avoid mixing urban and rural counties.

The NAEP PSUs were restratified for use in the lEA Reading Literacy Study because estimates
that are required by various subgroups (such as minorities) in the NAEP surveys are not required in the
IEA survey. In the !EA survey, the first-level stratification was by NAEP region (four geographic strata)
and two degree-of-urbanization strata (Metropolitan Statistical Area--MSA--and non-MSA). In addition,
the PSUs in the Southeast and West regions were stratified by percent minority, divided into those with
less than 20 percent minorities and those with 20 percent or more. Minorities are relatively less
significant in the Northeast and the Central regions, so the minority stratification was not used in those
regions. In the West the high minority, non-MSA stratum contained so few schools that it was combined
with the low minority, non-MSA stratum. The 50 PSUs to be selected for the sample were allocated
across the strata in proportion to the 1980 population; the 1990 census population was not available at
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the time of the allocation. The numbers of PSUs allocated into each sampling stratum are shown in Table
2-1.

A sample of PSUs was drawn according to the above allocation using probability proportional
to size (PPS) sampling, where the size measure was the 1980 population. Any PSU that contained more
than 50 percent of the total measure of size of the stratum divided by the number of PSUs allocated to
the stratum was included with certainty, and the measure of size to be allocated PPS was adjusted
accordingly. Sampling weights of PSUs are the inverse of the probabilities of selection.

2.3 Stage 2 Stratification

It was believed that control (public and private) and size of school might be related to reading
literacy, so the schools in the sampled PSUs were extracted from the 1989 QED file and substratified by
control and size which, in some cases, cross-cut the first level of stratification. It was presumed that the
distinction between private and public schools was so important that the design should adequately
represent the relatively thin population of private schools. It was also thought important to have an
appropriate representation of the large number of small schools with small enrollments.

The substrata that included control and size are shown in Table 2-2 for grade 4 (Population A)
and in Table 2-3 for grade 9 (Population 13) Enrollment was attributed to schools for the fourth and
ninth grades by dividing total enrollment for the school by the grade span covered by the school. The
enrollments thus constructed were put into three classes, less than 15, at least 15 but less than 50, and
50 and more. The amount of collapsing of first-stage stratifying factors necessary to effect the second
stage of stratification is evident from the tables. Note that the last stratum in each table consists of the
large number of schools with small enrollments. These schools were sampled at a lower rate in order
to increase the efficiency of the design. To compensate for the lower sampling fraction of the schools
with small enrollments, the weights of the sampled small schools were increased so that their effect on
national projections would be proportionate to the total enrollment of the stratum.

The sample of 200 schools from each grade was allocated to the deeply stratified universe in
proportion to the number of students in the given grade projected from the sampled PSUs, since, at the
time the sample was drawn, total counts for the universe were not available in time to meet the deadline
for the design work. This required a later adjustment in the sampling weights, as is discussed in Section
2.5.

2.4 Selection of SchGols and Classes of Students

The schools, as identified above, were coded by substratum number, as shown in Tables 2-2 and
2-3. Within each substratum, each school was given a measure of size that reflected the way in which
the within-school sample was to be drawn. The measures of size were determined by multiplying the
PSU weight by a measure of the per-school enrollment for the schools in the grade level corresponding
to the study population. The measures of estimated per-school enrollment for schools in particular size
strata are shown in Table 2-4.
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Table 2-1. Number of PSUs allocated to sampling strata
Region' Urbanicity Certainty Minority level' Number of PSUs'

Northeast MSA Certainty All 7

Noncertainty All 4

Non-MSA Noncertainty All 2

Southeast MSA Certainty High 2

Noncertainty High 2

Noncertainty Low 2

Non-MSA Noncertainty High 2

Noncertainty Low 2

Central MSA Certainty All 3

Noncertainty All 6

Non-MSA Noncertainty All 4

West MSA Certainty High 2

Noncertainty High 4

Noncertainty Low 4

Non-MSA Noncertainty All 4

Total PSUs 50

Region definitions (note that these region definitions are those used by NAEP, and hence were used for forming strata for the Reading Literacy
Study).

Northeast Southeast Central West
Connecticut Alabama Illinois Alaska
Delaware Arkansas Indiana Arizona
District of Columbia Florida Iowa California
Maine Georgia Kansas Colorado
Maryland Kentucky Michigan Hawaii
Massachusetts Louis:iia Minnesota Idaho
New Hampshire Mississik pi Missouri Montana
New Jersey North Carolina Nebraska Nevada
New York South Carolina North Dakota New Mexico
Pennsylvania Tennessee Ohio Oklahoma
Rhode Island Virginia (outside South Dakota Oregon
Vermont Washington, DC MSA) Wisconsin Texas
Virginia (the part in West Virginia Utah

Washington, DC MSA) Washington
Wyoming

'Minority level of primary sampling unit (PSU) only used in Southeast and West regions: Low = less than 20%, High = 20% or more.

'The PSUs constructed for NAEP were restratified for this TEA survey.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-2. Substrata for grade 4 (Population A

Substratum
NAEP stratum characteristics Substratum Number of schools

number Region' Urbanicity
Minority

level'
Certainty

status
Control Grade size' Sample Population'

1 Northeast MSA NA Certainty Public 15-49 2 1,029

2 Northeast MSA NA Certainty Public 50+ 12 2,627

3 Northeast MSA NA Certainty Private 15+ 4 1,685

4 Northeast All NA Noncertainty Public 15-49 6 2,268

5 Northeast All NA Noncertainty Public 50+ 13 3,221

6 Northeast All NA Noncertainty Private 15+ 3 1,408

7 Southeast MSA High Certainty All 15+ 4 915

8 Southeast MSA High Noncertainty Public 15+ 9 2,282

9 Southeast MSA Low Noncertainty Public 15+ 11 2,323

10 Southeast All All Noncertainty Private 15+ 4 1,579

11 Southeast Non-MSA High Noncertainty Public 15+ 8 1,920

12 Southeast Non-MSA Low Noncertainty Public 15+ 9 2,393

13 Central MSA NA Certainty Public 15+ 7 2,067

14 Central MSA NA Certainty Private 15+ 2 782

15 Central All NA Noncertainty Private 15+ 5 2,304

16 Central MSA NA Noncertainty Public 15-49 4 1,880

17 Central MSA NA Noncertainty Public 50+ 14 3,718

18 Central Non-MSA NA Noncertainty Public 15-49 8 3,106

19 Central Non-MSA NA Noncertainty Public 50+ 6 1,728

20 West MSA High Certainty All 15+ 9 2,081

21 West All All Noncertainty Private 15+ 4 1,696

22 West MSA High Noncertainty Public 15+ 17 3,543

23 West MSA Low Noncertainty Public 15+ 19 4,383

24 West Non-MSA All Noncertainty Public 15-49 5 1,538

25 West Non-MSA All Noncertainty Public 50+ 7 1,630

26 All All All All All <15 8 10,408

Region definitions (note that these region definitions are those used by NAEP, and hence were used for forming strata for the Reading Literacy

Study).

Northeast Southeast Central West

Connecticut Alabama Illinois Alaska

Delaware Arkansas Indiana Arizona

District of Columbia Florida Iowa California

Maine Georgia Kansas Colorado

Maryland Kentucky Michigan Hawaii

Massachusetts Louisiana Minnesota Idaho

New Hampshire Mississippi Missouri Montana

NeN Jersey North Carolina Nebraska Nevada

New York South Carolina North Dakota New Mexico

Pennsylvania Tennessee Ohio Oklahoma

Rhode Island Virginia (outside South Dakota Oregon

Vermont Washington, DC MSA) Wisconsin Texas

Virginia (the part in West Virginia Utah

Washington, DC MSA) Washington
Wyoming

'Minority level of primary sampling unit (PSU) only used in Southeast and West regions: Low = less than 20%, High 20% or more.

'Enrollment in the given grade was estimated by dividing the school enrollment for the school as I:sted in the 1989 Quality of Education Data

(QED) file by the number of grades in the grade span of the school. This was used as the grade size.

'Tabulated from QED file.

NOTF NA Not applicable.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-3. Substrata for grade 9 (Population B)

Substratum
number

NAEP stratum characteristics Substratum Number of schools

Region' Urbanicity Minority
level'

Certainty
status Control Grade

size ' Sample Population'

1 Northeast MSA NA Certainty Public 15+ 18 961

2 Northeast MSA NA Certainty Private 15+ 3 599
3 Northeast MSA NA Noncertainty Public 15+ 14 1,265
4 Northeast MSA NA Noncertainty Private 15+ 3 453
5 Northeast Non-MSA NA Noncertainty All 15+ 5 726
6 Southeast MSA High Certainty All 15+ 4 278
7 Southeast All All Noncertainty Private 15+ 3 882
8 Southeast MSA High Noncertainty Public 15+ 9 750
9 Southeast MSA Low Noncertainty Public 15+ 12 680

10 Southeast Non-MSA High Noncertainty Public 15+ 10 1,003
11 Southeast Non-MSA Low Noncertainty Public 15+ 9 1,078
12 Central MSA NA Certainty All 15+ 10 619
13 Central All NA Noncertainty Private 15+ 3 602
14 Central MSS NA Noncertainty Public 15+ 22 1,695
15 Central Non-MSA NA Noncertainty Public 15+ 14 2,826
16 West MSA High Certainty All 15+ 9 471

17 West All All Noncertainty Private 15+ 2 588
18 West MSA High Noncertainty Public 15+ 18 857
19 West MSA Low Noncertainty Public 15+ 19 1,103

20 West Non-MSA All Noncertainty Public 15+ 11 1,863
21 All All All All All <15 2 4,088

'Region definitions (note that these region definitions are those used by NAEP, and hence were used for forming strata for the Reading Literacy
Study).

Northeast Southeast Central West
Connecticut Alabama Illinois Alaska
Delaware Arkansas Indiana Arizona
District of Columbia Florida Iowa California
Maine Georgia Kansas Colorado
Maryland Kentucky Michigan Hawaii
Massachusetts Louisiana Minnesota Idaho
New Hampshire Mississippi Missouri Montana
New Jersey North Carolina Nebraska Nevada
New York South Carolina North Dakota New Mexico
Pennsylvania Tennessee Ohio Oklahoma
Rhode Island Virginia (outside South Dakota Oregon
Vermont Washington, DC MSA) Wisconsin Texas
Virginia (the part in West Virginia Utah

Washington, DC MSA) Washington
Wyoming

'Minority level of primary sampling unit (PSU) only used in Southeast and West regions: Low = less than 20%, High = 20% or more.

'Enrollment in the given grade was estimated by dividing the school enrollment for the school as listed in the 1989 Quality of Education Data
(QED) file by the number of grades in the grade span of the school. This was used as the grade size.

`Tabulated from the QED file.

NOTE: NA Not applicable.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for EducationStatistics, 1991.
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Table 2-4. Measures of estimated er-school enrollment by rade and size stratum

Grade and size stratum
Measure of estimated per-school enrollment'

at grade level

Grade 4 (Population A)

Fewer than 15 students' 7.6

15-49 students

In MSA and private 26.0

In MSA and public 38.0

Not in MSA and private 21.0

Not in MSA and public 29.0

50 or more students Actual grade size
11W

Grade 9 (Population B)

Fewer than 15 students 7.9

15 or more students Actual grade size

Enrollment in the given grade was estimated by dividing the school enrollment for the school as listed in the 1989 Quality of Education Data
(QED) file by the number of grades in the grade span of the school.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

After assignment of the measures of size, the schools were drawn with probability proportional

to size within the substrata. The first stage of the process was to identify the schools selected with

certainty, which were defined as any schools with measures of size equal to or greater than three-fourths
of the sampling interval used in the sample selection. These schools were given probability 1.00 of
inclusion at the substratum level. All other schools selected in the substratum were given the probability
of inclusion of 1 divided by the revised sampling interval, after exclusion of the certainty selections. The
overall probability of selection of the schools is the product of the within-substratum probability of

selection and the PSU probability of selection.

The sampling was done using WESSAMP, Westat's proprietary package for sample selection.
This software also provides the overall probability of selection of the schools. The base weight of the
selected school is the inverse of the probability of selection. These base weights were adjusted for school

nonresponse, as described below.

Within the selected schools, classes (one to two) were drawn with equal probability without

replacement. For grade 4, two classes were selected per school. For grade 9, one class was selected

per school.

2.5 Weight Adjustments

School Weight Adjustments

The allocation of the sample of schools to the secondary stratification that employed control and
size of school was based on estimates of the measures of size in those secondary strata. These estimates
were made from the sample of NAEP PSUs and, hence, were not the true measures of size of the strata.
Since the time that the design was determined, it has been possible to tabulate the entire QED file by the
characteristics that define the substrata. This made it possible to adjust the sample weights so that the
number of schools in the responding sample would weight up to the number of schools in the QED file

within each substratuma straightforward, poststratification procedure.
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The enrollments in the sampled schools were multiplied by the school weights and compared with
estimated enrollments for grades 4 and 9 produced by the Current Population Survey (CPS). The
differences were judged to be large enough that a second adjustment to the sampling weights was made
so that the estimated enrollments in the two grades would equal the CPS estimates within each NAEP
region.

The two weight adjustments automatically correct for school nonresponse to the survey. In
making the first adjustment, the weighted number of sampled schools was adjusted to equal the number
of schools listed in the QED file, with no account taken of the number of closed schools. This handling
of closed schools in the file counts was considered appropriate since there was no opportunity to include
newly opened schools after the time of collection of the data for the QED file. A 1989 QED file was
used in the sample allocation and drawing of schools. Some schools are closed every year, and some new
schools are opened. Experience has shown, however, that turnover rates are low and, for the purposes
of obtaining a cross-section of reading literacy, there is relatively little impact of failing to include every
new school that has been opened since the frame for the design was determined. The added cost of
updating the QED file was judged not to be worthwhile.

Student Weight Adjustments

The student weights within each school reflect both the subsampling of classrooms in the school
and the individual student nonresponse within the school. That is, the school weight was multiplied by
the number of classrooms in the school at the target grade and divided by the number of classrooms
sampled. This weight was multiplied by the number of students in the selected classrooms and divided
by the number of responding students, to compensate for student nonresponse.

The distribution of student weights after adjustment is shown by substratum in Tables 2-5 and 2-6.
Note that the range in weights within the substratum is never more than twice the average weight. The
last substratum for each class represents the schools with an estimated enrollment of less than 15 students
in the class. These two substrata were sampled thinly to conserve costs, so one expects their average
weights to be high. However, the weighted sum of students in substratum 26 for grade 4 is only 3
percent of the total, so that the contribution to the average is small from the large weights in that
substratum. For grade 9, substratum 21 weights up to only about 1.5 percent of the total grade 9
students.

2.6 Estimation of Averages, Ratios, and Proportions

With data from surveys such a,- the IEA Reading Literacy Study, the estimation of averages,
ratios, and proportions can be derived by the same method. The estimated average over all students in
the given grade is the weighted sum of the sample scores divided by the weighted number of all sample
students taking the test. The same rule applies if the sum is taken over any subset of the sample, say,
males, or Hispanics, or students who watch television more than 2 hours per day. For example, let

wik = adjusted student weight for the kth student in the jth school in the ith PSU (or variance
replicate as defined in the next section), and

yuk = narrative reading score of the kth student in the jth school in the ith PSU (or variance
replicate) .



Table 2-5. The maximum, minimum, average, and sum of student weights, by substratum for

grade 4 (Population A)

Substratum Maximum weight Minimum weight Average weight Sum of weights

1 644.2 596.5 620.4 60,247

2 1,031.3 633.0 889.9 231,655

3 998.9 451.9 666.0 64,723

4 944.6 674.3 850.3 124,004

5 907.2 113.4 572.3 245,555

6 494.7 494.7 494.7 16,821

7 877.4 565.3 714.4 141,318

8 1,203.4 242.8 573.3 207,809

9 628,4 327.0 461.4 224,020

10 744.1 269.5 519.5 52,061

11 753.8 203.3 427.4 117,354

12 554.7 214.1 333.2 91,740

13 728.7 208.2 415.5 160,344

14 769.1 270.7 436.9 40,215

15 892.5 640.9 707.3 98,517

16 1,029.6 489.8 644.7 101,438

17 679.8 177.7 506.1 269,221

18 621.2 512.5 570.3 83,026

19 805.8 555.7 691.1 121,170

20 1,035.9 228.9 496.0 142,455

21 569.6 470.8 496.8 46,841

22 1,013.3 187.6 514.2 305,071

23 975.3 279.2 458.8 388,262

24 395.7 353.6 369.1 66,485

25 844.7 671.2 744.8 146,182

26 4,048.1 2,576.0 3,100.2 110,397

Total
3,656,929

NOTE: Details may not add to totals due to rounding.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Canter for Education Statistics, 1991.

Then the average score for the subset i, i, and k in the subset s is estimated as follows.

WijkYijilE Wijk'
8

The same formulation is appropriate for any ratio of one variable to another. Th

that one replaces an estimate of the weighted total number of students in the denominator by

sum of a variable.

For example, the ratio of hours of TV watching per hour spent on homework can

as follows:

wohdE wykxvk

3 1;
27
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Table 2-6. The maximum, minimum, average, and sum of student weights, by substratum for
grade 9 (Population B)

Substratum Maximum weight Minimum weight Average weight Sum of weights
1 2,483.9 671.1 1,378.7 213,508
2 2,628.8 1,376.7 1,868.7 134,824
3 2,071.8 1,180.6 1,663.7 289,340
4 1,019.3 329.6 674.4 16,516
5 3,562.4 263.6 1,147.8 63,120
6 1,145.6 376.6 844.8 60,409
7 1,251.0 518.5 834.5 47,657
8 1,723.3 316.2 797.2 117,513
9 1,436.4 671.0 958.6 239,497

10 2,208.1 228.3 1,318.3 219,710
11 978.6 588.9 800.1 133,714
12 1,576.8 534.3 1,064.5 187,838
13 1,592.2 678.0 1,154.4 2:7,428
14 1,786.1 671.9 983.5 327,937
15 1,445.4 418.6 935.5 229,549
16 1,837.8 256.5 1,219.8 224,310
17 610.7 610.7 610.7 10,383
18 3,038.2 343.4 710.4 185,294
19 2,742.3 326.2 1,375.9 380,447
20 1,563.5 679.5 1,044.0 199,549
21 4,599.9 4,599.9 4,599.9 55,199

Total
3,553,741

NOTE: Details may not add to totals due to rounding.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

where

ijk

Xiik

= hours of TV watching for the kth student in the jth school in the ith PSU (or variance
replicate), and

= hours spent on homework for the kth student in the jth school in the ith PSU (or variance
replicate).

The formulation in (1) also works for estimating the proportion of students having a given
characteristic, such as having a single parent. In that case, the variable in the numerator is 1 if the
student has a single parent and 0 otherwise (yuk = 1 or 0).

2.7 Estimation of Sampling Errors

The sampling for the LEA Reading Literacy Study in the United States was designed so that
standard errors could be estimated using the "ultimate cluster" method (Hansen, Hurwitz, and Madow
1953). 'I he ultimate cluster is a grouping of sampled students for variance estimation purposes. Forstudents in schools that are in PSUs that were not selected with certainty, the appropriate ultimate cluster
is the PSU, since the aggregate for the PSU takes into account the stratification and allows for variation
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between PSUs within strata and between schools within the PSUs. For PSUs selected with certainty,

the appropriate ultimate cluster is the school or aggregates of schools in the same certainty PSU. In this

case there is no contribution from the variation among PSUs since the PSU was selected with certainty.

In general, the use of ultimate clusters for sampling error estimation reflects the gains in precision from

stratification and the loss in precision from clustering of the students within classrooms or within schools.

2.7.1 Jackknife Method of Variance Estimation

Sampling errors for the descriptive statistics were computed by the jackknife method (Rust 1985)

using Westat's WESVAR software. To use this method, the noncertainty PSUs were grouped into pairs

within the substrata, and within the certainty PSUs the schools were grouped into pairs. These pairings

are termed variance estimation strata.

To compute the jackknife estimate, the mean or ratio or proportion, as defined in Section 2.6,

is computed for the whole file (or for a given subset). Then, the first variance replicate is constructed

by deleting one ultimate cluster at random in the first variance estimate stratum. That member of the pair

is given zero weight and the weight of the other member is doubled. The average or ratio or proportion

is recomputed for this set of weights. This constitutes the first replicate estimate. Call it Ei and denote

the overall estimate computed above by E. Repeat this process for each of the variance replicates. Then,

the standard error of the overall estimate, E, is given by

SE(E)=\1 E (E1-E)2 (3)

where the summation is over all of the variance replicates and E, denotes the estimate for replicate i.

2.7.2 Construction of the Variance Estimation Strata

Table 2-7 shows the 15 original sampling strata and the number of variance strata for grade 4 and

grade 9. The contribution to variance of the noncertainty PSUs was estimated by pairing noncertainty

PSUs. Each pair consisted of PSUs that were sampled from strata having similar characteristics. In

total, 18 variance estimation strata were constructed from the noncertainty PSUs. One of the NAEP

strata contained only one sampled PSU, so within-stratum pairing was impossible. This stratum was

collapsed with the succeeding PSU in the next stratum in the ordered sequence (which contained three

NAEP PSUs) to form a replicate pair, and the replicate weights were adjusted accordingly.

The contribution to variance of the certainty strata was estimated by pairing groups of schools

in the certainty strata. Variance estimation strata were formed by grouping responding schools in the

same region, with the same type of control (public or private), and the same enrollment class. Pairs, and

in a few cases triplets, were formed within these classes. The sample of grade 4 schools in certainty strata

consists of 32 responding schools in 12 PSUs. Fifteen variance strata were formed from these schools.

Thirteen of them had two schools each, formed into two replicate pairs of one school each. Two had three

schools each, grouped into three members of one school each. The grade 9 sample of certainty schools

contained 33 responding schools in 13 certainty PSUs. Schools were grouped into 12 variance strata with

one school in each member of the variance pair and three strata with three schools in each variance

stratum.
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Table 2-7. Summary of variance strata for jackknife estimation

Region Urbanicity Certainty Minority
Number of variance strata

Grade 4 Grade 9
Northeast MSA Certainty AP 5 5

Noncertainty All 2 2
Non-MSA Noncertainty All 1 1

Southeast MSA Certainty High 2 1

Noncertainty High 1 1

Noncertainty Low 1 1

Non-MSA Noncertainty High 1 1

Noncertainty Low 1 1

Central MSA Certainty All 4 4
Noncertainty All 3 3

Non-MSA Noncertainty All 2 2

West MSA Certainty High 4 5

Noncertainty High 2 2
Noncertainty Low 2 2

Non-MSA Noncertainty 411 2 2

Total
33 33

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

When there were three PSUs (or groups of schools) per variance stratum, the method specifiedin Function 3 of WESWGT, a Westat proprietary program, was used to compute the weights to be
attached to the two comparisons within the variance stratum. When there are three members within the
variance stratum, say a, b, and c, one can form three estimates of the stratum from taking 1.5 times a+ b, or 1.5 times a + c, or 1.5 times b + c. Function 3 of WESWGT chooses two of these estimatesat random and, in effect, forms two replicates representing the ith variance stratum, say 41) and i(2)
where i represents the stratum with three members. The variance is computed as in (3), above, adding
over all of the replicates, including the additional ones created by splitting the three members.

2.7.3 Jackknife Estimates of Standard Errors for Selected Subclasses

The jackknife estimation method of variance estimation serves quite well for most estimates, andthe estimate, E, can take many forms. It is known not to be efficient in some circumstances for theestimates of quantiles such as medians or percentiles. However, empirical research (Hansen 1989)suggests that for multistage samples of PSUs, schools, and students, it has sufficient reliability for such
measures for large samples such as estimates for the total student population, but may not be satisfactoryfor small samples, such as for estimates for small subgroups of the population.

Jackknife estimates of standard errors of means of reading scales were computed for thesubclasses of family composition, language spoken, ethnicity, father's education, mother's education,gender, whether the student lives within a nuclear family or an extended family, region of residence, anddegree of urbanization. Other subclasses could have been chosen, but these are likely to be used in manyanalyses of the data.
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The jackknife estimates of standard errors are shown in Table 2-8 for grade 4 and in T6le 2-9

for grade 9. The estimated standard errors differ somewhat by the reading scale used and by the variable

defining the subgroup. There is a general tendency for standard errors to decrease as the sample size,

n, increases, but the relationship is not linear. The fact that the sample is clustered (all of the students

in a classroom were taken into the sample) causes the subclasses with large numbers of students in them

to have relatively larger standard errors than can be accounted for by the sample size alone. With large

subgroups there are, on the average, many students in a classroom who are members of the subgroup

and, hence, the effect of the intraclass correlation (see Hansen, Hurwitz, and Madow 1953) is magnified

in comparison with small subgroups with an average of one or two students in the classroom.

2.7.4 Estimated Design Effects

The design effect (DEFF) is the ratio of the variance of a statistic (square of the standard error),

taking into account the stratification and clustering in the design, to the variance ofthe statistic that would

have been achieved if the sample had been drawn as a simple random sample of the same size, i.e.,

without stratification or clustering. Except for binomial variables (and then with some limiting

assumptions), the variance that could have been achieved under simple random sampling can only be

estimated with substantial error, particularly when the number of PSUs in each stratum is small. To

avoid this problem, the achieved variance is often compared with the variance computed by ignoring the

design, that is, using the data drawn from the design but considering those data as a simple random

sample.

This method of estimating DEFF is good if the design is self-weighting. The Reading Literacy

Study design is not self-weighting, but the differences in weights across the strata are not great, as shown

in Tables 2-5 and 2-6, except for the quite small stratum of very small schools. This approximation of

the variance of a randomized design contains the positive effect of stratification, but ignores the effect

of clustering. Since the effect of clustering tends to dominate the difference between the design variance

and the simple random sample variance, the approximation yields estimates of the design effects that are

useful in evaluating the design. The design effects for the three scales, and the same population

subclasses as for the standard error analyses, are given in Tables 2-10 and 2-11.

The estimated design effects are increased when the cluster sizes (number of students in the

classroom) increase and when the sampling weights vary from self-weighting. The design effects

decrease as the effectiveness of the stratification increases.

A few variables have unusually large design effects. They include the Northeast region and cities

with over 500,000 population for both grades 4 and 9, and cities with from 50,000 to 100,000 population

for grade 9. These large values indicate a homogeneity within schools and a lack of homogeneity

between schools in the strata from which these students were drawn. The sample sizes, in terms of

schools, are so small, however, that one cannot generalize broadly from these data.

One way to use the design effects is to divide the actual sample size, n, by the design effect to

achieve an "effective" sample size, that is, the size of a simple random sample that would have produced

the same precision as the design sample size. For example, 1,047 grade 4 students were black. The

design effect for the narrative reading scale for this subgroup was estimated to be 2.45, so the effective

sample size was about 427. When making such interpretations, it should be remembered that the DEFF

estimates are subject to a substantial amount of sampling error since the number of schools producing

members of the subclass is small. Design effects of less than 1.0 typically are associated with small



Table 2-8. Jackknife estimates of standard errors for grade 4

Variable Category Sample size
(n)

Standard errors

Narrative Document Expository
Family composition No parents' 159 9.43 6.95 8.34

One or both stepparents 209 5.85 6.59 5.01
Mother only 671 5.29 4.37 4.03
Mother & stepfather 428 5.04- 3.45 5.53
Father only 224 5.86 6.08 4.97
Father & stepmother 165 7.38 6.64 7.97
Mother & father 3,590 3.13 2.55 2.75
Other groupings 802 4.89 4.26 4.54

Student's language at English/English 4,657 3.13 2.63 3.06
home and first
language Other/English

English/other
86

1,004
7.80
3.20

6.40
2.90

7.60
3.37

Other/other 501 5.75 4.82 5.13
Race/ethnicity White 4,219 2.26 2.11 2.63

Black 1,047 4.28 3.06 4.82
Hispanic 541 3.94 5.29 5.14
Asian 246 8.39 7.14 7.21
American Indian 195 11.74 8.57 7.43

Father's education' Less than high school 607 6.11 4.77 4.21
High school 1,454 3.47 2.69 3.42
Some college 1,058 4.10 3.27 2.96
College/university 2,926 3.36 3.07 3.44

Mother's education Less than high school 547 4.72 4.13 4.50
High school 1,631 4.15 3.10 3.20
Some college 1,274 4.41 3.22 3.66
College/university 2,739 3.06 3.02 3.09

Gender Male 3,153 3.63 3.02 3.18
Female 3 095 3.10 2.81 3.03

Kind of family Nuclear family 4,016 2.61 2.47 2.74
Extended family_ 2,232 3.64 2.57 3.39

Region Northeast 1,008 9.77 9.67 9.57
Southeast 1,622 6.47 4.25 5.65
Central 1,568 5.74 4.36 5.40
West 2,050 3.54 2.74 3.39

Community' Rural or farm 1,099 7.62 6.38 5.92
Small town or city (<50 k) 1,290 6.18 6.12 6.34
Medium size city (50k-100k) 774 7.56 6.75 7.16
Suburb of medium size city 512 7.31 6.98 6.29
Large city (100k-500k) 808 8.22 8.10 6.85
Suburb of large city 641 10.14 6.78 9.24
Very large city (Over 500k) 432 15.04 11.04 13.91
Suburb of very large city 644 10.23 9.20 9.57
All 6,248 2.94 2.85

-
2.57

'This category includes students who lived with siblings, grandparents, relatives, or nonrelatives.

'Sample sizes add to less than totals due to missing data.

'Sample sizes add to less than total because 48 students from a school on a military base were not included.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-9. Jackknife estimates of standard errors for grade 9

Variable Category
Sample size Standard errors

(n) Narrative Document Expository

Family composition No parents' 58 16.00 9.18 17.16

One or both stepparents 100 10.45 6.43 7.13

Mother only 422 6.69 5.47 7.48

Mother & stepfather 318 7.05 7.09 7.83

Father only 83 10.80 11.02 12.11

Father & stepmother 114 13.66 11.27 12.57

Mother & father 1,945 5.54 3.99 6.29

Other groupings 169 12.35 9.95 12.20

Student's language at English/English 2,480 4.96 4.04 5.86

home and first
language

Other/English 56 12.11 9.52 14.11

English/other 388 6.47 6.90 8.17

Other/other 285 9.01 7.81 12.30

Race/ethnicity White 2,338 4.50 3.73 5.36

Black 399 11.60 9.49 13.06

Hispanic 269 11.29 7.97 10.58

Asian 114 12.12 9.19 12.55

American Indian 89 17.63 12.27 21.25

Father's education' Less than high school 359 7.76 8.38 8.72

High school 1,044 5.49 4.24 6.52

Some college 622 7.08 5.90 7.12

College/university 1,138 5.03 4.17 5.65

Mother's education' Less than high school 346 8.24 6.81 7.13

High school 1,104 6.09 4.59 7.54

Some college 781 5.48 4.95 6.81

College/university 970 4.81 3.79 5.31

Gender Male 1,583 6.23 4.89 7.50

Female 1,626 4.99 3.97 5.74

Kind of family Nuclear family 2,691 4.90 3.79 5.68

Extended family 518 7.54 5.54 8.15

Region Northeast 524 15.68 10.52 17.70

Southeast 878 7.70 7.37 10.02

Central 819 8.22 7.40 10.00

West 988 8.58 6.09 9.33

Community Rural or farm 635 7.53 6.99 10.11

Small towr, or city (<50 k) 831 7.41 6.21 7.86

Medium size city (50k-100k) 320 25.44 15.99 26.46

Suburb of medium size city 166 28.18 20.49 30.90

Large city (100k-500k) 268 12.36 10.76 15.82

Suburb of large city 259 18.36 11.09 19.97

Very large city (Over 500k) 257 26.34 23.19 36.34

Suburb of very large city 473 14.01 10.28 16.15

All 3,209 4.98 5.71 3.87

'This category includes students who lived with siblings, grandparents, relatives, or nonrelatives.

:Sample sizes add to less than total due to missing data.

NOTE: Details may not add to totals due to rounding.

SOURCE: IBA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-10. Estimated design effects for grade 4

Variable Category Sample size
(n)

Design effect

Narrative Document Expository
Family composition No parents' 159 1.56 1.17 1.66

One or both stepparents 209 0.87 1.93 1.12
Mother only 671 1.92 2.05 1.63
Mother & stepfather 428 1.30 0.89 2.39
Father only 224 0.86 1.27 0.98
Father & stepmother 165 1.00 1.35 1.63
Mother & father 3,590 4.00 3.61 4.39
Other groupings 802 2.13 2.70 2.75

Student's language at English/English 4,657 4.90 4.90 6.77
home and first
language

Other/English 86 0.74 0.71 0.75
English/other 1,004 1.10 1.35 1.94
Other/other 501 2.00 1.94 2.26

Race/ethnicity White 4,219 2.45 3.02 4.66
Black 1,047 2.45 2.15 5.02
Hispanic 541 1.09 2.64 2.75
Asian 246 1.66 1.53 1.74
American Indian 195 2.68 2.16 2.10

Father's education' Less than high school 607 2.52 2.28 1.98
High school 1,454 2.04 1.87 2.93
Some college 1,058 1.96 1.75 1.55
College/university 2,926 3.59 4.02 5.31

Mother's education' Less than high school 547 1.52 1.69 1.98
High school 1,631 3.14 2.58 2.84
Some college 1,274 2.79 2.14 2.80
College/university 2,739 2.71 3.65 3.97

Gender Male 3,153 4.33 3.99 4.89
Female 3,095 3.38 4.12 4.63

Kind of family Nuclear family 4,016 2.99 3.68 4.67
Extended family 2,232 3.46 2.61 4.62

Region Northeast 1,008 11.38 14.20 14.77
Southeast 1,622 7.40 4.83 8.78
Central 1,568 5.59 4.65 7.18
West 2,050 2.73 2.24 3.60

Community' Rural or farm 1,099 7.01 6.73 5.88
Small town or city (<50 k) 1,290 5.11 7.59 8.75
Medium size city (50k-100k) 774 4.79 5.47 6.33
Suburb of medium size city 512 3.51 4.19 3.24
Large city (100k-500k) tO8 5.96 8.25 6.49
Suburb of large city 641 7.01 4.60 8.46
Very large city (Over 500k) 432 10.70 7.98 12.61
Suburb of very large city 644 7.47 8.38 9.28
All 6,248 5.90 7.95 6.29

'This category includes s udents who lived with siblings, grandparents, relatives, or nortrelatives.

'Sample sizes add to less than totals due to missing data.

'Sample sizes add to less than total because 48 students from a school on a military base were not included.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-11. Estimated design effects for grade 9

Variable Category
Sample size

Design effect

(n) Narrative Document Expository

Family composition No parents' 58 1.51 0.85 1.11

One or both stepparents 100 1.33 0.91 0.62

Mother only 422 2.08 1.94 2.20

Mother & stepfather 318 1.98 2.65 1.94

Father only 83 1.32 1.12 1.11

Father & stepmother 114 2.01 2.93 1.70

Mother & father 1,945 6.32 4.54 6.81

Other groupings 169 2.46 2.33 2.43

Student's language at English/English 2,480 6.37 5.94 7.55

home and first
language

Other/English 56 0.73 0.75 1.04

English/other 388 1.88 2.73 2.39

Other/other 285 3.05 3.40 4.31

Race/ethnicity White 2,338 5.39 5.26 6.31

Black 399 6.09 6.45 7.01

Hispanic 269 4.62 2.93 3.30

Asian 114 1.81 1.42 1.66

American Indian 89 2.96 1.92 5.08

Father's education' Less than high school 359 2.47 4.10 2.98

High school 1,044 3.52 3.07 4.25

Some college 622 3.55 3.22 2.81

College/university 1,138 3.14 3.01 3.39

Mother's education' Less than high school 346 2.67 2.76 2.05

High school 1,104 4.63 3.81 6.22

Some college 781 2.66 2.96 3.33

College/university 970 2.28 1.91 2.29

Gender Male 1,583 6.37 5.17 7.59

Female 1,626 4.53 4.13 5.01

Kind of family Nuclear family 2,691 7.00 5.77 7.81

Extended family 518 3.01 2.47 3.24

Region Northeast 524 13.99 9.23 15.67

Southeast 878 5.69 7.83 8.52

Central 819 5.94 6.53 6.46

West 988 7.95 5.36 8.48

Community Rural or farm 635 4.48 4.57 6.45

Small town or city (<50 k) 831 5.13 5.02 4.88

Medium size city (50k-100k) 320 21.31 12.04 18.59

Suburb of medium size city 166 13.09 8.94 13.85

Large city (100k-500k) 268 3.91 4.24 5.27

Suburb of large city 259 9.19 6.02 10.51

Very large city (Over 500k) 257 20.42 20.96 26.97

Suburb of very large city 473 9.10 7.50 11.34

All 3,209 8.37 9.35 7.15

'This category includes students who lived with siblings, grandparents, relatives, or nonrelatives.

'Sample sizes add to less than totals due to missing data.

SOURCE: !EA Reading Literacy Study, U.S; National Study data, National Center for Education Statistics, 1991.



subgroup sizes and with characteristics that are thinly distributed over the entire sample, that is, that are
not clustered. In general, because of the sampling error, these estimates should be considered as being
near 1.0.

2.7.5 Effect of Weight Variations on Design Effects

In order to estimate the effect of variation in the sampling weights on the design effect, the
inflation factor due to variation in the weights was estimated (Kish 1965). To apply the method, one
squares the unit weights for each PSU and multiplies by the proportion of the units in the stratum in that
PSU, summing over the stratum. This sum is divided by the square of the sum of the PSU weights times
their proportion in the stratum. In a self-weighting sample the ratio (i.e., the inflation factor) is equal
to 1.0. In a non-self-weighting sample it is the factor by which the variance of the mean is increased due
to unequal sample weights. Sample proportions rather than population values were used, so the estimates
are not exact. However, they are indicative of the amount of variance due to variation in the weights.
For the grade 4 sample, the stratum ratios varied from 1.00 to 1.30, with an average of 1.10. That is,
for grade 4 the variance of the mean was increased by about 10 percent due to variation in the weights.
For the grade 9 sample, the ratios by strata varied from 1.00 to 3.04, with an average of 1.25. That is,
for grade 9, the variance of the mean was increased by 25 percent. As an approximation, one can divide
the design effects in Table 2-10 by 1.10 and in Table 2-11 by 1.25 to obtain estimated design effects that
could have resulted had all sampling weight been equal.

The square toots of the above factors represent the factors by which the standard error increases.
Thus, on the average, the standard error of estimate from the TEA Reading Literacy Study is increased
because of variation in the weights by 5 percent in grade 4 and by 12 percent in grade 9.

2.7.6 Effect of Clustering on Estimates of Variance and Design Effect

The clustering effect arises because students in the same class tend to be more homogeneous with
respect to their scores than students in other classrooms in the same school and certainly than students
in other PSUs. The general rule for measuring the effect of clustering is explained by the formula

a_V r(y rill p 0]
Var(y)

mn
(4)

where Var(y) is the variance of the mean from the clustered sample, Var(y) is the unit variance of a
random sample, p is the intraclass correlation coefficient resulting from the clustering, m is the number
of PSUs, and n is the average sample units (students) per cluster (classroom). As one can see, if the
average classroom size is (say) 25, the variance of the mean will be increased by 24 times the intraclass
correlation coefficient. Even a small intraclass correlation of (say) 0.01 will cause an inflation of about
24 percent in the variance of the mean, or about 11 percent in the standard error.

The intraclass correlation coefficients tend to be small (in the neighborhood of 0) for
characteristics that do not differ greatly from cluster to cluster. An example is the gender of students in
public schools. However, school policies, neighborhood environments, and instructional methods may
combine to cause cluster-to-cluster variation in test scores, thus causing a substantial design effect. Also,
clustering effects tend to be small for small subsets of the population and large for large subsets. The
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reason is that for large subsets the clusters tend to contain larger numbers of the members of the subset,

that is, n-1 becomes large and, when multiplied by p, the effect on the variance is large.

It should also be noted that for the grade 4 sample, two classrooms were usually drawn from the

sampled schools. Only one was drawn when the enrollment was small. Thus, the clustering effects

contain variation due to differences between classrooms in the same school and classrooms in different

schools within the PSU. The net effect of this merging of difference in classrooms within and between

schools is not known. One could argue that classrooms in the same school should be more alike than

classrooms in different schools, but if there have been attempts to stratify classrooms within the school,

either intentionally or unintentionally, the effect could be quite the opposite. This problem does not occur

with the grade 9 sample since only one classroom was selected per school.

2.7.7 Generalized Standard Error

Since a substantial part of the amount of the design effect is related to sample size, it seems

possible that one might be able to make estimates of standard errors, as functions of sample size, that

would be sufficiently accurate for most analytic purposes. Various transformations of both subgroup

sample size and the standard errors were tried in order to find a linear relationship between the

transformed standard errors and the transformed subgroup sample sizes.

The result shows that the inverse of the standard errors was approximately a linear function of

the cube root of subgroup sample size for variables that are well distributed over the population, that is,

for variables that are not identified with one or more specific geographic areas, such as region or

urbanicity. Variable categories (or subclasses) may be of three different kinds. Cross classes are those

subclasses that are approximately evenly spread across the PSUs. Examples are gender and family

composition. Mixed classes are those that appear in most PSUs, but that have an uneven distribution

across the PSUs. Segregated classes are those that appear in a subset of the PSUs. An example is

region. Generalized standard errors can be applied to estimates by cross classes, to a lesser extent for

estimates for mixed classes, and not at all for estimates for segregated classes.

Figures 2-1 and 2-2 show the relationship between the inverses of the subgroup standard errors

and the cube roots of the subgroup sample sizes for the variables that are not geographic in nature (that

is, excluding region and urbanicity) for the narrative scales of both grades 4 and 9. The charts for the

other two reading assessment scales were similar and are not shown here.

For grade 4, the fitted line for narrative scale is 100 y = 1.5914 + 2.1354x where y = inverse

standard error and x is the cube root of n, the subclass size. This line is a good fit; the squares of the

correlation coefficients being 0.84 indicate that about 84 percent of the variation in the transformed

standard errors is accounted for by variation in the subgroup sample size, n. The R2 estimates for the

expository and document scales were 0.85 and 0.86, respectively. For grade 9, the fitted line for

narrative scale is 100 y = 1.3916 + 1.5175x. The R2 estimates for the three assessment scales are 0.86,

0.88, and 0.77, respectively.
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Figure 2-1. A plot of the inverse of standard errors as a function of sample size (n) for narrative
scales' of grade 4
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'The plots for document and expository scales were very similar.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Figure 2-2. A plot of the inverse of standard errors as a function of sample size (n) for narrative
scales' of grade 9
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'The plots for document and expository scales were very similar.

SOURCE: !EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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The generalized estimates as converted to the untransformed scales are shown in Tables 2-12 and

2-13. These estimates may be used, with linear interpolation between adjacent subclasses, in lieu of

computing the standard errors from the data. They are appropriate for means estimated for cross classes

and, to a lesser extent, for mixed classes. However, generalized estimates should not be used for

segregated classes. Estimates for sampling errors of means for such classes require estimation from the

sample data.

The standard errors estimated from this relationship are, of course, subject to errors in the

estimation of the true relationship. But individual estimates of the standard errors are also subject to a

substantial amount of sampling error. Thus, in some instances, more credibility can be attached to the

generalized standard errors than to the individually estimated standard errors. To provide some measure

of the reliability of the estimates, the average absolute deviation around the fitted curves (in

untransformed units) was computed for various classes of sample size.

Table 2-12. Generalized standard errors' of Reading Assessment scales, by subclass size for grade 4

Subclass size (n) Narrative scale Document scale Expository scale

100 8.7 7.2 7.4

200 7.1 5.9 6.3

300 6.3 5.3 5.7

400 5.8 4.9 5.3

500 5.4 4.6 5.0

600 5.1 4.3 4.7

700 4.9 4.1 4.5

800 4.7 4.0 4.4

900 4.5 3.8 4.2

1000 4.4 3.7 4.1

1200 4.1 3.5 3.9

1400 3.9 3.4 3.7

1600 3.8 3.2 3.6

1800 3.6 3.1 3.5

2000 3.5 3.0 3.4

2500 3.3 2.8 3.2

3000 3.1 2.7 3.0

3500 2.9 2.5 2.9

4000 2.8 2.4 2.8

4500 2.7 2.3 2.7

5000 2.6 2.3 2.6

'These estimates are appropriate for cross classes that are evenly spread across the PSUs (such as gender and family composition) and, to a lesser

extent, for mixed classes that appear in most PSUs but have an uneven distribution across the PSUs. However, they are inappropriate for

segregated classes that appear in a subset of the PSUs only (such as region and urbanicity),

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-13. Generalized standard errors' of Reading Assessment scales by subclass size forgrade 9
Subclass size (n) Narrative scale Document scale Expository scale

100 11.9 9.8 12.3
200 9.8 8.0 10.5
300 8.7 7.1 9.5
400 8.0 6.5 8.8
500 7.5 6.0 8.3
600 7.1 5.7 7.9
700 6.7 5.4 7.6
800 6.5 5.2 7.4
900 6.2 5.0 7.1
1000 6.0 4.9 6.9
1200 5.7 4.6 6.6
1400 5.5 4.4 6.3
1600 5.2 4.2 6.1
1800 5.0 4.0 5.9
2000 4.9 3.9 5.7
2500 4.6 3.6 5.4
3000 4.3 3.4 5.1
3500 4.1 3.3 4.94000 3.9 3.1 4.7
4500 3.8 3.0 4.5
5000 3.7 2.9 4.4

'These estimates are appropriate for cross classes that are evenly spread across the PSUs (such
as gender and family composition) and, to a lesserextent, for mixed classes that appear in most PSUs but have an uneven distribution across the PSUs. However, they are inappropriate forsegregated classes that appear in a subset of the PSUs only (such as region and urbanicity).

SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Tables 2-14 and 2-15 show the average absolute values of the deviations for grades 4 and 9. Ingeneral, the deviation decreases as sample size increases, and this trend is consistent across readingassessment scales. For both grades, the difference between the individually estimated standard error wastypically less than 0.5 for subclasses with a sample size in excess of 1,000.

Table 2-14. The average absolute deviation of individual estimates of standard error from
generalized estimate, by subclass size for grade 4

Subclass size (n) Number of cases Average absolute deviation

Narrative Document ExpositoryLess than 250 9 1.60 1.00 1.30250-999 7 0.63 0.53 0.341,000-1,999 6 0.42 0.46 0.572,000 or more 9 0.29 0.26 0.16
SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



Table 2-15. The average absolute deviation of individual estimate of standard error from

generalized estimate, by subclass size for grade 9

Subclass size (n) Number of cases

Average absolute deviation

Narrative Document Expository

Less than 250

250-999

1,000 or more

14

10

9

1.92

1.30

0.48

1.69

0.79

0.31

2.71

1.43

0.61

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

2.8 Estimation of Degrees of Freedom

Survey data are often used to test hypotheses about the significance of differences among various

subsets of the universe, although the fact that the data are based on a sample from the universe raises

questions about the validity of such tests. More generally, confidence intervals are placed around

estimates of the means of subsets of the data to provide the reader with a sense of the reliability of the

means. These confidence intervals take the form of the estimated mean plus and minus a constant times

the estimated standard error. For subsets of the universe having a large sample size, the normal

distribution often provides the constants to be applied to the standard errors, for example, 1.96 for a two-

sided 95 percent confidence limit, and so on. The assumption is that the means of samples drawn by the

same method and same design from the same population will be normally distributed.

Complications arise for complex surveys when the standard errors are computed from the

jackknife method. In this method the standard error is computed from a set of r variance replicates. If

r is large, the assumption of normality may be a reasonable one, but if r is small, particularly when the

subclass of interest is a segregated subclass, the assumption of normality of the distribution of

standardized means may be unreasonable. That is, the sampling distribution of the ratio of sample mean

to the estimated standard error is not well approximated by the normal distribution. In such cases, the

t distribution is often used to supply the constant multiplier for the standard error in the computation of

the confidence interval. But the appropriate value of t to be used as the multiplier for the estimated

standard error depends on the degrees of freedom in the data from which it was estimated. For a sharply

segregated subclass, for example, region of the country, it may be relatively easy to estimate degrees of

freedom. If, say, eight variance strata are in a given region, one might assume that there should be eight

degrees of freedom for estimates of the standard error of the mean for that region. But severe problems

arise in estimating degrees of freedom for mixed classes and even for cross classes when the distribution

is only approximately uniform across the PSUs.

For surveys with complex sample designs, special methods are required to estimate sampling

errors and the degrees of freedom associated with the estimates. The degrees of freedom associated with

estimates of sampling errors from complex surveys are not the degrees of freedom from a simple random

sample. If the total sample size is large enough that the variance replicates for the estimation of sampling

errors for cross classes by the jackknife or balanced randomized replication methods permit a large

number of such replicates, say, 30 or more, the estimation of degrees of freedom is generally not critical.

The numbers of replicates will, in general, be large enough that the assumption of normality of an

estimate divided by its estimated standard error will be a reasonable one. However, when the sample

design will not support a large number of variance replicates, or when the sample is wildly, unequally

distributed across the strata, the effective degrees of freedom are often substantially smaller than the

number of variance replicates. The effective number of degrees of freedom becomes quite small when

estimating the sampling error of a statistic for a subgroup that does not appear in every stratum, or at

least appears infrequently in some strata but frequently in others.
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The problem was recognized by Satterthwaite (1941) and more recently by a number of
researchers concerned with survey data: Cochran (1977), Notz and Bart (1990), Kott (undated), Johnson
(1989), Johnson and Rust (1992), and others. Johnson (1989) suggests two approaches to the estimation
of degrees of freedom, one that is appropriate for the variance of estimates of percent of test items
answered correctly and one that is appropriate for the variance of estimates of mean test scores or scales,
possibly including estimates of model parameters. The second is the one applicable to the analysis of the
lEA Reading Literacy Study data and is described here.

2.8.1 An Approach to Estimating Degrees of Freedom

The approach is to create k independent random subsets of the replicates used for the estimation
of variances, thereby creating k independent estimates of the variance (k = 10 was used in the analysis).
Each of the k variances, when divided by d and multiplied by the true variance, is assumed to be
distributed as chi-square, with d degrees of freedom. The true variance is unknown but can be estimated
by the average of the k independent estimates. The number of degrees of freedom, d, is also unknown,
but the chi-square distribution that matches most closely the distribution of the sample of the k sample
values provides the estimate of d.

The estimation proceeded by comparing the average squares of the standard error for the 10replicates with the theoretical values of chi-square for distributions having from 2 to 60 degrees of
freedom. The match was truncated at 2 degrees of freedom if the value of the criterion for matching was
still decreasing as the matching reached 2 from above. Similarly, if the value of the criterion was still
decreasing as the matching reached 60 from below, the value of 60 was used as the estimated degrees
of freedom. It should be noted that chi-square divided by degrees of freedom approaches normality asthe number of degrees of freedom increases. There is little difference in the distribution of chi-square
divided by degrees of freedom between 30 degrees of freedom (t = 2.04) and 60 degrees of freedom (t= 2.00). The normality assumption will serve adequately in this range. The primary reason forestimating degrees of freedom is to warn against making normality comparisons when the number of
degrees of freedom is small, perhaps less than 10 or 15.

The above methods were applied to subsets of students having the characteristics used in theanalysis of standard errors, as described in the previous section. The results were highly variable. It wasobserved, in looking at graphs comparing the theoretical chi-square distribution with the distributionderived from the data, that the poor fit was often due to a poor fitting of the end points. Dropping theend points, that is, the 1st and 10th deciles, stabilized the estimates somewhat.

It should be emphasized that the proper use of the estimated degrees of freedom is to serve as acaution when normality assumptions are used in tests of significance, rather than reliable estimates of thecorrect degrees of freedom. However, it was felt that the above method for estimating degrees offreedom produced estimates that were too variable, even for this limited purpose.

It was reasoned that the differences among the estimated degrees of freedom for the three readingscales, narrative, expository, and document, should be dominated by the differences within those scales,
so the estimated degrees of freedom for the three scales were averaged to stabilize the estimated degreesof freedom still further. A method was needed to transform degrees of freedom for the purpose ofaveraging them across the three scales, so that a difference of, say, 5 degrees of freedom in the rangeof 5 to 10 degrees of freedom would be more important than a difference of 5 degrees of freedom in therange of 30 to 60 degrees of freedom. The two-sided t value necessary for significance at the 0.05 levelwas used as the transformation for this purpose. Both the average t values and the average degrees offreedom, as well as their ranges across the three scales, are shown in Tables 2-16 and 2-17. The average
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degrees of freedom were found by averaging the t values and transforming back to degrees of freedom.
No categories with fewer than 100 students were included in the tables.

Table 2-16. Estimated average and range in t values and degrees of freedom (DF) for grade 41

Variable Category'
Sample size

(n)

Average
t(.05)

Range in
t(.05)

Average DF Range in DF

Family composition No parents' 159 2.48 1.07 6 15

One or both stepparents 209 2.25 0.36 10 43

Mother only 671 2.07 0.13 24 45

Mother & stepfather 428 2.40 . 0.31 7 3

Father only 224 2.23 0.25 11 10

Father & stepmother 165 2.98 2.04 4 6

Mother & father 3,590 2.09 0.09 20 18

Other groupings 802 2.47 0.58 6 8

Language at home English/English 4,657 2.10 0.16 19 21

and first language English/other 1,004 2.14 0.29 15 42

Other/other 501 2.77 0.82 5 5

Race/ethnicity White 4,219 2.18 0.29 12 14

Black 1,047 2.16 0.20 13 27

Hispanic 541 2.38 0.68 7 15

Asian 246 2.10 0.16 19 33

American Indian 195 3.29 1.53 3 1

Father's education Less than high school 607 2.14 0.13 15 12

High school 1,454 2.43 0.58 7 8

Some college 1,058 2.14 0.36 15 47

College/university 2,926 2.04 0.07 31 27

Mother's education Less than high school 547 2.29 0.33 9 10

High school 1,631 2.21 0.10 11 4

Some college 1,274 2.38 0.62 7 9

College/university 2 739 2.12 0.13 17 16

Gender Male 3,153 2.10 0.15 18 34

Female 3 095 2.12 0.05 17 6

Kind of family Nuclear family 4,016 2.06 0.11 26 28

Extended family 2,232 2.06 0.10 25 41

Region Northeast 1,008 2.24 0.35 10 12

Southeast 1,622 2.29 0.43 9 9

Central 1,568 2.58 0.60 5 9

West 2,050 2.42 0.67 7 14

Community Rural or farm 1,099 2.57 0.41 4

Small town or city (<50 k) 1,290 2.11 0.26 17 51

Medium size city (50k-100k) 774 2.30 0.25 9 5

Suburb of medium size city 512 3.31 1.86 3 4

Large city (100k-500k) 808 2. i 9 0.33 12 24

Suburb of large city 641 2.71 0.82 5 5

Very large city (Over 500k) 432 2.24 0.15 10 5

Suburb of very large city 644 2.49 0.66 6 13

Subclasses with fewer than 100 students were eliminated.

'This category includes students who lived with siblings, grandparents, relatives, or nonrelatives.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 2-17. Estimated average and range in t values and degrees of freedom (DF) for grade 9

Variable Category '
Sample size

(n)

Average
t(.05)

Range in
r(.05)

Average DF Range in
DF

Family composition One or both stepparents 100 3.42 1.53 3 56

Mother only 422 2.1:" 0.23 16 49

:..1.41-::u: & stepfather 318 2 27 0.14 9 47

Faller & stepmother 114 3.18 0.00 3 52

Mother & father 1,945 2.00 0.01 57 7

Other groupings 169 2.14 0.22 15 43

Language at English/Inglish 2,480 2.01 0.02 52 21
home and first
language

English/other 388 2.18 0.28 12 42

Other/other 285 2.57 0.92 6 46

Race/ethnicity White 2,338 2.09 0.16 19 27

Black 399 2.09 0.19 20 20
Asian 114 2.29 0.22 9 28

Hispanic 269 2.60 0.92 5 31

Father's education Less than high school 238 2.32 0.14 8 21

High school 1,044 2.09 0.04 20 9

Some college 622 2.09 0.06 20 10

College/university 1,138 2.12 0.31 17 52

Mother's education Less than high school 246 2.21 0.36 11 16

High school 1,104 2.05 0.08 28 9

Some college 781 2.31 0.52 8 19

College/university 970 2.19 0.19 12 12

Gender Male 1,583 2.00 0.00 60 41

Female 1,626 2.09 0.15 20 28

Kind of family Nuclear family 2,691 2.01 0.04 49 43

Extended family 518 2.15 0.26 14 21

Region Northeast 524 2.06 0.13 26 33

Southeast 878 2.23 0.25 II 39
Central 819 2.31 0.32 8 39
West 988 2.23 0.10 10 36

Community Rural or farm 635 2.47 0.51 6 36

Small town or city (<50 k) 831 2.04 0.07 34 27
Medium size city (50k-100k) 320 2.37 0.62 7 38

Suburb of medium size city 166 2.64 0.21 5 37

Large city (100k-500k) 268 2.64 0.21 5 34

Suburb of large city 259 2.46 0.21 6 33

Very large city (Over 5(313k) 257 2.25 0.53 10 23

Suburb of very large city 473 2.21 0.37 II 30

'Subclasses with fewer than 100 students were eliminated.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Although the degrees of freedom shown in Tables 2-16 and 2-17 are still quite variable, they do
serve as warnings concerning the subclasses for which one should use the t distribution rather than the
normal distribution in setting confidence limits on the mean. The results from the estimates of degrees
of freedom appear to call into question the validity of the assumption that the variances of the 10 random
subsets are distributed as chi-square. More experience in using the method on the results from other
complex designs is needed before one can generalize about the usefulness of the method. A more
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complete discussion of the technical matters involved in the estimation of degrees of freedom appears in

the appendix to this chapter.

2.9 Concluding Remarks

This chapter summarizes the sampling procedure used by the United States to select samples of
schools and classes of students to participate in the IEA Reading Literacy Study. Since a complex sample
design was used, special methods are required to estimate standard errors and the degrees of freedom in
hypothesis testing. The jackknife method of variance estimation was used, and variance estimation strata

were defined for this purpose. Generalized standard errors were calculated for subclasses of sizes ranging
between 100 and 5,000. The generalized standard errors can be used for cross classes (subclasses that
are evenly spread across PSUs, such as gender and family characteristics), and for mixed classes that
appear in most PSUs. However, they are not recommended for segregated classes that appear in selected
PSUs (such as region and urbanicity) and when the subclasses are very small (fewer than 100 in sample).

When survey data are used to test hypotheses about significant differences between subclasses,
the degrees of freedom associated with estimates of standard error are smaller than the degrees of
freedom from a simple random sample. Current methods to estimate degrees of freedom are not very
reliable; however, they serve as a warning that normality assumptions may be inappropriate for certain

subclasses.
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Appendix
Estimation of Degrees of Freedom

various methods are used in estimating degrees of freedom in experimental data. The typically
complex design of surveys makes the traditional methods less relevant in survey applications because of
the greater uncertainty about the distribution of variances in such data. The method chosen fol
investigation in this report is the one suggested by Johnson' in which degrees of freedom are estimated
from the standard errors of random subsets of the sample data. Two questions arise in employing the
method. First, how accurately can one determine the degrees of freedom from k values independently
drawn from a chi-square distribution with d degrees of freedom where d is unknown? If the answer to
this question is satisfactory, the second question is, For a selection of sample estimates from the survey
data, how reasonable is it to assume that the k sample variances are distributed as chi-square?

An answer to the first question was provided by a small simulation experiment. From chi-square
distributions with each of 5, 10, and 15 degrees of freedom, 100 samples of 10 each were drawn and the
number of degrees of freedom was estimated by three methods. The first method selected the chi-square
distribution (determined by the parameter d) such that the sum of the squares of differences between the
10 ordered sample values and the corresponding values of the test distribution was a minimum. The
second method used the sum of the ae..,olute deviations as a criterion. The third method used the
maximum difference between the cumulative sample and the test distributions, thereby using the criterion
employed in the Kolmogorov-Smirnov test. The results are shown in Appendix Tables 1, 2, and 3.

There is little difference between methods 1 and 2. Method 3 provides similar results, but tends
to be biased downward by about half a degree of freedom. Although the number of simulations run was
small (100), running more than 100 simulations appeared not to be worthwhile since no major differences
were shown among the methods. The sum of squares of deviations was used as the basic criterion in this
methodology report, although some modifications were introduced later. From Appendix Tables 1
through 3 one can see that nearly all of the estimated degrees of freedom will be within plus or minus
3 degrees of freedom when the "true" degrees of freedom is 10. This appears to be sufficient accuracy
for the determination of degrees of freedom since the principal objective is to provide a wider confidence
interval when the assumption of normality is inappropriate. For example, if the correct degrees of
freedom is 10, the appropriate t value to use in the construction of a 95 percent confidence interval is
2.23. Allowing for estimation error, estimating 7 degrees of freedom would produce a t value of 2.36,
while estimating 13 degrees of freedom would produce a t value of 2.16. Both estimates are substantially
higher than 1.96, which would be the appropriate t value for a large number of degrees of freedom, i.e.,
using the normality assumption.

Another method investigated was to average the 10 sample values in each data set and, since the
mean of a chi-square distribution is equal to the degrees of freedom and the variance is twice the degrees
of freedom, to estimate the degrees of freedom via the method of moments. This method produced
highly variable estimates. It was clear that any of the methods discussed above would produce better
estimates, so this method was not considered for the analysis.

The estimation proceeded by comparing the average squares of the standard error for the 10
replicates with the theoretical values of chi-square for distributions having from 2 to 60 degrees of
freedom. The match was truncated at 2 degrees of freedom if the value of the criterion for matching was

'Eugene G. Johnson. Considerations and Techniques for the Analysis of NAEP Data. Journal of Educational Statistics, Vol. 14, No. 4,
pp. 303-334,1989.
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still decreasing as the matching reached 2 from above. Similarly, if the value of the criterion was still
decreasing as the matching reached 60 from below, the value of 60 was used as the estimated degrees

of freedom. It should be noted that chi-square divided by degrees of freedom approaches normality as
the number of degrees of freedom increases. There is little difference in the distribution of chi-square
divided by degrees of freedom between 30 degrees of freedom (t=2.04 for 95 percent confidence) and
60 degrees of freedom (t=2.00). The normality assumption will serve adequately in this range. The
primary reason for estimating degrees of freedom is to warn against making normality comparisons when
the number of degrees of freedom is small, perhaps less than 15 or 20. If the estimated degrees of
freedom is 30 or more, there is little harm in using the normality assumption.

Table 1. Frequency distribution of difference between the actual and estimated degree of freedom:
Results from 100 simulation trials per method, using a chi-square distribution with d =
15

Difference Method 1 Method 2 Method 3

-3 7 5 16

-2 17 16 16

-1 15 20 22

0 19 17 18

1 22 20 19

2 13 13 6

3 5 5 3

4 2 4 0

100 100 100

SOURCE: LEA Reading Literacy Study, U.S. National Study data, Na ional Center for Education Statistics, 1991.

Table 2. Frequency distribution of difference between the actual and estimated degree of freedom:
Results from 100 simulation trials per method, using a chi-square distribution with d =
10

Difference Method 1 Method 2 Method 3

-3 1 1 6

-2 15 15 20

-1 24 25 28

0 28 26 24

1 16 18 13

2 10 7 7

3 5 7 2

4 1 1 0

100 100 100

SOURCE: 'EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 3. Frequency distribution of difference between the actual and estimated degree of freedom:
Results from 190 simulation trials per method, using a chi-square distribution with d =
5

Difference Method 1 Method 2 Method 3

-2 9 5 9

1 19 25 33

0 39 40 38

1 23 20 18

2 8 9 1

3 2 0 1

4 0 1 0

100 100 100

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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The above methods were applied to subsets of students having tie characteristics used in the
analysis of standard errors, as described in Section 2.7. The results were highly variable. Although it
is possible for a subgroup to have a larger number of degrees of freedom for a given scale than for
another scale, such variation is likely to be small when compared to the sampling and structural error in
the computation. Several of the estimates of degrees of freedom seemed inconsistent from scale to scale,

much more variable than one would have expected. Further, some of the degrees of freedom defied logic

when compared with the number of variance strata used in the estimation of standard errors by the
jackknife method. What one would expect is that degrees of freedom for categories of students that are
reasonably well distributed across the United States, (i.e., cross-classes, as defined in Section 2.7.7) such

as gender categories, would range between about 18 and 33. One might assume that a maximum of 33

degrees of freedom is possible since there were 33 variance replicate pairs. However, only 18 of these
replicate pairs (for grade 4) were in the noncertainty PSUs. Schools, rather than PSUs, were paired in
the certainty PSUs. The pairing is somewhat arbitrary, and since the certainty PSUs had probability one
of being included, one could argue that a single pair, consisting of random halves of all schools in the
certainty PSUs, could have represented the variation among all of the schools in such strata. Thus, one
would expect the degrees of freedom to be somewhere between 18 (the number of noncertainty pairs) and
33 (the total number of pairs). Hence it is not surprising that the degrees of freedom is, on the average,

less than the number of pairs.

It should be emphasized again that the proper use of the estimated degrees of freedom is to serve

as a caution against using normality assumptions in the construction of confidence intervals. It is
unrealistic to expect the estimates to be precise. However, it was felt that the above method for
estimating degrees of freedom produced estimates that were too variable, even for this limited purpose.
Consequently, some other methods were investigated. Appendix Tables 1 through 3, above, showed that

a variation of plus or minus 3 degrees of freedom is to be expected when the correct degrees of freedom
is known to be around 10. When this variation is coupled with uncertainty about the distribution of the
random subsample variances and with the amount of sampling error inherent in the estimates, the
variation in degrees of freedom among the three scales is not surprising.

Two methods were tried in an effort to stabilize the estimates ofdegrees of freedom. One method
involved fitting only the middle eight or the middle six deciles of the chi-square-over-degrees-of-freedom
distribution to the middle eight or the middle six sample values of the variances divided by their average.

It had been observed that the end points tended to contribute the greatest amount to the sum of squares
of differences between the theoretical and actual values, and it was believed that truncating the fit in this

way would tend to stabilize the estimates. The second method involved fitting a simple regression to both

the middle eight cumulative chi-square-over-degrees-of-freedom values and the middle eight sample
values, and choosing as the estimated number of degrees of freedom the chi-square distribution with the

slope most nearly equal to the slope of the cumulated sample values. It can be demonstrated easily that

the slope of the line of regression the deciles of chi-square reduces monotonically as the number of
degrees of freedom increases, and dropping off the lowest and highest deciles causes the chi-square-over-
degrees-of-freedom cumulated distribution to be reasonably well fitted by a straight line.

The criterion used to distinguish among the methods was the range in degrees of freedom among

the three test scalesnarrative, documr it, and expositoryunder the assumption that the true differences

among the test scales would be dominated by the sampling and model errors in the methods used in
estimating degrees of freedom. Appendix Table 4 summarizes the results.

Using the sum of squares of differences after dropping the end points gave the most consistent
estimates for both populations (line 2, Table 4) and, hence, was the method used in presenting the
estimates that appear in Tables 2-16 and 2-17. As discussed above, a method was needed to transform
degrees of freedom for the purpose of averaging them across the three scales, so that a difference of, say,
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5 degrees of freedom in the range of 5 to 10 degrees of freedom would be more important than a
difference of 5 degrees of freedom in the range of 30 to 60 degrees of freedom. The two-sided t value
necessary for a 95 percent confidence level was used as the transformation for this purpose. Both the
average t values and the average degrees of freedom are shown in Tables 2-16 and 2-17, as well as their
ranges across the three scales. The average degrees of freedom were found by averaging the t values and
transforming back to degrees of freedom.

Table 4. Comparison of methods of estimating degrees of freedom

Method
Percent with maximum range

Grade 4 Grade 9

Minimum sum of squares, 10 deciles

Minimum sum of squares, 8 deciles

Minimum sum of squares, 6 deciles

Sum of squares from regression

45

10

15

30

49

8

15

)27

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

It is evident from Tables 2-16 and 2-17 that the estimates of degrees of freedom are still highly
variable. A measure of variability is available for a part of the grade 9 sample in which two different
randomizations of the values within the variance strata were used in order to choose the 10 random
subgroups in the estimation of degrees of freedom. These two independent randomizations provide an
estimate of the standard error in the estimation of degrees of freedom that is due to sampling error. The
results are shown in Appendix Table 5 in terms of the standard deviation of the estimated t value for the
95 percent confidence interval. Since it is clear that there can be greater variation when t is large (i.e.,
when degrees of freedom is small) than when t is small, the results of the analysis are shown for five size
classes of average degrees of freedom, where the average was derived from the two randomizations.

Table 5. Standard errors of estimated degrees of freedom, grade 9
Average estimated

degrees of
freedom

Average t values Number of pairs Standard deviations Average
standard

deviationsNarrative Document Expository Narrative Document Expository Narrative Document Expository

Under 5 3.51 3.35 3.56 10 11 9 0.46 0.60 0.47 0.51
5-9 2.50 2.55 2.41 10 11 13 0.50 0.43 0.21 0.38
10-14 2.31 2.26 2.21 5 8 8 0.35 0.25 0.12 0.24
15-24 2.13 2.12 2.11 9 8 5 0.08 0.11 0.08 0.09
25 and higher . . 2.06 2.05 2.02 11 7 10 0.14 0.07 0.03 0.08

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statist cs, 1991.

To be conservative, it appears that one needs to add about 20 percent to the t value for estimates
of degrees of freedom under 5, about 15 percent for degrees of freedom greater than 5 but less than 15,
and about 10 percent for estimated degrees of freedom equal to or greater than 15. These are rough
figures, but they may be useful for some purposes.

A remaining issue is whether it is reasonable to assume that the variances of the k replicates
divided by their average are distributed as chi-square. The assumption appears to be reasonable for
variables that have similar estimates of degrees of freedom for the three scales. In these cases the
Kolmogorov-Smirnov test fails to discriminate the scaled distribution of replicate variances from a chi-
square distribution. Appendix Figure 1 shows th fit between the replicate variances of narrative reading
scores for the variable "Other" family compositi, n and a chi-square distribution with 20 degrees of
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freedom. All 10 deciles were used in the fitting. Note the departure from a good fit for deciles 1 and
10. This problem is avoided by truncating the smallest and largest deciles.

When the estimates for the three scales differ widely, generally one or more of the scales shows
a poor fit. An example is shown in Appendix Figure 2 where the variable is the existence of an extended
family for students in grade 4. It is clear that the assumption that the sample variances divided by their
average is distributed as chi-square is unjustified. The source of the problem is unknown, but the analysis
above with the two randomizations of a single sample indicate that sampling error may play a large role.
There is, of course, the distinct likelihood that estimates made from a stratified and highly clustered
sample will often depart from normality. When that occurs, the validity of this method of estimating
degrees of freedom is called into question.

Figure 1. Actual versus theoretical chi-square distributions for "other" family composition,
narrative scale, grade 4
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SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Figure 2. Actual versus theoretical chi-square distributions for extended family variable, narrative
scale, grade 4
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SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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3 Handling Item Nonresponse in the U.S.
Component of the !EA Reading Literacy Study

Marianne Wing lee, Graham Ka lton, Keith Rust, and Dan Kasprzyk

3.1 Introduction

This chapter discusses the handling of item nonresponse in the U.S. component of the lEA
Reading Literacy Study. As in any survey, there are some nonresponses to the questionnaire items.
There are many reasons for nonresponses. Sometimes a respondent will nr. remember or will not know
an answer, will refuse to give it, or will inadvertently skip answering an item. Sometimes responses will
need to be deleted because they fail to satisfy edit constraints. For some of the nonresponses, answers
can be deduced through logical deductions and data edits. However, not all item nonresponses can be
completed this way. The presence of nonresponses complicates analyses of the survey data. Therefore,
imputation procedures (hot-deck and modal imputations) have been used to produce a completed data file
for analysis.

With the completed data file, the most straightforward way to analyze the data is to proceed as
if the completed data were actually reported. This study compares regression models estimated from the
dataset completed by imputation with the corresponding models estimated using three other methods of
handling the missing data. These other methods are the complete case analysis (CC), where cases with
missing values for any of the variables involved in the analysis are discarded (also known as the listwise
deletion method); the available case (AC) analysis, where all the reported data are used to derive the
sample means and variance-covariance matrix employed in the regression analysis (also called the
pairwise deletion method); and a method that assumes that the data come from a multivariate normal
distribution and estimates the parameters of this distribution by a maximum likelihood method using the
EM algorithm (estimation-maximization method). In addition, hierarchical linear model (HLM) analyses
are estimated for the dataset completed by imputation and using the complete case analysis.

Section 3.2 of this paper describes the analytic objectives for the U.S. component of the IEA
Reading Literacy Study and nonresponse in this survey. The methods of imputation are covered in
Section 3.3. Section 3.4 discusses the methodology used to compare the outcomes of multiple regression
analyses and hierarchical linear modeling analysis using the imputed data and three other methods of
handling missing data. Section 3.5 is a discussion of the efficiencies of the various methods.
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3.2 The U.S. Component of the IEA Reading Literacy Study

The U.S. component of the IEA Reading Literacy Study (Elley 1992) was conducted in the 1990-
91 school year. The study involved national samples of over 6,000 grade 4 and 3,000 grade 9 students.
The grade 4 students were sampled from over 160 schools nationwide, and two complete classes of
students were selected per school. The grade 9 students were sampled from about the same number of
schools over the country, and one class of students was included per school. Students sampled for the
study were given performance tests to evaluate their reading levels and comprehension. In addition, the
students, their teachers, and school principals completed questionnaires about background factors related
to the students' reading achievement. Student performance on the cognitive tests was scored using the
Rasch scaling method, and nonresponses to the cognitive test items were handled within the context of
the Rasch model (see Elley 1992). The item nonresponses discussed in this paper refer to nonresponses
to the questionnaire items only.

The aims of the IEA Reading Literacy Study were to assess school children's reading proficiency
in the language of their own country and to collect information from students, teachers, and schools about
the factors that lead some students to become better readers than others. While the prime focus of the
study is on international comparisons, an additional objective for the United States is to develop
conceptual models of which factors are effective and which are ineffective in improving reading skills
in the U.S. school systems. In order to develop these models, questionnaire items are often used as
independent variables for predicting student's reading performance. Therefore, it is important to have
complete data on the questionnaire items to facilitate these analyses.

Survey Nonresponse

Like most surveys, the IEA Reading Literacy Study experienced two types of missing data--unit
nonresponse and item nonresponse. Unit nonresponse occurred when a sampled school refused to
participate in the study or a student from a participating school failed to complete the reading performance
tests for reasons of absenteeism, health, or language problems. At the school level, response rates in the
United States were about 87 percent for grade 4 schools and 86 percent for grade 9 schools. (These rates
exceeded the international requirement of at least 85 percent for each grade.) At the student level, about
7 percent of the grade 4 students and 14 percent of the grade 9 students were unit nonrespondents.
Weighting class adjustments were used to compensate for unit nonresponse at both the school and student
levels (see Chapter 2 of this volume).

Item nonresponse to the questionnaire items occurred when a student who completed the reading
performance test failed to complete an item on the student background questionnaire, or when a teacher
or principal failed to complete an item on the questionnaires that they completed. Possible reasons for
item nonresponse include lack of knowledge, inadvertent omissions, refusals, and edit failures. As

discussed below, the level of item nonresponse was generally low, but there were some items that were
not answered by 10 percent or more of the respondents.

Questionnaire items that were unanswered by respondents were reviewed, and efforts were made
to locate the missing responses or to deduce the responses by means of logical edits. For example, for
schools that failed to report the type of school or communities they served, hard copies of the
questionnaire form were retrieved to check the address of the school and to deduce the missing response.
For items for which data are available from other sources, those data were used to replace the missing
values. For example, for schools that failed to report enrollment, the enrollment was taken from the 1989
Quality Education Data (QED) file, a comprehensive database of schools in the United States that was
used as the sampling frame of schools for this study.
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A small amount of deductive editing was used to complete the responses for items for which

unique responses could be deduced from responses to other items on the questionnaires. Examples

include the following: (1) for children who reported their dates of birth but not their ages, the missing

ages were deduced from birth dates; (2) if a grade 9 student responded that he or she did not have a

regular job, a nonresponse to the question about the time spent on jobs was assigned a response of "not

applicable"; (3) for certain list checking items requiring a "yes" or "no" response to multiple parts of a

Livestion, partial nonresponses to some parts were deduced to have a "no" response. For example, when

school principals were asked whether they use students' standardized tests to evaluate student progress,

curriculum, teachers, textbooks/ materials, and special programs, they tended to circle "yes" choices but

left other items unanswered. The unanswered items were inferred to have "no" responses.

After the process of data review and edits, the amount of missing data in the U.S. component of

the lEA Reading Literacy Study is relatively small. Table 3-1 summarizes the extent of item

nonresponses in each of the six datasets corresponding to the three questionnaires for each of the grade

4 and grade 9 samples. Items in each questionnaire are separated into three categories according to the

amount of missing data: 5 percent or less of missing data, between 6 and 10 percent of missing data,

and 11 percent or more of missing data. Generally, the percentage of items with 11 percent or more of

missing data is small. Close to 90 percent of the items on the School Questionnaire have no more than

5 percent of missing responses. Similarly, 92 percent of items on the grade 4 Teacher Questionnaire and

84 percent of the items on the grade 9 Teacher Questionnaire have 5 percent or less of missing data. The

grade 9 students too provided reasonably complete responses, with 87 percent of the items having less

than 5 percent missing data. The grade 4 students had a higher level of item nonresponses, with 20

percent of the items on their questionnaires having 11 percent or more of missing data. Even though the

item nonresponse rates are higher for grade 4 students, about 35 percent of these students completed all

items, and about 97 percent of them completed at least 80 percent of the items on the questionnaire.

Table 3-1. Percentage of items with different levels of missing data

Percentage of questionnaire items with
given level of missing data

Grade 4 Grade 9

Student Questionnaire

5 percent or less 54% 87%

6-10 percent 26% 5%

11 percent or more 20% 8%

Total number of items 134 241

Teacher Questionnaire

5 percent or less 92% 84%

6-10 percent 5% 14%

11 percent or more 3% 2%

Total number of items 250 153

School Questionnaire

5 percent or less 89% 87%

6-10 percent 4% 12%

11 percent or more 7% 1%

Total number of items 113 117

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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There are three types of questionnaire items with high nonresponse rates. The first type
comprises factual items that require a certain degree of effort in information retrieval. For example,
teachers frequently omitted the number of education courses they had taken. This information should
have been available to all teachers provided that they were willing to make the effort to review their
training records. The second type comprises items that may have been unclear to some respondents. For
example, teachers were asked about the amount of time they spent teaching "ESOL"English as second
language. Since the term ESOL was not defined in the questionnaire, some teachers may have been
confused and therefore did not provide a response. The third type comprises items in which the response
categories may be inappropriate. When none of the choices was suitable, respondents may have decided
to skip the question. For example, school principals were asked to rate their levels of satisfaction with
various forms of student assessment. The principal may have omitted the item because the form of
assessment was not used in the school.

3.3 Methods of Handling Missing Data in Surveys

The missing responses in the questionnaire items can be handled in one of two ways: they can
be filled in by some imputation procedure, or they can be left as missing with missing data codes assigned
in the data files. The use of imputation to assign values for item nonresponses in large surveys has a
number of advantages (see Ka lton and Kasprzyk 1982; Kalton 1983). One is that carefully conducted
imputations can reduce the biases in survey estimates arising from missing data. Second, with data
assigned by imputation, analyses can be conducted as if the dataset were complete. Thus, analyses are
made easier to conduct and the results easier to present. Third, the results obtained from different
analyses with missing data are likely to be somewhat inconsistent, a feature that need not apply with
analyses of a dataset with imputed data.

The alternative to imputation is to leave to the secondary data analyst the task of compensating
for the missing data. This alternative is preferred by those who maintain that methods of handling
missing data should be developed to satisfy specific analytic models or object'ves. Such an approach may
be preferable in some cases, but it is often impractical and unsatisfactory. Most analysts who are
confronted with this task have to rely on the options available in software packages for handling missing
data. For most surveys, it is unrealistic to believe that efficient compensation procedures could be
developed for each separate analysis.

Imputations for the IEA Reading Literacy Study

Imputation has been chosen as the method to deal with missing data items in questionnaires
administered to students, teachers, and school principals in the U.S. component of the IEA Reading
Literacy Study. The primary method of imputation selected for this study was a form of hot-deck
imputation. This method was selected because it is most suitable for the type of data collected in the
study (see Kalton. and Kasprzyk 1986 for a review of imputation methods). For a few items with very
low rates of missing data, modal imputation was used to expedite the process.

Hot-Deck Imputation. The hot-deck imputation procedure WESDECK (a SAS macro developed
by Westat, Inc.) was used in this study. This procedure starts with the definition of imputation classes
according to a cross-classification of auxiliary variables chosen for use in imputing for missing responses
to a particular item. Then, for each missing response, a value is assigned from a respondent in the same
imputation class. The auxiliary variables used in constructing the imputation classes were those that were
related to the item to be imputed. One advantage of this approach is that it preserves the relationships
between the item being imputed and the auxiliary variables used to form the imputation classes. An
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assumption of the hot-deck approach is that after controlling for the auxiliary variables, the distribution

of responses for the nonrespondents is the same as that for the respondents.

The following examples illustrate how hot-deck imputation was carried out. To impute for the

item "the amount of time a student spent watching television on a school day," imputation classes were

formed by cross-classifying the following variables: home possesses a TV and VCR (three classes were

definedthose with no TV, those with TV but no VCR, and those with both); the highest educational

level of the parents (college, high school, or less than high school); school control (private or public);

and race/ethnicity (white/Asian, or other minorities). Within each of the 36 classes, respondents were

chosen at random to donate their values to nonrespondents in that class. The process was subjected to

a constraint that no respondent was allowed to donate his or her response to more than three

nonrespondents.

Items that were strongly related to each other were imputed together, assigning values from the

same respondent (donor). For example, because the educational levels of parents are correlated, father's

and mother's education were imputed together. Thus, for students with both parents present in the

household, the following procedure was employed. For those with father's education reported but

mother's education missing, father's education was used as an auxiliary variable along with race of

student, school control, and community size in forming the imputation classes. Hence, donors for the

students with missing mother's education wereselected from within imputation classes where all students

had the same level of father's education. Likewise, when mother's education was reported but father's

education missing, mother's education was used in forming the imputation classes. When the educational

levels of both parents were missing, the imputation classes were formed using only race, school control,

and community size. The imputation of both variables was performed jointly, taking both values from

a given donor for each recipient and restricting the choice of donor to those students with both father's

and mother's education reported.

Modal Imputation. Modal imputation assigns the modal value of a certain imputation class to

replace any missing value within that class. This method was used for items with very low item

nonresponse rates (less than 2-3 percent) and where respondents showed a clear preference for one of the

response categories. Modal imputation, which is easier to implement but somewhat less effective than

hot-deck imputation, was used to expedite the process of imputation. Under the conditions in which it

was used, modal imputation is likely to have produced similar results to those that would have been

obtained from a hot-deck procedure. Modal imputation was employed with about one-fifth of the items

on the School Questionnaire and a half of the items on the Teacher Questionnaire.

As an illustration of modal imputation, consider an item on the grade 4 Teacher Questionnaire

that reads, "Do you regularly (i.e., at least once a week) do the following activities to encourage your

students to read outside school?" followed by a list of statements such as "suggest books to students to

read," and "read stories to students." The teachers were requested to select a "yes" or a "no" response
for each statement on the list. There were only one or two nonrespondents for each part of the question,

and these nonresponses were replaced by the modal values. For example, since 82 percent of the
responding teachers replied "yes" to the statement "suggest books to read," the single nonrespondent to

this statement was assigned a "yes" response. Had a hot-deck procedure been applied, there is a very

high probability that a "yes" response would have been imputed.

The Process of Imputation. The items in the questionnaires were imputed sequentially,

following roughly the logical sequence of the questionnaires. The imputed values of some variables were

used for subsequent imputation of other variables. For example, for the Student Questionnaires, race and

parents' education were imputed first. The imputed values of these variables were then used to classify

students into imputation classes for subsequent imputations of other items. Similarly, for nested items,
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the filter items that led into skip patterns were always imputed first, and the responses to the items that
followed were imputed so as to be consistent with the responses to the filter items.

The frequency distributions of all items subject to imputation were monitored. For each item
imputed, the distributions of the reported cases, the imputed cases, and the two combined were compared.
Table 3-2 shows the distributions for several items from the grade 4 Student Questionnaire that are often
used to explain student's reading performance: father's education, mother's education, the use of a
language other than English at home, hours spent watching television on a school day, and frequency of
reading story books. For all of these variables, the frequency distributions for the imputed cases are
slightly different from those fc,r the reported. These differences are not surprising given that the
imputations were conducted within imputation classes of similar characteristics. When hot-deck
imputation is used, such differences are to be expected when the item nonresponse rates and the
distributions of the responses differ across imputation classes. However, when the imputed and the
reported data are combined, the overall distributions are similar to the distributions of the reported data.
This occurs because the missing data rates for these items are relatively small.

Table 3-2. Frequency distributions of selected variables from the grade 4 Student Questionnaire
based on reported data, imputed data, and both sources combined

Characteristic Reported Imputed Combined

Father's education

Less than high school 10% 11% 10%
High school 24 21 24
Some college 18 17 17
College 48 51 49

Number of students' 5,441 577 6,018
Mother's education

Less than high school 7% 10% 9%
High school 27 25 26
Some college 21 19 21
College 44 46 44

Number of students' 5,607 556 6,163
Use of language other than English at home

No 75% 72% 75%
Yes 25 28 25

Number of students 6 106 114 6,220
Hours spent watching TV on a school day

Low (0-1) 17% 14% 16%
Medium (2-4) 50 44 50
High (5+) 33 42 34

Number of students 5,991 229 6,220
Frequency of reading story hooks

Almost never 17% 16% 17%
Once a month 14 17 14
Once a week 26 22 26
Once a day 43 45 43

Number of students 5,777 443 6,220

Excluding 202 students with no father in the household.

Excluding 57 students with no mother in household.

NOTE: Percentages may not add to 100 due to rounding.

SOURCE: 'EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



Imputation flag variables were added to the data file to identify the data elements that were
imputed and the method of imputation. Flags are important to inform analysts that some of the data items
are not directly reported by the survey respondents. Analysts with specific analytic goals can choose
whether to include the imputed values in their analysis or to use alternative methods to handle the missing
data.

3.4 Evaluations of the Effects of Imputation on Data Analysis of the IEA Reading Literacy
Study

A convenient way to analyze the fully imputed datasets for the IEA Reading Literacy Study is
to proceed as if the completed data contained only reported responses. The impact of treating imputed
data as real reported data in these levels of analysis has been studied by a number of researchers (Santos
1981; Jinn and Sedransk 1987, 1989a, and 1989b; Jinn, Sedransk, and Wang 1991; and Wang, Sedransk,
and Jinn 1992). This section examines the effects of imputation on regression analysis and hierarchical
linear models, the main forms of analysis being applied to the survey data.

Regression equations were estimated using four different estimation approaches: the hot-deck
imputed data analysis, the complete case analysis, the available case analysis, and the EM algorithm
analysis. These methods are outlined below and the mathematical details are provided in Appendix I to
this chapter:

Hot-deck imputation (HD). The analysis of the dataset with hot-deck imputation included
the data imputed through the hot-deck procedure as if they were reported. The analysis is
conducted on the full sample using standard procedures for a dataset with no missing values.

Complete case analysis (CC). The CC analysis includes only students who have provided
complete data for all the variables involved in the regression model. Students with missing
responses for one or more of these variables are excluded. The analysis is then conducted
using standard procedures for a dataset with no missing values.

Available case analysis (AC). The basic quantities involved in conducting a regression
analysis are the means of each of the variables, the variances of each of the variables, and the
covariances between all pairs of variables. The AC analysis estimates each of these quantities
from the incomplete data, using as much data as possible. Thus the mean and variance of a
particular variable are estimated from all students who provided a response for that variable.
Covariances between two variables are derived using data from students who responded to
both variables.

The EM algorithm (EM). The EM algorithm (Dempster, Laird, and Rubin 1977) uses an
iterative maximum likelihood procedure to provide estimates of the mean and variance-
covariance matrix based on all the available data for each respondent. The algorithm assumes
that the data come from a multivariate normal distribution and that, conditional on the
reported data, the missing data are missing at random. Although the assumption of
multivariate normality may appear restrictive, Little and Rubin (1987) have shown that the
EM algorithm can provide consistent estimates under weaker assumptions about the underlying
distribution. The predictor variables can, for instance, be categorical variables treated as
dummy variables in a regression analysis.
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Effects of Imputation on Regression Analysis

The regression model used to predict a student's performance on a particular reading literacy test
is the following:

yi = bo + bixii + + brxip + ei i = 1, n,

where y is the performance score for student i on the reading test, xii, xip are the predictor variables,
b0,... ,bp are the regression parameters, and ei is the error term.

The three reading performance scores used as the dependent variable in the regression models
were the narrative, expository, and document performance scores. These performance scores, which are
described in Appendix 2 to this chapter, were derived using Item Response Theory (IRT) models scaled
for international comparisons (see El ley 1992). The predictor variables used in all models were gender,
age, race, father's and mother's education, family structure (presence or absence of both parents), family
composition (nuclear or extended family), family wealth and possessions, and use of a language other
than English at home. Other than family wealth and age, all predictor variables were coded as dummy
variables.

Table 3-3 shows the rate of missing data on the predictor variables. In most cases, the rates are
less than 10 percent. The rate for f-mily wealth index is somewhat higher because it is a factor score
based on many data elements. Although the missing data rates for individual items are low, over 30
percent of students had data missing for one or more of the variables. As noted earlier, students without
reading performance scores were excluded from the dataset. There are, therefore, no missing data for
the performance scores.

Table 3-3. Percentage of missing data on variables used to predict the reading performance of
grade 4 students

Predictor variable Percent

Gender 0

Age 2

Race 0

Father's education 9

Mother's education 9

Family wealth index (derived from factor score)' 18

Family composition (living with both parents)' 3

Nuclear or extended family' 3

Use of a language other than English at home 2

One or more variables 31

Factor scores derived from factor analysis of items related to family possessions.

Composite variable based on the responses to several items.

SOURCE: !EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The four estimation approaches were applied first to unweighted data., using standard software
packages for the HD, CC, and AC analyses and using a FORTRAN routine ROBMLE (Little 1988b) for
the EM analysis. For the EM analysis, cases with complete data were used to provide the initial
estimates of the means and the variance-covariance matrix employed to start the chain of the estimation-
maximization process. Convergence was specified to occur when the successive log likelihood values
differed by less than 0.001 and estimates of all parameters differed (proportionally) by less than this
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amount. The means and variance-covariance matrix produced by the EM method then served as input

for a standard regression analysis.

The unweighted regression analyses ignore the weights resulting from the unequal selection

probabilities associated with the complex sample design and the weighting adjustments made to
compensate for unit nonresponse. To examine the effects of the weights, weighted regression analyses

were conducted using the HD, AC, and CC approaches. The variances of the weighted regression

coefficients were estimated using a jackknife method of variance estimation that took account of the

complex sample design (see Chapter 2 of this volume). The EM method was not included in the
weighted analyses because of a lack of software to handle weighted data, and the fact that the method

gave comparable results to those obtained from the HD and AC approaches in the unweighted analyses.

Since the findings obtained from the regression analyses for the three reading performance scores

produced similar conclusions about the comparability of the regression results from the four estimation

methods, only the regression analyses for the narrative performance scores are presented here. The

results for the unweighted and weighted analyses are presented below.

Results from the Unweighted Regression Analysis. Tables 3-4 to 3-6 present the results of the

unweighted ordinary least squares (OLS) regression analyses from the four estimation approaches for the

three independent variables (the narrative, expository, and document performance scores). For each

table, the regression coefficients estimated using the HD, EM, and AC methods are very similar. The

estimates from the CC analysis, however, are somewhat different from those produced by the other

methods.

One use of the regression model is for computing adjusted mean performance scores for

subgroups of students with various characteristics, after controlling for other characteristics. These

adjusted mean scores may be computed as y = xb, with certain x's in the regression model set to values

that specify the subgroup of interest, the remaining x's set to their mean values, and b as the estimated
regression coefficients. The adjusted mean scores can also be compared with unadjusted scores for the

subgroups to see the effect of controlling on other variables.

Table 3-7 shows the unadjusted and the adjusted mean narrative performance scores for the

following subgroups: males, females, minority students, nonminority students, students with no father

living in the household, students with fathers with less than high school education, students with fathers

with college education, male minority students not living with parents, and female nonminority students

living with both parents. The unadjusted means were computed in two ways: using all available cases

as in the AC analysis, and using only complete cases as in the CC analysis.

Overall, the unadjusted mean for the complete cases is about 10 points (or a 10th of a standard

deviation) higher than that for the available cases. The difference is roughly of this magnitude for all the

subgroups in the table except for the category father absent, where the difference is markedly higher at

24 points (almost a quarter of a standard deviation). The regression adjusted means estimated by the HD,

EM, and AC metoods are very comparable to one another, but they differ from the adjusted means based

on the CC analysis by approximately the same magnitude as observed with the unadjusted means. The

larger difference in the father absent category may have resulted from a high nonresponse rate among

these students. Only about 50 of the 202 sampled students in this category had responses for all the

analysis variables.
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Table 3-4. Unweighted regression estimates predicting the narrative performance scores for
grade 4 students: Results from four estimation algorithms

Predictor variable
Hot-deck

imputation EM algorithm Available cases Complete cases

b 1 s.e. b 1 s.e. b s.e. b 1 s.e.
Intercept 744.7 22.4 731.0 22.6 726.5 25.0 729.3 27.9
Gender (1=female) 16.9 2.3 17.2 2.3 17.1 2.5 16.4 2.7
Age -1.8 0.2 -1.8 0.2 -1.7 0.2 -1.6 0.2
Minority (1=black or Hispanic) -36.0 2.7 -36.0 2.7 -36.3 2.9 -36.3 3.3
Father education high school 9.8 4.7 9.3 4.7 9.2 5.2 9.9 5.7
Father education some college 15.3 5.0 17.4 5.0 18.0 5.5 16.9 6.0
Father education - college 23.3 4.6 25.4 4.6 25.7 5.1 28.2 5.6
No father in household 18.1 7.5 20.2 7.2 18.7 8.0 31.6 10.3
Mother education - high school 16.3 4.7 19.0 4.7 19.7 5.2 17.6 6.0
Mother education - some college 17.5 4.9 19.2 5.0 19.4 5.4 16.5 6.2
Mother education - college 18.7 4.7 21.0 4.8 21.0 5.2 17.1 6.0
Family wealth index 9.3 1.2 8.6 1.3 8.5 1.4 7.2 1.5
Family composition 20.2 2.4 21.2 2.4 21.3 2.7 19.4 2.9
Extended family -23.0 2.4 -24.1 2.4 -23.8 2.7 -27.6 2.9
Use of foreign language at home -8.0 2.7 -7.5 2.7 -7.7 3.0 -9.3 3.2
Sample size 6,220 6,220 5,105 4,280Model 12' 0.15 0.16 0.16 0.15

h = coefficient; s.e. = standard error.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 3-5. Unweighted regression estimates predicting the expository performance scores for
grade 4 students: Results from four estimation algorithms

Predictor variable
Hot-deck

imputation EM algorithm Available cases Complete cases

b s.e. b 1 s.e. b s.e. b s.e.
Intercept 688.2 18.6 679.4 18.8 676.9 20.8 685.2 23.2
Gender (1=female) 7.1 1.9 7.2 1.9 7.2 2.1 5.7 2.2
Age -1.4 0.1 -1.4 0.1 -1.4 0.2 -1.3 0.2
Minority (1=black or Hispanic) -29.8 2.2 -30.2 2.2 -30.4 2.4 -28.0 2.7
Father education - high school 11.9 3.9 8.9 3.9 9.1 4.3 8.8 4.7
Father education - some college 15.7 4.2 15.3 4.2 15.7 4.6 15.4 5.0
Father education college 22.1 3.8 21.2 3.8 21.5 4.2 24.9 4.6
No father in household 11.4 6.2 11.1 6.0 9.7 6.6 16.1 8.6
Mother education high school 7.3 3.9 10.9 3.9 11.4 4.3 12.0 . 4.9
Mother education - some college 9.0 4.1 12.1 4.2 12.3 4.5 9.7 5.2
Mother education - college 13.6 3.9 17.1 4.0 17.3 4.3 13.9 5.0
Family wealth index 8.4 1.0 7.3 1.1 7.1 I.2 5.9 1.2
Family composition 15.6 2.0 15.8 2.0 15.8 2.2 15.2 2.3
Extended family -17.0 2.0 -18.4 2.0 -18.2 2.2 -21.9 2.4
Use of foreign language at home -5.6 2.2 -5.3 2.2 -5.4 2.5 -5.0 2.7
Sample size 6,220 6,220 5.105 4,280Model R2 0.14 0.14 0.14 0.14

h = coefficient; s.e. = standard error.

SOURCE: lEA Reading Literacy Study, U.S. NationalStudy data, National Center for Education Statistics, 1991.
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Table 3-6. Unweighted regression estimates predicting the document performance scores for

grade 4 students: Results from four estimation algorithms

Predictor variable

Hot-deck
imputation

EM algorithm Available cases Complete cases

b 1 s.e. b s.e. b s.e. b s.e.

Intercept 663.3 18.7 651.6 18.8 649.1 20.8 655.0 23.2

Gender (1 =female) . -1.7 1.9 -1.6 1.9 -1.6 2.1 -3.2 2.2

Age -1.1 0.1 -1.0 0.1 -1.0 0.2 -1.0 0.2

Minority (1=black or Hispanic) -34.0 2.2 -34.3 2.2 -34.4 2.4 -34.4 2.7

Father education - high school 12.4 3.9 9.8 3.9 10.0 4.3 10.7 4.7

Father education - some college 17.1 4.2 16.7 4.2 17.0 4.6 16.3 5.0

Father education college . 18.7 3.8 18.3 3.9 18.6 4.2 22.5 4.6

No father in household 15.3 6.2 16.4 6.0 15.2 6.6 32.0 8.6

Mother education - high school . . 10.0 3.9 14.0 4.0 14.4 4.3 14.2 5.0

Mother education some college 13.1 4.1 17.5 4.2 17.5 4.5 14.3 5.2

Mother education - college 19.3 3.9 22.7 4.0 22.3 4.3 21.0 5.0

Family wealth index 8.6 1.0 7.1 1.1 7.0 1.2 5.1 1.2

Family composition 22.4 2.0 23.2 2.0 23.3 2.2 22.1 2.4

Extended family -18.9 2.0 -20.1 2.0 -19.9 2.2 -21.7 2.4

Use of foreign language at home -10.4 2.2 -10.7 2.2 -10.8 2.5 -9.4 2.7

Sample size 6,220 6,220 5,105 4,280

Model 122 0.17 0.17 0.17 0.16

b = coefficient; s.e. = standard error.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 3-7. Unweighted adjusted and unadjusted mean narrative performance scores for grade 4

students

Student group

Unadjusted mean Adjusted mean

Available
cases

Complete
cases

Hot-deck
imputation

EM algorithm
Available

cases
Complete cases

All students 555 565 552 552 552 563

Males 543 555 544 544 544 557

Females 562 575 561 561 561 573

White or Asian 567 578 562 563 563 574

Other minority students 514 524 526 527 52.6 537

Father not in household 532 556 554 555 553 577

Father ,ad less than high school
education 515 525 536 535 534 545

Father had college education 568 577 559 560 560 573

Males, minority, not living with parents 495 504 506 506 506 518

Females, white or Asian, living with both
parents 588 596 580 580 584 590

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Results from the Weighted Regression Analysis. This section presents results for weighted

regression analyses for the narrative performance scores using the survey weights developed to

compensate for unequal selection probabilities and unit nonresponse. The regression analyses are based

on the HD and AC methods and two versions of the CC method.
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The unweighted analyses reported above showed that the CC analysis produced appreciably
different results from the three other methods. These differences are presumably explained by the fact
that the CC analysis excludes the more than 30 percent of students who failed to answer one or more of
the items involved in the regression model. With a weighted analysis, as well as compensating for unit
nonresponse, there is the possibility of attempting to compensate for these partial respondents through
an additional weighting adjustment. To examine the effectiveness of a weighting adjustment for the
partial nonrespondents, an additional weighting adjustment was developed as described below. The CC
regression analysis was then conducted twice, once using the original survey weights and once using the
adjusted weights that compensate for the partial respondents.

The first step in developing the adjusted weights for the CC analysis was to perform a CHAID
analysis (Magidson 1989) to identify subgroups of students with different rates of complete response for
the set of items in the regression model. Using a sequential procedure, the analysis partitioned the sample
into 12 subgroups involving the following variables: the narrative reading performance scores,
race/ethnicity of student, community served by school (urban, suburban, nonurban), the region of the
country (Northeast, Southeast, West, Central), and control of school (public, private). Table 3-8 shows
that the levels of complete response for the 12 subgroups vary substantially from a high of 88 percent
to a low of 43 percent. In particular, the level of complete response varies markedly by performance
level, from about 88 percent for students in the highest quintile of performance to about 58 percent in
the lowest quintile. To compensate for the differential loss of students in the complete case analysis
across the 12 subgroups, the adjusted weights for the CC analysis were constructed by multiplying the
survey weights for students in a subgroup by the inverse of the weighted percentage of complete cases
in that subgroup.

Table 3-8. The percentage of complete cases for different subgroups of students
Subgroup Percent

Highest quintile on narrative performance score:

South, public schools 70
South, private schools 88
Other regions, black and Hispanic 70
Other regions, white and Asian 83

4th quintile on narrative performance score:

Black and Hispanic 63
White and Asian 77

2nd and 3rd quintile on narrative performance score:
Black and Hispanic 57
White and Asian 70

Lowest quintile on narrative performance score:

Urban, hlack 43
Urban, other races 58
Suburban, West

51
Suburban, other regions 64

SOURCE: IBA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 3-9 shows the regression coefficients estimated by the HD and AC analyses and the CC
analyses using both the original and the adjusted sampling weights; and Table 3-10 shows the
corresponding unadjusted and adjusted subgroup means. The results of the weighted analyses confirmed
the finding from the unweighted analyses that the HD and AC analyses produce similar results, but that
the CC analysis appears to overestirmte student performance. The use of the adjusted weights with the
CC analysis reduces the overestimation to some extent, but the results still deviate from those produced
by the HD and AC analyses.

"/ 3 64



Table 3-9. Weighted regression estimates predicting the narrative performance scores for grade 4

students: Results from four estimation algorithms

Predictor variable

Hot-deck
imputation

Available cases
Complete cases

(adjusted weights)

Complete cases
(unadjusted

weil,hts)

b I s.e. b I s.e b s.e. b s.e.

Intercept 747.3 23.5 728.6 24.4 730.7 24.8 737.7 27.4

Gender (1 =female) 16.0 3.1 16.3 3.3 16.9 3.9 15.8 3.9

Age -1.8 0.2 -1.7 0.2 -1.7 0.2 -1.7 0.2

Minority (1=black or Hispanic) -35.4 3.4 -35.5 3.4 -35.2 4.4 -36.2 4.8

Father education high school 8.5 5.8 7.9 6.9 9.1 6.Q 8.4 6.5

Father education - some college 12.9 5.9 15.0 6.6 14.5 6.6 13.7 6.9

Father education - college 21.9 6.1 24.0 7.1 25.5 7.0 25.9 7.6

No father in household 25.8 11.6 25.9 12.4 36.2 13.6 39.1 13.3

Mother education - high school 14.8 5.6 18,3 6.4 16.1 5.2 18.8 5.3

Mother education some college 16.0 6.8 18.7 7.3 14.8 7.7 18.3 7.8

Mother education - college 16.2 6.4 18.7 7.1 14.3 6.8 17.5 7.2

Family wealth index 8.7 1.6 8.2 1.9 7.0 2.0 6.8 1.9

Family composition 20.7 3.2 21.7 3.2 20.7 3.7 20.6 3.7

Extended family -22.8 2.9 -23.6 3.0 -25.8 4.2 -26.3 4.0

Use of foreign language at home -6.4 3.4 -6.2 3.3 -8.7 4.6 -9.3 4.7

Sample size 6,220 5,105 4,280 4,280

Model It2 0.14 0.15 0.15 0.15

b = coefficient; s.e. = standard error.

NOTE: The regression estimates were computed using weighted least squares methods, and standard errors were estimated using a jackknife

replication procedure.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 3-10. Weighted adjusted and unadjusted mean narrative performance scores for grade 4

students

Student group

Unadjusted mean Adjusted mean

Available cases Complete cases
Hot-deck

imputation
Available cases

Complete cases
(adjusted
weights)

Complete cases
(unadjusted

weights)

All students 557 566 555 555 558 566

(3.5) (3.8) (2.8) (12.3) (12.7) (3.0)

Boys 546 556 547 547 550 559

(3.7) (4.4) (3.1) (2.8) (3.4) (3.8)

Girls 564 576 563 563 567 574
(3.2) (3.2) (2.4) (1.9) (2.1) (2.2)

White or Asian 570 579 565 565 567 575

(2.4) (2.8) (2.2) (1.8) (2.3) (2.4)

Other minority students 517 526 529 529 532 539

(3.7) (4.4) (3.7) (3.4) (3.9) (4.8)

Father not in household 543 567 565 564 577 588

(9.7) (11.6) (10.3) (10.3) (12.1) (12.1)

Father had less than high school
education 519 528 540 538 541 549

(6.8) (7.2) (5.7) (6.3) (6.4) (7.0)

Father had college education . . 570 580 561 562 567 575

,(3.4) (3.6) (2.5) (2.3) (2.6) (2.7)

Males, minority, not living with
parents 499 503 509 509 511 519

(5.5) (6.3) (4.5) (4.3) (4.7) (5.7)

Females, white or Asian, living
with both parents 588 596 581 582 584 591

(3.3) (3.6) (2.9) (2.6) (3.0) (3.1)

NOTE: Numbers in parentheses are standard errors.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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The standard errors of the weighted estimates in Tables 3-7 and 3-8 were computed using a
jackknife replication method of variance estimation that takes account of the complex sample design.
Since the HD approach treats all the imputed data as if they were reported, the standard errors with this
approach are underestimated. The estimates of standard error for the AC and CC analysis are valid
estimates. In this study, the additional weighting adjustment for the CC analysis did not have substantial
effect on the precision of the estimates.

Effects of Imputation on HLM Analysis

The sample design for the lEA Reading Literacy Study is a hierarchical one, with samples of
schools, classes within schools, and students within classes. Using the hierarchical linear model (HLM),
advantage can be taken of this hierarchical structure in the analysis to examine the effects of schools and
classrooms, as well as background variables on student achievement (Bryk and Raudenbush 1992).

With HLM, variables measured at different levels (such as school, classroom, and student) are
included in the model. In the analyses reported here, only two levels of variables are included. Level-1
variables are related to individual students. These variables are the same as those employed in the
regression analyses reported in the previous section. Level-2 variables are related to classrooms. The
only level-2 variable included in the HLM models is the proportion of minority students in the classroom.
All but one of the level-1 variables are treated as fixed effect variables. The variable, minority status,
is treated as a random effect variable. With these specifications, HLM controls for the between-
classroom variance in student minority status and provides separate estimates of the effect of minority
status on reading comprehension in each classroom.

The software used in this study for estimating the HLM (Bryk and Raudenbush 1989) can handle
only complete datasets for a two-level model. For this reason, the HLM analyses were conducted only
under the HD and CC estimation approaches. In these analyses, each student's score on the student-level
predictor variables was converted into a deviation score from the mean of all students (grand mean
centered). The random effect variable, minority status, was expressed as a deviation from the classroom
mean (group mean centered). The proportion of minority students in each classroom was transformed
into a deviation from the mean of the proportions of minority students across classrooms.

Table 3-11 shows the results from the HD and CC analyses of the HLM. The gamma coefficients
from the HLM analysis are analogous to the regression coefficients from a regression analysis. In this
analysis, the gamma coefficients for the proportion of minority in the class and minority status are similar
for the two estimation approaches, -64.5 and -16.0, respectively, for the HD analysis, and -64.8 and -
16.6 for the CC analysis. The gammas are, however, different for some of the fixed effect variables.
In particular, as with the regression analyses, the coefficients are appreciably different for the category
father absent from the household.

3.5 Discussion

Item nonresponse regularly occurs in survey data, but usually at a low level for most items (as
is the case with the lEA Reading Literacy Study). Its presence complicates the analysis of the survey
data. It is particularly problematic for multivariate analysis where low levels of item nonresponse for
individual items can accumulate into a sizable fraction of the sample having missing responses for one
or more items in the analysis.
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Table 3-11. HLM analysis predicting the narrative performance scores for grade 4 students:

Results using the HI) imputation and CC analysis

Predictor variable

Hot-deck imputation Complete cases

gamma standard error gamma I standard error

Base coefficient
556.1 2.0 564.0 2.0

Proportion minority in class'
-64.5 6.7 -64.8 7.0

Gender (1=female)
14.6 2.3 q 2.7

Age
-1.9 0.2 -1.8 0.2

Minority status' (1=black or Hispanic) -16.0 3.9 -16.6 4.4

Father education - high school
5.9 4.7 7.7 5.8

Father education - some college
10.0 5.0 12.8 6.1

Father education - college
16.7 4.6 22.5 5.7

No father in household
21.1 7.7 32.6 10.6

Mother education high school 13.2 4.8 14.0 6.1

Mother education some college 13.3 5.0 13.3 6.4

Mother education college 13.8 4.8 12.1 6.2

Family wealth index
6.0 1.3 5.4 1.5

Family composition
16.0 2.4 15.9 2.9

Extended family
-20.2 2.5 -22.8 3.0

Use of foreign language at home
-9.1 2.8 -12.2 3.3

Sample size
6,220 4,280

Level-2 variable.

'Random effect variable.

SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The CC analysis, which is the default procedure for handling missing data in most statistical

packages, is widely used in practice. It is easy to implement but clearly inefficient. In the regression

models examined in this paper, almost a third of the sampled students were discarded. The CC approach

assumes that the complete cases are a random subsample of all cases (Little 1993), an assumption that

is often unjustified in practice. In the current case, there is clear evidence that the students with one or

more missing values on the predictors in the regression models differ from those with complete data in

terms of reading performance, race/ethnicity of the student, type of community served by the school,

region of the country, and control of school. As a result, the regression analyses conducted for the

complete cases are likely to have produced biased results.

Three other methods for handlirg item nonresponse have been employed in this research-the AC

approach, the HD imputation approach, and the EM algorithm. The three approaches yielded very

similar results in the regression analyses conducted. The EM algorithm, which is available through the

BMDP (Dixon 1988) and GAUSS packages (Aptech Systems 1988), has theoretical attractions (Little

1992). This algorithm has been found to be superior to the CC and AC analyses even when the

underlying normality assumptions are violated (Azen, Van Guilder, and Hill 1989; Little 1988a).

However, it is a computer-intensive procedure, and software for its use with a particular form of analysis

may not be readily available. It was, for instance, not applied in this research for the weighted regression

analyses using the survey weights, or for the HLM analysis, because no suitable software was available.

As compared with the CC approach, the AC approach has the attraction of making fuller use of

the available data. In a simulation study, Kim and Curry (1977) found the AC approach to be superior

to the CC approach with weakly correlated data. A limitation to the AC approach is that it may produce

a covariance matrix that is not positive definite, an outcome that poses problems for model estimation

(yielding indeterminate slopes in a regression analysis). This limitation is severe when the independent
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variables in a regression model are highly correlated (Little 1992). A further problem with the ACapproach is that it is not available in all statistical packages, and it may not be available for particular
forms of analysis. It was not applied with the HLM analysis here because of a lack of available software.

Imputation is widely used to handle item nonresponses in survey research. A considerableamount of research has been conducted on alternative methods of imputation and their properties (see,for example, the three volume report of the National Research Council's Panel on Incomplete
DataMadow, Nisselson, and Olkin 1983; Madow, Olkin, and Rubin 1983; and Madow and Olkin
1983). By assigning values for all missing responses, the imputation approach creates a complete dataset
that can be readily analyzed using complete data methods. In this respect it is like the CC approach.However, unlike the CC approach, it retains all the actual responses and it does not discard records with
one or more missing values.

A limitation to imputation is that it can lead to an attenuation in covariances between somevariables, thus distorting the results of multivariate analyses (Kalton and Kasprzyk 1986). This attenuationdoes not occur between a variable subject to imputation and the variables used as auxiliary variables inthe imputation of that variable (e.g., the variables used to form the imputation classes with hot-deckimputation), but it does occur between the variable subject to imputation and other variables. For this
reason, it is important to employ major variables associated with a variable subject to imputation asauxiliary variables in the imputation scheme. However, even when a variable is not used as an auxiliaryvariable in the imputation, the attenuation of its covariance with the variable subject to imputation is
small, provided that the level of item nonresponse is low, as is the case in the IEA Reading Literacy
Study. The regression coefficients in the analyses reported show no sign of such attenuation. It appears
that the WA Reading Literacy Study imputed dataset can be safely analyzed without concern for anappreciable attenuation of covariances.

Another concern with imputation is the effect on the standard errors of survey estimates. In
essence, the hot-deck imputation used in this study duplicates some of the values from respondents tosubstitute for the missing data from nonrespondents. Therefore, treating the HD imputed dataset ascomplete responses is likely to overstate the precision of the survey estimates. One approach to variance
estimation with an imputed set is to employ multiple imputations, completing the dataset several (say, 3to 5) times and estimating the overall variance of a survey estimate from a combination of the averagewithin-dataset and between-dataset variance components (Rubin 1987). This approach was not adoptedhere because of the added complexity involved. Other approaches to variance estimation with imputeddatasets are under development (Lee, Rancourt, and Sarndal 1991; Rao and Shao 1992; Tollefson andFuller 1992; Fay 1991, 1992), but they are not yet available for general applications. As a result, thereis no ideal solution currently available for variance estimation with the IEA Reading Literacy Studydataset. However, given the low levels of item nonresponse, the standard errors computed by treatingthe imputed values as reported values should overstate the precision of the survey estimates to only aslight extent.

In conclusion, this study shows that for the U.S. component of the IEA Reading Literacy Study,data analysis using the HD imputed data yielded similar results to those produced by the AC and EMmethods of handling the missing data. Since analysis with the HD imputed data is the simplest toimplement, it appears to be the best option for most analyses of the IEA Reading Literacy Study data.It should, however, be noted that an analyst of the IEA Reading Literacy Study dataset is not restrictedto the HD approach. Since flags identifying the imputed values are provided in the dataset, the imputedvalues can readily be deleted and an alternative approach for handling the missing data can then beemployed.
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Appendix 1

Methods of Data Analysis with Missing Data

Hot-Deck Imputed Cases

Data imputed through hot-deck imputation are included as complete data and the complete-case

analysis algorithm is applied.

Complete-Cases (or Listwise Deletion) Algorithm

The complete-case (CC) algorithm uses cases that are complete in all variables to estimate the

mean vector and covariance matrix. If we write xi = ...., xi 6,+i))1 where x1040 = yi, and xu and

xik are any two components of xi, then for j, k =1, ..., (p+1),

and

X. = Ex.. 1.
I
I n

tl c
i=1

Xk = EX ik i
1 nc

cov(x.,xd = E (xu-x) (xik-xd
1

1=1

where Xi = 1 (or wi for weighted analysis) if xi is complete, otherwise it is equal to 0, and ,rvE xi
i=i

is the number of complete cases.

Available-Case (or Pairwise - Deletion) Algorithm

The available-case (AC) or pairwise-deletion algorithm estimates the mean of each variable using

all observations for that variable and covariances between pairs of variablz3s using only cases complete

in both variables. Thus for j, k =1, p+ 1,

X. = E xi; xic,) nii
i =1

Xk E Xik Xi() I n kk ,

i=1
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and

Coll(Xi,Xd = E xiwo (XikXd I (nik-1)
i=i

where Xiuk, = 1 if xsi and xik are present, otherwise it is equal to 0, and njk=E Xi(;k) is the number of
i=i

cases with both x1 and xk present.

The EM Algorithm

Following Little and Rubin's notation,' let us assume that Xill1N(A,A), with p. = A(p+1))
and covariance matrix a = (sik). We write X = (Xoa, XJ, where X represents a random sample of size
n on (x1, ...., x,,), x is the set of reported values, and the missing data. We write X = (x0k,,,xl2 xbs.), where x0 represents the set of variables reported for observation i, where i =1, ...,
n. At the tth iteration, let fr = (P, EN) denote current estimates of the parameters.

The E step of the algorithm consists in calculating:

Wobs,e(0) = E zo') J.1,...,Kxi j=),
i=i 1=1

E(> XifYik 1.Xobs,e(t)) = E (xirxin + j,k=1,...,K,
1=1 1=1

where 4 = x, , if xu is reported, and E(xylxe, O"), if is missing; and 4 = 0 if or xik are
reported, and Cov(xu Ixbs., ), if or xik are missing. This means that missing values xi; are
replaced by the conditional mean of given the set of values, xabs.1 reported for that observaticn. These
conditional means and nonzero conditional covariances can be found from the current parameter estimates
by sweeping the augmented covariance matrix so that the variables are predictors in the regression
equation and the remaining variables are outcome variables.

In the M step, the new estimates O"" of the parameters are estimated from the estimated
complete-data sufficient statistic. Assuming that the hypothetical complete data X belong to the regular
exponential family, the sufficient statistics are:

(t +/)
pj =n-11; , +1)

i=1

(t +1) -1x-- r (r+1 ),(() ()
L(Y_y if )kyik /4k ) cfii] , J,k = +1)

i=1

IR.J.A. Little and D.B. Rubin. Statistical Analyses with Missing Data (New York: John Wiley, 1987).

72 8.1



Appendix 2
Scores Used in the LEA Reading Literacy Test

The Rasch scaling method was used to create an international scale that has a mean of 500 and

a standard deviation of 100. Students who scored close to the international mean score of 500 were

typically those who responded correctly to items that were of intermediate difficulty. For instance, they

responded correctly to items that required processes like the following:

Narrative scale

Can read a story about a shark that befriends a family of sardines and say why the shark

was swimming alone.

Can read a short fable about an elephant that was bothering a family of birds and say how

the mother bird got the elephant to go away.

Expository scale

Can read a short passage about quicksand and respond correctly to a question that asks how

to recognize quicksand.

Can read a description of the walrus and say how long it lives as stated in the passage.

Document scale

Can read a simple map and identify the place south of point x.

Can study a school timetable and work out which was the third lesson on Thursday.

Students who earned scores over 600 were able to respond correctly to very difficult items

requiring the ability to read long complex stories or complicated figures and to make inferences about

major themes, the motives of characters, or unusual relationships in the information given.

Students who scored below 400 had very limited reading ability. Typically they could respond

correctly only on short simple passages where the items required limited processing or the answer was

clearly stated in the passage.'

2 W.B. Hey. flow in the World Do Students Read? (The Hague: The International Associates for the Evaluation of Educational Achievement,

19;?..)
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4 Assessing the Dimensionality of the
!EA Reading Literacy Data

Nadir Atash

4.1 Introduction

The definition of reading literacy adopted by the IEA International Steering Committee (ISC)

specified that reading occurs in different contexts (e.g., school, home) and for different purposes (e.g.,
pleasure, homework). This definition implied that a reader would interact differently with different text

types. In view of the context-based definition of reading literacy, a total test score was not derived for
each student. Rather, based on a student's responses to items designated for each Reading Literacy Test

domain and using the one-parameter logistic (Rasch) model (Wright and Stone 1979), test scores were

estimated for each of the three literacy domains.

The Rasch model is the simplest of the Item Response Theory (IRT) class of models because it

uses only one parameter to describe the item characteristic curve: the difficulty parameter. Specifically,

the probability that subject i gets item j correct (Py) can be expressed as follows:

Pu= P (xu= 1 18,)
1

1 + e [-Da (ei b1)]

where Oi is the proficiency parameter for person i, a is the common level of item discrimination, D is a

scaling factor, and bj is the difficulty parameter for item j.

The summarization of students' performance within each reading literacy domain assumed
unidimensionality within each domain. A critical assumptionof measurement models, both classical and

IRT, is that a set of items forming an instrument all measure one attribute in common. Given that this
assumption is valid, it makes sense to interpret a total test score that is derived from all items contained

in the instrument. If this assumption is false, interpretation of a single score, such as the total test score,

may be severely limitedit is difficult to interpret a total test score from a set of items measuring

different attributes. Since unidimensionality is a critical assumption of the Rasch scaling, it is necessary

to assess whether or not the unidimensionality assumption is tenable.

The designation of items into each one of the three reading literacy domains involved lengthy

discussions among National Research Coordinators (NRCs) and the ISC. These discussions centered on

two questions: (1) Does the theoreb;a1 framework for defining reading literacy support three distinct
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reading literacy domains? and (2) Which items should be classified into each reading literacy domain?
Using the U.S. national item response data, these two questions will be addressed in this chapter. Thus,
in addition to testing the unidimensionality assumption of the U.S. item response data within each reading
literacy domain, the underlying structure of the reading literacy domains will be investigated. Our aim
here is to determine to what extent the data support the hypothesized structure (i.e., three domains).
Before presenting the data, however, we will define dimensionality and describe various methods to assess
it.

4.2 Defining Dimensionality

Studying dimensionality is one aspect of gathering validity evidence for specific uses of a test.
As defined in the Standards for Educational and Psychological Testing (American Educational Research
Association et al. 1985, 9), validity refers to

...the appropriateness, meaningfulness, and usefulness of the specific inference made from test
scores...A variety of inferences may be made from scores produced by a given test, and there are
many ways of accumulating evidence to support any particular inference. Validity, however, is
a unitary concept. Although evidence may be accumulated in many ways, validity always refers
to the degree to which that evidence supports the inferences that are made from the scores. The
inferences regarding specific uses ofa test are validated, not the test itself

Consistent with this definition, Cronbach (1989) argues that, "validation of an instrument calls
for an integration of many types of evidence. The varieties of investigation are not alternatives any one
of which would be adequate." Because dimensionality can be viewed as one aspect of validity, analyzing
dimensionality should be viewed within this broad definition of validity.

Lord (1980. 21) stated that "There is a great need for a statistical significance test for the
dimensionality of a set of test items." While there is consensus about the importance of testing
dimensionality, there appears to be some confusion about how to define it and, even more so, about how
to test it. This lack of agreement is in part due to confusion between defining dimensionality and methods
to assess it.

Hattie (1984, 50) defines unidimensionality as the "existence of one latent trait underlying the
data." This definition is broad and can be operationalized differently. Hattie (1985, 140) has provided
three alternative definitions of unidimensionality that may be considered as various types of
operationalization of the general definition provided above.

Definition # 1: A set of items can be said to be unidimensional when it is possible to find a
vector of values cp = (0i) such that the probability of correctly answering an item g 15 717g =
fg (0i) and local independence holds for each value of 0.

Definition # 2: A perfectly unidimensional test is a function of the amount by which a set of
item responses deviates from the ideal scale pattern.

Definition # 3: Consider two examinees designated as "A" and "B." Assuming that A's score
on the test is greater than B's score, then A has more of some ability than B. If this ability is
the same ability for all individual As and Bs who may be selected, then the test is unidimensional.

8 4
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At first glance the three definitions appear to be quite different. Under a closer examination,

hov. ever, the three definitions are found to be closely linkedin fact, the aforementioned general

definition forms the logical basis for all three operational definitions. It should be pointed out, however,

that because each operational definition emphasizes a different aspect of unidimensionality, the

methodology to assess unidimensionality derived from each definition could be extremely different.

Hattie (1984) has reviewed over 80 indices for determining unidimensionality. Most of these indices can

be linked to one or more of the definitions cited above, although some of the indices lack a theoretical

rationale.

Strictly speaking, the term "unidimensionality of a set of items" is misleading. The basis for

studying unidimensionality is the interactions of examinees with a set of items, not the items themselves.

"Theoretical or empirical studies of dimensionality that involve statistical/ psychometric techniques

involve item-response data resulting from the examinee-item interaction and not the 'dimensionality of

items as entities separate from examinees" (Carlson and Jirele 1993). In this chapter, for the sake of

brevity, we use the phrase "unidimensionality of Reading Literacy data" or "unidimensionality."

However, it should he clear that our reference to unidimensionality is always with the understanding that

the database for studying it has resulted from the examinee-item interaction in a specific population.

4.3 Why is Assessing Dimensionality Important?

Assessing dimensionality is important for three major reasons. The first reason relates to the

psychological interpretation of test scores. McNemar (1964, 268) states:

Measurement implies that one characteristic at a time is being quantified. The scores on

an attitude scale are most meaningful when it is known that only one continuum is

involved. Only then can it be claimed that two individuals with the same score or rank

can be quantitatively and, within limits, qualitatively similar in their attitude toward a

given issue. As an example, suppose a test of liberalism consists of two general sorts of

items, one concerned with economic and the other with religious issues. Two individuals

could thus arrive at the same numerical score by quite different routes. Now it may be

true that economic and religious liberalism are correlated but unless highly correlated,

the meaning of scores based on such a composite is questionable.

Second, aside from the perspective of interpreting test scores, unidimensionality is important

because the mathematical basis on which most measurement models are derived assumes

unidimensionality. Finally, assessing dimensionality is also important from a theoretical perspective.

Examining the underlying structure of the IEA Reading Literacy Test data may further our understanding

of reading literacy itself and how it should be taught within our schools.

The assumption of unidimensionality, however, does not imply that other factors (e.g.,

motivation, anxiety) do not have an impact on test performance. What is assumed, however, is that the

trait or ability under consideration is a dominant factor in explaining examinees' testperformance. Zwick

(1987, 246) contends that "In practice, the assumption of unidimensionality, required for the application

of conventional IRT models, will always be violated to some degree." Hattie (1985, 147) says "It is

more meaningful to ask the degree to which a set of items departs from unidimensionality than to ask

whether a set of items is unidimensional."
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4.4 Methods for Assessing Dimensionality

Earlier we indicated that studying dimensionality is one aspect of gathering validity evidence for
specific uses of the IEA Reading Literacy Tests. It is with this broader context in mind that in this
chapter we will summarize evidence to assist the reader in formulating an integrated evaluative judgment
regarding the dimensionality of IEA Reading Literacy Study item-response data.

A variety of methods were available for assessing dimensionality of Reading Literacy item-
response data. Clearly, it was neithei desirable nor practical to apply each and every method to analyze
dimensionality of the IEA Reading Literacy Study item-response data. Some of the methods were deemed
to be not relevant, while some methods were known to be problematic. For the purpose of studying
dimensionality of the item-response data, the following types of evidence were collected:

Evidence based on reliability;

Evidence based on principal components;

Evidence based on factor analysis; and

Evidence based on Item Response Theory.

Evidence Based on Reliability

Coefficient alpha, the internal consistency index, has been widely used to assess dimensionality
(Hattie 1985). Cronbach (1951) has shown that coefficient alpha is a lower bound to the proportion of
test variance attributable to common factors among the test items. Because a high value of alpha,
according to Cronbach, may be indicative of a high first-factor saturation, the implication has been that
alpha relates to dimensionality. Green, Lissitz, and Mulirk (1977) have argued that though high internal
consistency, as indicated by a high value of alpha, resulted when a general factor was present, this did
not rule out obtaining a high value of alpha when a general factor was not present.

A more serious limitation of alpha as a method for assessing dimensionality relates to the fact that
alpha is dependent on the length of the test, whereas, conceptually, the dimensionality of a set of item
scores should be independent of the length of the test. Because the mean item intercorrelations, which
show the homogeneity of items within the test, are not dependent on test length, they may be used to
assess dimensionality. Cronbach (1951) noted that a low mean item intercorrelation could denote a
nonhomogeneous test and recommended that when the mean correlation is low, a careful examination of
the item intercorrelations may show whether a test could be broken into more homogeneous subtests.
Fur r. more, Armor (1974) has suggested that inspecting the inter-item correlations for patterns of low
or negative correlations would provide useful information regarding dimensionality.

The mean item-test correlations, which also indicate the homogeneity of test items and are notdependent on test length, may also be used to assess dimensionality. Point-biserial and biserial
correlations are two alternative indices representing the correlation between the total test score (continuous
variable) and a dichotomous item score. Similar to the mean inter-item correlations, however, the mean
item-test correlations may be problematic. Thus, inspecting the item-test correlations for low or negative
correlations would also provide useful information regarding dimensionality.
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Evidence Based on Principal Components

Principal component analysis (PCA) and factor analysis (FA) traditionally have been used to

investigate the dimensionality of responses to a set of items. PCA is a method of transforming a given

set of variables into a new set of composite variables (principal components) such that the composite(s)

extract maximum variance from the original set of variables.

The first principal component may be viewed as the single best summary of linear relationships

exhibited in the data. Since the first principal component explains the maximum variance, then this

variance, expressed as the percentage of total variance, has been used as an index of unidimensionality.

"The implication is that the larger the amount of variance explained by the first component, the closer

the set of items is to being unidimensional" (Hattie 1985, 146).

The question may be raised, "How high should the variance explained by the first principal

component be to indicate unidimensionality?" Reckase (1979) recommended that the first component

should account for at least 20 percent of the variance. Others (e.g., Carmines and Zeller 1979) have

recommended that at least 40 percent of the total variance should be accounted for by the first principal

component to indicate unidimensionality.

Another problem with using this index as a method for assessing dimensionality relates to the fact

that a multidimensional set of item responses may explain a higher variance on the first component than

does a unidimensional set of item responses. Thus, Lumsden (1957, 1961) asserted that the ratio of the

first and second eigenvalues (i.e., variance explained by the first and second components) may provide

a reasonable index of unidimensionality. However, because this index does not have a fixed maximum

value, Divgi (1980) recommended that the difference between the first and second eigenvalues divided

by the difference between the second and third eigenvalues may provide a more reasonable index for

assessing dimensionality. Divgi's Index will be very high if the difference between the second and third

eigenvalues is very small. To overcome this problem, we have proposed a new index to assess

unidimensionality. Our proposed index AI (i.e., Atash's Index) is defined as follows:

Al = [(rkk I P1) + (P2IPI) + (POI)] 13

where rkk is the reliability coefficient, pi is the proportion of variance explained by the first eigenvalue,

p2 is the proportion of variance explained by the second eigenvalue, and p3 is the proportion of variance

explained by the third eigenvalue.

The logical basis of AI is that for a unidimensional set of items:

1. The first eigenvalue should be large, approaching the reliability of the test (i.e., rkk pi).

2. The second and third eigenvalues should be small relative to the first eigenvalue.

The above formula indicates that as pi approaches rkk, Al will be small, thereby indicating

unidimensionality.1 On the other hand, if pi is small compared to rkk, Al will be substantially greater

than one, indicating multidimensionality.'

'As P1 approaches rkk, P2 and P3 will he small relative to PI.

2When PI is small compered to rkk, most likely P2 and/or P3 will not be small relative to Pi.
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The sum of squared residual correlations, after removing the first component, also has been used
as an index of unidimensionality. If the one-component model fits the data well, the residual correlations
(i.e., the difference between observed correlations and correlations implied by the model) would be small.
The root mean square off -diagonal elements of the residual correlations was used as a summary statistic
to assess the unidimensionality of the IEA Reading Literacy Test items.

Evidence Based on Factor Analysis

It was stated earlier that factor analysis has been traditionally used to investigate the
dimensionality of responses to a set of items. Linear factor analysis of dichotomously scored items in
general do not produce satisfactory results (Carrol 1945; Drasgow and Parsons 1983). "In applying a
linear factor analysis model, we are hypothesizing that dichotomous variables are linear combinations of
continuous latent variables with infinite range, a mathematical impossibility" (Zwick 1987, 246-247).

Two promising alternatives to conventional factor analysis are factor analysis of item parcels
(Cook and Eignor 1984) and full-information factor analysis (Bock and Aitkin 1981; Bock, Gibbons, and
Muraki 1985). Factor analysis of item parcels was achieved by grouping items relating to the same
passage in one subtest and then applying conventional factor analysis to the subtest scores. The number
of items within each passage ranged from two to seven, with the majority of passages having four or five
items. The conventional factor analysis of these subtest scores avoided the problems encountered in
factor analyzing the dichotomously scored items. However, because of the low reliabilities of the subtest
scores, the problems in estimating commonalities may persist. More importantly, due to low subtest
score reliabilities, the correlations among the subtest scores may be attenuated, thereby affecting the
results of the factor analysis of subtest scores.

Bock and Aitkin (1981) developed a method of factor analysis, based directly on Item Response
Theory, that does not require estimation of inter-item correlation coefficients. "Because the Bock-Aitkin
approach uses as data the frequencies of all distinct item response vectors, it is called 'full-information'
item factor analysis" (Bock, Gibbons, and Muraki 1985, 262). The authors state (277-278):

Implementation of item factor analysis by marginal maximum likelihood estimation
overcomes many of the problems that attend factor analysis of tetrachoric correlation
coefficients: It avoids the problem of indeterminate tetrachoric coefficients of extremely
easy or difficult items, it readily accommodates effects of guessing and of omitted or not-
reached items, and it provides a likelihood ratio test of the statistical significance of
additional factors.

The full-information factor analysis was implemented using the TESTFACT computer program
(Wilson, Wood, and Gibbons 1991). TESTFACT requires as input the fixed values of the c parameter
in the three-parameter IRT model. By fixing the c parameter to 0, in effect the two-parameter IRT model
was applied to the LEA Reading Literacy Study data. The TESTFACT program generated chi-square
values indicating the fit of the data to the model. The difference in chi-square values between models
of different dimensions was used to assess dimensionality of the Reading Literacy Study data.

Evidence Based on Item Response Theory (IRT)

The LEA Reading Literacy Test data, which consisted of dichotomously scored item responses,
were scaled using the Rasch model (one-parameter IRT). "One of the major advantages of the Latent
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Trait Models (e.g., the Rasch model) often cited is that there are many indices of how adequately the data

'fits' the model" (Hattie 1985, 152). Wright and Panchapakesan (1969, 25) asserted that "if a given set

of items fit the (Rasch) model, this is evidence that they refer to a unidimensional ability, that they form

a conformable set." Thus, one of the most useful tests of the unidimensionality assumption in the context

of Rasch model is the test of fit to the model that is part of the calibration process. Specifically, item-fit

statistics provided as part of the calibration were used to assess the dimensionality of the IEA Reading

Literacy Study item responses.

4.5 Results

Reliability

Table 4-1 presents the coefficient alpha and the number of items for each domain and for the total

test. Since the number of test items varies by domain, one cannot readily compare the reliability

coefficients across domains or populations. To facilitate such comparisons, Table 4-1 also includes

estimated coefficient alphas (using the Spearman-Brown prophecy formula) for a test with 82 test
itemsthe largest number of test items (i.e., grade 9 test).

Table 4-1. Coefficient alpha and the number of items for each domain and for the total test

Domain

Grade 4 Grade 9

Number of
items

Alpha Number of Alpha

Observed Adjusted* items Obst.-ed Adjusted*

Narrative

Expository

Document

Total test

20 0.857 0.961

19 0.766 0.934

21 0.733 0.915

60 0.916 0.937

26

24

32

82

0.875 0.957

0.846 0.949

0.791 0.907

0.932 0.932

* Adjusted alpha coefficient reflects the estimated reliability of the test for a test with 82 items.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The unadjusted coefficients indicate that for both populations, narrative test items are the most
homogeneous (i.e., highest alpha), followed by expository test items, while the document test items are

the least homogeneous (i.e., lowest alpha). Table 4-1 also indicates that the unadjusted reliability
coefficients for the total test are greater than the reliabilities for the domains. This is not surprising given

the difference in the number of test items. A comparison of adjusted coefficients shows that the reliability

for the narrative domain is higher (for both grades) than the reliability of the total test. Further, for both
grades, the adjusted reliability for the document domain is lower than the reliability for the total test,
while for the expository domain the adjusted domain reliability and the total test reliabilities are similar.

What can we say about the observed coefficient alpha? If we adopt the rule of thumb that
coefficient alpha greater than 0.80 is high, between 0.75 and 0.80 is moderate, and less than 0.75 is low,

it can be concluded that (a) coefficient alpha for narrative items (both populations) and expository items

(grade 9) is high; (b) coefficient alpha for expository items (grade 4) and document items (grade 9) is
moderate, and (c) coefficient alpha for document items (grade 4) is low.

It was stated previously that a high coefficient alpha does not necessarily mean that a general
factor is present, since high alpha can be obtained even though a general factor does not exist. Item

intercorrelations may provide additional information regarding dimensionality. Further, a comparison
of intercorrelations of test items within a domain (e.g., intercorrelation of narrative test items) with

0 11
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correlations of test items across domains (e.g., correlation of narrative items with expository items) may
also provide useful information regarding dimensionality. If within-domain intercorrelations are
substantially larger than across-domain correlations, this may be indicative of more homogeneity within
the domain as compared to homogeneity of the entire test items. Table 4-2 presents the distributional
characteristics of within-domain intercorrelations of test items, and Table 4-3 presents the distributional
characteristics of across-domain intercorrelations of test items.

Table 4-2 indicates that for grade 4 the median within-domain test item intercorrelations are
0.234, 0.147, and 0.115 for the narrative, expository, and document domains, respectively. For grade
9, the corresponding figures are 0.195, 0.171, and 0.102. Based on the average within-domain
intercorrelations, for both grades narrative test items are the most homogeneous (i.e., highest mean and
median), followed by expository test items, while the document test items are the least homogeneous.
Table 4-3 indicates that for both grades the median across-domain correlations involving the narrative
items (i.e., narrative with expository and narrative with document domains) are lower than the median
intercorrelations for the narrative domain test items shown in Table 4-2. For example, for grade 4, the
median correlations are 0.171 and 0.133, respectively, for narrative with expository and narrative with
document test items. Both of these median correlations are lower than the median intercorrelation for
the narrative test items (i.e., 0.234). For both grades the median within-domain correlations for
expository test items lie between the across-domain test item intercorrelations involving the expository
test items. For grade 4, the median within-domain correlations for document test items lie between the
across-domain test item intercorrelations involving the document test items, whereas for grade 9, the
median within-domain correlations for document test items are smaller than the across-domain test item
intercorrelations involving the document test items. This pattern of intercorrelations is suggestive of a
lower degree of homogeneity for the expository and document scales.

Table 4-2. Distributional characteristics of within-domain test item intercorrelations
Domain

I
Mean Median

1
Lowest

I
Highest

Grade 4

Narrative 0.236 0.234 0.127 0.414
Expository 0.151 0.147 0.023 0.418
Document 0.123 0.115 0.026 0.385

Grade 9
Narrative 0.210 0.195 0.025 0.604
Expository 0.177 0.171 0.063 0.376
Document 0.103 0.102 -0.002 0.643

SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 4-3. Distributional characteristics of cross-domain test item intercorrelations
Domain l Mean Median Lowest Highest

Grade 4

Narrative with Expository 0.170 0.171 0.041 0.331
Narrative with Document 0.130 0.133 0.038 0.253
Expository with Document 0.108 0.106 0.014 0.219

Grade 9

Narrative with Expository 0.178 0.173 0.041 0.389
Narrative with Document 0.116 0.118 -0.015 0.241
Expository with Document 0.114 0.115 0.002 0.235

SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Correlation of test items with domain and test scores may provide additional information

concerning the dimensionality of the IEA Reading Literacy Test data. The domain-item correlations (i.e.,

point_bkerial correlations between the domain scores and item scores) and test-item correlations (i.e.,

point-biserial correlations between the total test score and item scores) are presented for each grade in

Tables 4-4 and 4-5.

Table 4-4. Grade 4 item correlations with domain total score

Item
Point-biserial correlation

Item
Point-biserial correlation

Within domain 1 Total test With domain Total test

NARRATIVE EXPOSITORY

(continued)

Bird) 0.579 0.545 Marmot) 0.493 0.452

Bird2 0.424 0.353 Marmot2 0.427 0.356

Bird3 0.514 0.470 Marmot3 0.420 0.351

Bird4 0.569 0.511 Marmot4 0.454 0.406

Bird5 0.428 0.396 Trees I 0.570 0.507

Dog2 0.505 0.458 Trees2 0.447 0.339

Dog3 . . . . 0.501 0,463 Trees3 0.516 0.423

Dog4 0.543 0.500 Trees4 0.387 0.266

Dog5 0.537 0.507 TreesS 0.476 0.377

Dog6 0.546 0.505 Mean 0.437 0.389

Shark 1 0.522 0.477 DOCUMENT

Shark2 0.464 0.414 Island I 0.311 0.257

Shark3 0.514 0.463 Island2 0.246 0.193

Shark4 0.539 0.499 Island4 0.325 0.238

Shark5 0.564 0.501 Marial 0.335 0.262

Grandpa 1 0.529 0.495 Maria2 0.428 0.321

Grandpa3 0.585 0.551 Maria3 0.421 0.370

Grandpa4 0.529 0.495 Bottlel 0.318 0.257

Grandpa5 0.599 0.568 Bottlel 0.515 0.449

Grandpa6 0.456 0.420 Bottle3 0.325 0.271

Mean 0.522 0.479 Bottle4 0.376 0.330

EXPOSITORY Bus2 0.549 0.470

Card) 0.281 0.292 Bus3 0.464 0.392

Card2 0.187 0.192 Bus4 0.472 0.351

Walrus 1 0.368 0.325 Content I 0.302 0.258

Walrus2 0.400 0.365 Content3 0.379 0.353

Walrus3 0.524 0.484 Temp 1 0.415 0.334

Walrus4 0.508 0.458 Temp2 0.414 0.323

Walrus5 0.460 0.404 Temp3 0.439 0.356

Walrus6 0.494 0.454 Temp4 0.430 0.377

Sand2 0.489 0.513 Temp5 0.465 0.417

Sandi 0.408 0.432 Mean 0.399 0.330

Mean (all items) 0.452 0.398

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



Table 4-5. Grade 9 item correlatilins with domain total score
Point-biserial

correlation
Item

Point-biserial

correlation
Item

Within

domain
Total test Within

domain
Total test

NARRATIVE EXPOSITORY (continued)
Fox2 0.364 0.367 Parac5 0.382 0.339
Fox3 0.431 0.408 Parac6 0.459 0.417
Fox4 0.308 0.302 Smokel 0.488 0.451
FoxS 0.190 0.183 Smoke2 0.507 0.452
Mutel 0.496 0.475 Smoke3 0.563 0.520
Mute2 0.550 0.535 Smoke4 0.488 0.444
Mute3 0.574 0.553 Smoke5 0.565 0.558
Mute4 . , . . . ...... 0.370 0.333 Smoke6 0.503 0.456
Mute5 0.537 0.511 Mean 0.461 0.426
Shark2 0.335 0.317 DOCUMENT
Shark3 0.401 0.396 Card I 0.215 0.164
Shark4 . 0.372 0.369 Card3 0.165 0.116
Shark5 0.412 0.401 Card4 0.167 0.106
Revengl 0.624 0.577 Card5 0.323 0.266
Reveng2 0.461 0.416 Card6 0.330 0.292
Reveng3 0.561 0.517 Card? 0.176 0.144
Reveng4 0.557 0.522 Resourcl 0.343 0.265
Reveng5 0.525 0.497 Resourc2 0.483 0.427
Reveng6 0.497 0.488 Resourc3 0.464 0.401
Reveng7 0.560 0.535 Jobl 0.377 0.356
Angell 0.572 0.504 Job2 0.344 0.336
Angel2 0.717 0.533 Lynx 1 0.254 0.205
Angel3 0.592 0.496 Lynx2 0.401 0.356
Angel5 0.583 0.478 Lynx3 0.36 0.336
Angelo 0.602 0.508 Busl 0.359 0.303
Angell 0.554 0.460 Bus2 0.428 0.365

Mean 0.490 0.449 Bus3 0.432 0.371
EXPOSITORY Direct 1 0.438 0.361

Marmot) 0.409 0.378 Direct2 0.505 0.430
Marmot2 0.434 0.397 Direct3 0.465 0.387
Marmot3 0.343 0.300 Weatherl 0.407 0.340
Marmot4 0.429 0.409 Weather2 0.329 0.266
Laser) 0.350 0.328 Weather3 0.436 0.363
Laser2 0.522 0.507 Weather4 0.412 0.350
Laser3 0.441 0.409 Temp 1 0.281 0.228
Laser4 0.490 0.431 Temp2 0.422 0.354
Laser5 0.474 0.428 Temp3 0.366 0.310
Laser6 0.554 0.525 Temp4 0.357 0.298
Liter) 0.504 0.460 Temp5 0.290 0.248
Liter3 0.479 0.437 Aspiroll 0.384 0.368
Liter4 0.563 0.545 Aspirol2 0.396 0.381
Pa racl 0.439 0.405 Aspirol3 0.502 0.455
Perac2 0.332 0.307 Mean 0.363 0.311
Parac3 0.351 0.318 Mean (all items) 0.432 0.388

SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Educatioa Statistics, 1991.
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Tables 4-4 and 4-5 indicate that the domain-item correlations are highest for the narrative test
items. The mean correlation is 0.522 and 0.490 for grades 4 and 9, respectively. For the document
domain, the domain-item correlations are the lowest for both populations--the mean correlation is 0.399
and 0.363 for grades 4 and 9, respectively. For both grades the mean domain-item correlations for the
expository domain are higher than the mean correlations for the document domain and lower than the
mean correlations for the narrative domain. One item for grade 4 (card2) and four items for grade 9
(foxy, card3, card4, and card7) show relatively lower correlations--0.187, 0.190, 0.165, 0.167, and
0.176, respectively.

Tables 4-4 and 4-5 also indicate that for both populations the test-item intercorrelations are
generally lower than the domain-item correlations: with the exception of five items (cardl, card2, sand2,
and sand3 for grade 4 and fox2 for grade 9), all domain-item correlations are higher than the test-item
correlations. On the average, the differences are about 0.05, indicating that the items within each domain
are more homogeneous than the entire set of test items.

Tables 4-4 and 4-5 also indicate that the domain-item correlations are generally high. With the
exception of three items for grade 4 and eight items for grade 9, all items have correlations that are
higher than 0.30, which is generally considered acceptable. In each of the exceptions, some type of
ambiguity may account for this low cc relation with the domain scores. For example, the two expository
items in grade 4 that have correlations less than 0.30 are both associated with the same passage. Reading
specialists in the United States had difficulty in determining whether this passage should be classified as
a document or an expository text. In the case of the two specific items in question, there was some
question as to whether the reader had to process text or understand the format of a postcard and correctly
identify the answer based on .ts position in the address. In the case of island, the question is somewhat
vague. In the case of fox, one of the distractors could easily be considered a correct answer. In the other
two remaining cases, one might attribute the low correlation to problems in the test item construction.

Principal Components

The eigenvalues and percent variance explained by the first three principal components for the
IEA Reading Literacy Study data are shov, i Table 4-6. The eigenvalues represent the amount of total
variance in the data a given component expia Ais. For example, the total variance accounted for by the
first principal component is 5.531 for grade 4 narrative test items. Because the percent variance
represents the proportion of the total variance explained by a given component, for both grades the
variance explained by the first principal component is highest for the narrative domain (27.6 and 24.7
percent for grades 4 and 9, respectively) and lowest for the document domain (16.8 and 14.1 percent,
respectively). Based on Reckase's rule of thum., the narrative and expository items for both grades meet
the unidimensionality criterion, whereas the document items fall short of the 20 percent criterion.

Table 4-7 includes the Lumsden, Divgi, and Atash Indices for both populations. Table 4-7
indicates some of the problems associated with the Lumsden and Divgi Indices:

1. For grade 4, the total test has a higher Lumsden Index than all of the three test domains;

2. For grade 9, the expository and document domains have a higher Divgi Index than the
narrative and the total test; and

3. The Lumsden and Divgi Indices are not always in agreement.



Table 4-6. Eigenvalue and percent variance explained by the first three factors for each reading
literacy domain and the total test, by rade

Factor

Grade 4

Eigenvalue Percent variance

Principal

component
Factor analysis

Full-information

FA

Principal

component
Factor analysis

Full-information

FA

Narrative

1st Factor

2nd Factor

3rd Factor

5.531 4.832 8.926

1.197 0.528 1.241

0.990 0.316 0.932

27.6 85.1 44.6

6.0 9.3 6.2

4.9 5.6 4.6

Expositoff

3.865 3.097 6.588

1.520 0.749 1.687

1.233 0.479 1.299

20.3 71.6 34.7

8.0 17.3 8.9

6.5 11.1 6.8

1st Factor

2nd Factor

3rd Factor
Document

1st Factor

2nd Factor

3rd Factor

3.545 2.783 6.685

1.462 0.687 1.556

1.158 0.512 1.260

16.8 70.0 31.8

7.0 17.3 7.4

5.5 12.9 6.0

Total Test

1st Factor

2nd Factor

3rd Factor

10.192

1.969

1.595

9.413 20.917

1.160 2.757

0.829 2.165

17.0

3.3

2.7
11111M111111/111111

9

82.6 31.7

10.2 4.2

7.; 3.2

Factor

Grade

Eigenvalue Percent variance

Principal

component
Factor analysis

Full-information

FA

Principal

component
Factor analysis

Full-information

FA

Narrative

1st Factor

2nd Factor

3rd Factor

6.439 5.800 10.751

1.990 1.427 2.302

1.453 0.748 1.469

24.7 72.7 41.4

7.7 17.9 8.9

5.6 9.4 5.7

Expository

1st Factor

2nd Factor

3rd Factor

5.196 4.442 8.470

1.303 0.615 1.456

1.182 0.447 1.193

21.7 80.7 35.3

5.4 11.2 6.0

4.9 8.1 5.0

Document

1st Factor

2nd Factor

3rd Factor

4.364 3.592 8.397

1.446 0.960 2.116

1.371 0.521 1.532

14.1 70.8 26.2

4.7 18.9 6.6

4.4 10.3 4.8

Total Test

1st Factor

2nd Factor

3rd Factor

13.097 12.339 24.060

2.477 1.874 3.415

1.909 1.132 2.613

16.1 80.4 29.3

3.1 12.2 4.2

2.4 7.4 3.2

SOURCE: WA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



Table 4-7. Lumsden, Divgi, and Atash Indices for each reading literacy domain and the total test,

by rade- ...,

Domain

.

Grade 4 Grade 9

Lumsden Index Divgi Index Atash Index Lumsden Index Divgi Index Atash Index

Narrative

Expository . . .

Document

Total Test

4.6

2.5

2.4

5.2

19.7

8.2

6.5

22.8

1.2

1.5

1.7

1.9

3.2

4.0

3.0

5.2

8.1

32.6

31.3

18.6

1.4

1.4

2.1

2.0

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center frit Education Statistics, 1991.

Using a value of 1.5 or less as an indication of unidimensionality for the Atash Index, it can be

concluded that for both grades the narrative and expository test items exhibit unidimensionality, while

the document test items and the entire test items taken as a whole do not seem to exhibit

unidimensionality.

The root mean square off -diagonal elements of the residual correlations are 0.0514, 0.0681, and

0.0586 for narrative, expository, and document items, respectively. The corresponding numbers for

grade 9 are 0.0476, 0.0561, and 0.0463. This index shows that for both grades the residual correlations,

on the average, are small.

Factor Analysis

It was stated earlier that because linear factor analysis of dichotomously scored items may not

have produced satisfactory results, factor analysis of item parcels and full-information factor analysis were

applied to the IEA Reading Literacy Study data. Table 4-8 presents the results of the factor analysis on

parcels for grades 4 and 9. Table 4-8 shows that the percentage of variance attributed to the first factor

is high for narrative (both grades) and expository (grade 9). The percentage of variance attributed to the

first factor is low for grade 4 expository and document item parcels. For grade 4, the root mean squares

of the residual correlations are lower than the corresponding numbers for grade 9. This difference in

RMSs may be due to the difference in sample size for the two grades.

Table 4-8. First factor statistics based on item parcels

Domain Number of parcels Eigenvalue Percent variance*
RMS residual

correlations

Grade 4

Narrative 4 1.945 48.6 0.032

Expository 5 1.304 26.1 0.044

Document 6 1.496 24.9 0.027

Grade 9

Narrative 5 2.589 51.8 0.126

Expository 5 2.603 52.1 0.121

Document 7 2.605 37.2 0.104

RMS = root mean square.

*Percent variance is computed as the eigenvalue divided by the total variance. In designating total variance, we have considered the full-

correlational matrix (with ones on the diagonal) instead of the reduced correlational matrix (with the commonalities onthe diagonals).

SOURCE: IF,A Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 4-9 presents the rotated factor loadings for one-, two-, and three-factor solutions for both
grades. Because the factor loadings were obtained by analyzing all item parcels together, the underlying
structure of the item parcels may be inferred from the rotated factor loadings. For grade 4, a two-factor
solution can be meaningfully interpreted. The first factor has a high loading on walrus (E), sand (E),
marmot (E), trees (E), buses (D), temperature (D), bird (N), dog (N), shark (N), and grandpa (N). With
the exception of buses and temperature, all of these item parcels had been designated as either narrative
or expository. Thus, the first factor can be labeled narrative-expository. Because the second factor has
a high loading on card (E), island (D), bottles (D), buses (D), and content (D), it can be labeled
document.

Table 4-9, Rotated factor loadings of item parcels for one-, two-, and three-factor solutions, bygrade
Parcel One-factor Two-factor Three-factor

Grade 4
Card 0.331 0.080 0.582 0.045 0.271 0.289
Walrus 0 450 0.623 0.291 0.408 0.405 0.302
Sand 0.572 0.509 0.343 0.237 0.501 0.276
Marmot 0.561 0.703 0.008 0.582 0.204 0.157Trees 0.510 0.633 0.029 0.490 0.198 0.169
Isia6::: 0.321 0.077 0.568 0.119 0.125 0.330
Maria 0.455 0.281 0.502 0.215 0. i 71 0.421
Bottles 0.529 0.340 0.546 0.239 0.194 0.515
Buses 0.562 0.470 0.391 0.3,50 0.175 0.444
Content 0.367 0.128 0.578 0.096 0.220 0.347
Temp 0.561 0.544 0.271 0.487 0.069 0.414
Bird 0.690 0.633 0.293 0.406 0.484 0.304
Dog 0.725 0.691 0.301 0.449 0.490 0 310
Shark 0.709 0.681 0.293 0.411 0.546 0.274
Grandpa 0.700 0.749 0.167 0.577 0.416 0.198

/
Grade 9

Card -.362 0.334 0.174 0.146 0.271 0.214
Resource . 0.498 0.462 0.239 0.216 0.463 0.187Job 0.444 0.376 0.249 0.201 0.251 0.326
Lynx 0.462 0.383 0.267 0.240 0.329 0.230
Bus 0.477 0.453 0.218 0.191 0.420 0.220Direct 0.450 0.392 0.240 0.225 0.404 0.147Weather 0.504 0.493 0.217 0.193 0.512 0.178Temperature . . 0.473 0.482 0.184 0.154 0.441 0.236Aspirol 0.571 0.520 0.284 0.256 0.498 0.240Fox 0.508 0.446 0.268 0.171 0.201 0.547Mute 0.721 0.371 0.662 0.616 0.278 0.343Shark 0.519 0.462 0.268 0.192 0.265 0.467Revenge 0.765 0.723 0.613 0.554 0.334 0.428Angel 0.573 0.234 0.593 0.582 0.234 0.159Marmot 0.581 0.462 0.356 0.293 0.298 0.424Laser 0.712 0.479 0.527 0.469 0.335 0.424Literacy 0.612 0.291 0.588 0.556 0.245 0.244Paracutin . . . 0.574 0.452 0.355 0.279 0.241 0.495Smoke 0.723 0.345 0.698 0.683 0.326 0.231

SOURCE: [EA Reading Literacy Study U.S. National Study data, National Center for Education Statistics, 1991.
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For grade 9 on the other hand, a three-factor solution can be meaningfully interpreted. The first

factor has high loadings on mute (N), revenge (N), angel (N), laser (E), literacy (E), and smoke (E).

The second factor has high loading on resource (D), lynx (D), bus (D), direct (D), weather (D),

temperature (D), aspirol (D), laser (E), and smoke (E), while the third factor has high loading on job

(D), fox (N), shark (N), revenge (N), marmot (E), laser (E), and paracutin (E). While factor two clearly

can be labeled document, it is hard to distinguish between the first and third factors since both of these

factors have high loadings on both narrative and expository parcels.

Table 4-10 presents the results of the full-information factor analysis for grades 4 and 9. For

grade 4 the first factor extracted about 32, 26, and 24 percent of the total variance for the narrative,

expository, and document domains, respectively, The corresponding numbers for grade 9 were 33, 25,

and 21 percent. By comparison, the first factor for the total test (i.e., the entire test items disregarding

domain designation) accounted for 27 and 23 percent of the total variance for grades 4 and 9,

respectively. As compared to the first factor, the second and third factors generally accounted for much

smaller percentages of the total variance for all domains for both grades.

Table 4-10. Full-information item factor analysis (three-factor solution)

Domain I Factor number Percent variance I Chi-square change I Degrees of freedom

Grade 4

Narrative 1

2
3

32.3
3.8
2.1

NA
207.9

*

NA
19
18

Expository . . . . 1

2
3

26.2
6.1
3.9

NA
1,018.9
61.9

NA
18
17

Document 1 24.4 NA NA

2 5.0 267.4 20

3 3.6 153.0 19

Total test 1 26.8 NA NA

2 2.5 1,705.1 65

3 1.2 926.8 64

Grade 9

Narrative 1 33.2 NA NA

2 7.1 1,819.0 25

3 3.1 207.3 24

Expository . . . . I 24.6 NA NA

2 4.4 157.5 23

3 2.6 * 22

Document 1 20.5 NA NA

2 3.7 181.5 31

3 3.1 431.7 30

Total test 1 23.4 NA NA

2 3.1 2,466.3 81

3 0.8 829.5 80

NA = not applicable; * = small changes in chi-square value.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The chi-square change for the improvement in fit by adding a second factor was 208 (degrees of

freedom--df=19), 1,019 (df=18), and 267 (df=20) for grade 4 narrative, expository, and document
domains, respectively. The corresponding numbers for grade 9 were 1,819 (df=25), 158 (df=23), and

182 (df=31). These values of chi-square need to he evaluated in light of the large sample sizes (in excess

of 6,000 for grade 4 and 3,000 for grade 9) and the design effect of around 6 and 8 for grades 4 and 9,

respectively. Therefore, corrections to the observed chi-square values that account for these two

attributes were performed by transforming the chi-square values so that the actual sample size would
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function as if it were a simple random sample of 400 students.' The adjusted chi-square change for the
improvement in fit by adding a second factor was 21.9 (df=19), 107.4 (df=18), and 28.1 (df=20) for
grade 4 narrative, expository, and document domains, respectively. The corresponding numbers for
grade 9 were 234.6 (df=25), 20.3 (df=23), and 23.4 (df=30). Therefore, the adjusted chi-square
change for the improvement in fit by adding a second factor was not significant for grade 4 narrative and
expository domains or grade 9 expository and document domains. For grade 4 expository domain and
grade 9 narrative domain, however, the addition of the second factor significantly improved the fit. In
both of these cases, the addition of a third factor did not significantly improve the fit.

Tables 4-11 and 4-12 present the unrotated factor loadings for a one-factor full-information factor
solution for each domain for grades 4 and 9. Table 4-11 shows that except trees4, temp3, and temp4,
all other items have factor loadings of 0.40 or higher. For grade 9 items, however, 2 narrative items
(i.e., fox5 and mute4), 2 expository items (i.e., marmot3 and parac2), and 11 document items (i.e.,
card3, card4, card5, card6, card7, resourcl, lynx] , lynx3, bus], weather2, and tempi) have factor
loadingf, that are smaller than 0.40.

Table 4-11. Grade 4 factor loadings for one-factor full-information factor analysis
Item Factor loading Item Factor loading

EXPOSITORYNARRATIVE
(continued)

Bird] . . . . . . . 0.669 Marmot] . 0.527
Bird2 0.459 Marmot2 . 0.439
Bird3 0.570 Marmot3 0.429
Bird4 0.704 Marmot4 0.478
Bird5 0.699 Trees' 0.691
Dog2 0.572 Trees2 0.455
Dog3 0.614 Trees3 0.565
Dog4 0.662 Trees4 0.387
Dog5 0.611 Trees5 0.544
Dog6 0.729 DOCUMENT
Shark] 0.725 Island' 0.517
Shark2 0.538 Island2 0.596
Shark3 0.648 Island4 0.614
Shark4 0.650 Marial 0.638
Shark5 0.652 Marial 0.602
Grandpa] 0.620 Maria3 0.687
Graodpa3 0.687 Bottle 1 0.675
Grandpa4 0.629 Bottle2 0.576
Grandpa5 0.732 Bottle3 0.534
Grandpa6 0.498 Bottle4 0.457

EXPOSITORY Busl 0.631
Card I 0.582 Bus2 0.461
Card2 0.410 13i.:,3 0.434
Walrus' 0.617 Bus4 0.440
Walrus2 0.708 Content] 0.430
Watrus3 0.676 Content3 0.597
Walrus4 0.650 Tempi 0.442
Walrus5 0.557 Temp2 0.402
Walrus6 0.541 Temp3 0.333
Sand2 0.657 Temp4 0.343
Sandi 0.634 Temp5 0.423

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991

3The target sample size for the lEA Reading Literacy Study was 400 (see Chapter I of this volume).
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Table 4-12. Grade 9 factor loadings for one-factor full-information factor analysis
Item Factor loading Item Factor loading

NARRATIVE EXPOSITORY (continued)

Fox2 0.553 Parac3 0.496

Fox3 0.486 Parac5 0.405

Fox4 0.472 Parac6 0.530

FoxS 0.216 Smokel 0.554

Mutel 0.535 Smoke2 0.594

Mute2 0.604 Smoke3 0.664

Mute3 0.645 Smoke4 0.579

Mute4 0.376 Smoke5 0.705

Mute5 0.583 Smoke6 0.582

Shark2 0.554 DOCUMENT

Shark3 . 0.646 Card! 0.491

Shark4 0.614 Card3 0.313

Shark5 0.556 Card4 0.232

Revengl 0.719 Card5 0.353

Reveng2 0.490 Card6 0.329

Reveng3 0.635 Card? 0.255

Reveng4 0.623 Resourcl 0.379

Reveng5 0.530 Resourc2 0.585

Reveng6 0.560 Resourc3 0.536

Reveng7 0.676 Jobl 0.439

Angell 0.679 Job2 0.436

Angell 0.759 Lynxl 0.263

Angel3 0.736 Lynx2 0.450

Angel5 0.731 Lynx3 0.368

Angelo 0.757 Busl 0.374

Angel? 0.701 Bus2 0.480

EXPOSITORY Bus3 0.475

Marmot! 0.534 Direct! 0.627

Marmot2 0.540 Direct2 0.702

Marmot3 0.351 Direct3 0.572

Marmot4 0.541 Weather! 0.574

Laser! 0.568 Weather2 0.369

Laser2 0.690 Weather3 0.576

Laser3 0.562 Weather4 0.454

Laser4 0.566 Tempi 0.383

Laser5 0.541 Temp2 0.509

Laser6 0.739 Temp3 0.408

Liter! 0.571 Temp4 3.419

Liter3 0.568 Temp5 0.457

Liter4 0.688 Aspiroll 0.671

Paracl 0.489 Aspirol2 0.567

Parac2 0.396 Aspirol3 0.587

SOURCE: IEA Reading Literacy Study, U.S. National Study data National Center for Education Statistics, 1991.
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To further investigate the underlying structure of the items, full-information factor analysis was
applied to the entire set of test items for each population. Table 4-13 presents the factor loadings for
one-, two-, and three-factor full-information factor analysis for grades 4 and 9. To enhance the
interpretation of these factor loadings, the output of the TESTFACT factor loadings were rotated by SAS
using the Varimax option. Tables 4-14 and 4-15 present the rotated factor loadings for the three-factor
full-information factor analysis for grades 4 and 9. Tables 4-14 and 4-15 indicate that for both grades
the first factor can be labeled expository. The second factor for grade 4 and the third factor for grade
9 can be labeled document. The third factor for grade 4 and the second factor for grade 9 seem to be
a "speed factor" because the items with high loadings on this factor (grandpa and trees items for grade
4 and angel items for grade 9) are at the end of the second testing session.

Evidence Based on Item Response Theory

The Rasch model assumes that the item characteristic curves take the form of parallel logistic
distribution functions. Although one could plot and visually examine the curves for each item n the IEA
Reading Literacy Study, there are better tests of fit to the model. These fit statistics, which take into
account all departures from the assumptions of the model, are provided as part of the item calibration
process. The output from the BIGSCALE program, a software package for conducting IRT analyses,
provides all the necessary fit statistics (Tables 4-16 and 4-17). The column COUNT indicates the number
of examinees correctly responding to an item, and the ':olumn SAMPLE refers to the number of
examinees with valid responses for ar item. Thus, by ui, iding COUNT by SAMPLE, the proportion
of examinees correctly responding to an item (i.e., p-value) can be obtained.

The column CALIBRTN (calibration) indicates the item's estimated difficulty value on the logit
scale. The logit values have been suffixed by "A" to indicate that item values have been anchored at the
values obtained for the international calibration sample. The column ERROR represents the standard
errors associated with estimating the item difficulty value.

Two types of fit statistics are providedINFIT and OUTFIT. While both are measure of model
fitthe degree to which the observed data agree with predicted values based on the modelthe infit
statistic is more sensitive to unexpected responses by people whose abilities are around the item's
difficulty value. In contrast, the outfit statistic is more sensitive to responses by people whose abilities
are some distance (on the logit scale) from the item difficulty value. MNSQ shows the mean-square infit
(or outfit) statistics, with the expected value equal to 1. Values substantially less than 1 may indicate
dependency in the data, while values substantially greater than 1 may indicate random error (noise).

The column DISPLACE represents the difference between the anchored value (based on best
fit of the data to the international calibration sample) and the item difficulty estimate resulting prom a best
fit of the data to the model based on the U.S. sample of students. The optimal fit for the international
calibration sample may not necessarily produce item parameters that may be considered optimal for the
U.S. sample. DISPLACE shows the departure from optimality for the U.S. sample relative to the
international calibration sample.

Inspection of both of these fit statistics, which range from -25.9 to 25.7, reveals that they are
generally within acceptable ranges when one considers the attributes of the sample design as well as the
U.S. sample size. For example, in Table 4-16 the narrative domain data include fit statistics of 11.7 and
25.1, which appear to be quite large. However, to evaluate this statistic one must take into account the
large sample size (in excess of 6,000) and the sampling design, which may also contribute to the inflation
of this fit statistic. It is known that the design effect for estimating the grade mean is about 6 for grade
4 and about 8 for grade 9 (see Chapter 2 of this volume), and that the design effects for estimating
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Table 4-13. Factor loadings for one-, two-, and three-factor full-information factor analysis for

grades 4 and 9
Grade 4

Item One factor Two factor Three factor

Bird! 0.640 0.620 -0.023 0.641 -0.085 -0.054

Bird2 0.400 0.378 -0.077 0.409 -0.192 -0.068

Bird3 0.543 0.522 -0.059 0.548 -0.131 -0.036

Bird4 . . . . . 0.643 0.619 -0.072 0.659 -0.250 -0.107

Bird5 0.648 0.612 -0.105 0.660 -0.239 -0.035

Dog2 0.530 0.519 0.05 0.538 -0.067 -0.078

Dog3 0.582 0.559 -0.006 0.587 -0.082 -0.015

Dog4 0.618 0.595 -0.022 0.624 -0.112 -0.035

Dog5 0.600 0.572 0.006 0.593 -0.033 -0.022

Dog6 0.682 0.666 -0.024 0.694 -0.077 -0.071

Sharkl 0.673 0.648 -0.057 0.683 -0.207 -0.078

Shark2 0.496 0.479 0.005 0.503 -0.088 -0.069

Shark3 0.596 0.573 -0.021 0.604 -0.157 -0.069

Shark4 0.610 0.592 0.009 0.615 -0.058 -0.052

Grandpa! . . . 0.584 0.580 0.186 0.589 0.070 -0.145

Grandpa3 . . 0.652 0.647 0.235 0.649 0.112 -0.169

Grandpa4 . . 0.588 0.594 0.245 0.590 0.169 -0.126

Grandpa5 . . . 0.695 0.708 0.309 0.709 0.180 -0.200

Grandpa6 . . . 0.473 0.465 0.122 0.470 0.070 -0.086

Card! 0.566 0.531 -0.096 0.568 -0.129 -0.046

Card2 . . . . 0.402 0.373 -0.160 0.406 -0.047 0.072

Walrusl . . . . 0.497 0.499 0.085 0.502 0.169 0.104

Walrus2 . . . . 0.605 0.603 0.104 0.608 0.154 0.063

Walrus3 . . . . 0.597 0.581 0.003 0.603 -0.041 -0.006

Walrus4 . . . . 0.564 0.545 0.037 0.568 -0.013 0.007

Walrus5 . . . . 0.479 0.462 0.003 0.477 0.004 0.023

Walrus6 . . . . 0.512 0.496 0.008 0.511 -0.028 -0.029

Sand2 0.655 0.632 -0.023 0.664 -0.121 -0.037

Sand3 0.628 0.604 -0.052 0.639 -0.148 -0.015

Marmot! . . . 0.519 0.503 0.065 0.518 0.013 -0.055

Marmot2 . . . 0.418 0.409 0.054 0.419 0.005 -0.077

Marmot3 . . . 0.405 0.394 0.063 0.403 0.021 -0.050

Marmot4 . . . 0.474 0.456 0.060 0.468 0.015 -0.058

Treesl 0.590 0.606 0.362 0.584 0.502 -0.057

Trees2 0.376 0.380 0.254 0.358 0.346 -0.032

Trees3 0.482 0.487 0.301 0.466 0.383 -0.037

Trees4 0.296 0.307 0.301 0.283 0.348 -0.602

Trees5 0.425 0.441 0.334 0.402 0.575 0.019

Island! 0.365 0.326 -0.169 0.357 -0.046 0.094

Island2 0.338 0.290 -0.186 0.321 -3.594 0.039

Island4 0.273 0.251 -0.082 0.267 0.006 0.051

Maria! 0.302 0.281 -0.061 0.291 0.010 0.055

Maria2 0.347 0.314 -0.014 0.331 -0.012 0.111

Maria3 0.458 0.422 -0.130 0.448 -0.043 0.099

Bottle! 0.471 . 0.400 -0.244 0.451 0.003 0.208

Bottle2 0.534 0.503 -0.103 0.522 0.025 0.084

Bottie3 0.510 0.433 -0.294 0.495 -0.020 0.207

Bottle4 0.509 0.463 -0.151 0.500 0.028 0.144

Busl 0.553 0.499 -0.263 0.538 -0.044 0.230

Bus2 0.523 0.491 -0.245 0.518 -0.024 0.236

Bus3 0.488 0.470 -0.165 0.478 -0.030 0.122

Bus4 0.385 0.358 -0.226 0.381 -0.031 0.217

Contentl . . . 0.389 0.352 -0.144 0.378 -0.002 0.092

Content3 . . . 0.569 0.528 -0.123 0.561 0.032 0.127

Templ 0.388 0.364 -0.097 0.378 0.015 0.116

Tempt 0.375 0.352 -0.070 0.364 0.004 0.079

Temp3 . . . . 0.397 0 375 -0.060 0.386 0.004 0.062

Temp4 0.362 0.346 -0.056 0.358 0.022 0.070

Temp5 0.528 0.501 -0.691 0.516 0.080 0.126
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Table 4-13. Factor loadings for one-, two-, and three-factor full-information factor analysis for
grades 4 and 9 (continued)

Grade 9

Item One factor Two factor Three factor

Fox2 0.572 0.507 0.143 0.582 -0.191 -0.057
Fox3 0.479 0.430 0.133 0.490 0.188 -0.088
Fox4 0.459 0.417 0.072 0.458 0.045 -0.011
FoxS . . . 0.229 0.199 0.081 0.222 0.068 0.016
Mute! . . 0.532 0.500 0.055 0.528 0.056 -0.054
Mute2 0.608 0.572 0.028 0.605 0.037 -0.1.36
Mute3 0.638 0.604 -0.013 0.645 0.008 -0.112
Mute4 . . . 0.369 0.346 -0.032 0.358 -0.031 -0.050
Mute5 0.576 0.547 0.015 0.571 0.036 0.128
Shark2 0.520 0.488 0.058 0.532 0.039 0.002
Shark3 0.621 0.577 0.101 0.626 0.093 0.066
Shark4 . . . 0.600 0.544 0.122 0.611 0.083 0.074
Shark5 0.542 0.491 0.109 0.551 0.117 0.021
Reveng 1 . . . . 0.679 0.640 0.042 0.687 0.065 0.138
Reveng2 . . . 0.470 0.438 0.063 0.485 0.107 0.141
Reveng3 . . . . 0.598 0.558 0.055 0.604 0.089 0.137
Reveng4 . . . . 0.602 0.555 0.062 0.604 0.084 0.107
Reveng5 . . . . 0.562 0.532 0.037 0.566 0.035 0.046
Reveng6 . . . . 0.554 0.529 0.021 0.558 0.023 0.014
Reveng7 . . 0.649 0.616 0.012 0.655 0.037 0.038
Angell 0.600 0.623 -0.353 0.580 -0.368 0.081
Angell 0.646 0.693 -0.445 0.624 -0.500 0.056
Angel3 0.606 0.653 -0.486 0.573 -0.548 0.005
Angel5 0.585 0.652 -0.546 0.547 -0.630 0.022
Angel6 0.614 0.693 -0.531 0.585 -0.650 0.027
Angell 0.564 :..647 -0.531 0.525 -0.645 0.039
Marmot! . . . 0.467 0.440 0.064 0.470 0.051 0.027
Marmot2 . 0.473 0.425 0.139 0.476 0.142 0.006
Marmot3 . . . 0.325 0.290 0.095 0.318 0.088 0.012
Mannot4 . . . 0.492 0.455 0.103 0.497 0.108 0.011
Laser! 0.483 0.463 0.026 0.493 0.030 0.020
Laser2 0.622 0.574 0.108 0.630 0.140 0.041
Laser3 0.500 0.460 0.057 0.504 0.075 0.044
Laser4 0.491 0.458 0.098 0.498 0.105 0.024
Laser5 0.484 0.450 0.063 0.486 0.073 0.037
Laser6 0.652 0.614 0.068 0.664 0.087 0.010
Literl 0.516 0.484 -0.024 0.504 -0.029 0.001
Liter3 0.502 0.487 -0.100 0.496 -0.090 0.058
Liter4 0.641 0.627 -0.111 0.636 -0.114 0.054
Paracl 0.454 0.408 0.107 0.465 0.146 0.099
Para c2 G.365 0.314 0.129 0.370 0.167 0.033
Parac3 0.439 0.389 0.110 0.451 0,142 0.076
Parac5 0.362 0.315 0.140 0.366 0.151 0.039
Parac6 0.479 0.428 0.118 0.475 0.142 0.059
Smokel . . . . 0.502 0.483 -0.044 0.503 -0.047 0.049
Smoke2 . . . . 0.525 0.501 0.013 0.535 0.036 0.081
Smoke3 . . 0.602 0.587 -0.065 0.600 -0.063 0.061
Smoke4 . . . . 0.519 G.513 -0.109 0.517 -0.101 0.072
Smoke5 . . . . 0.653 0.637 -0.126 0.647 -0.152 0.019
Smoke6 . . . . 0.534 0.499 0.028 0.532 0.057 0.050
Card] 0.389 0.312 0.144 0.358 0.119 0.117
Card3 0.213 0.193 0.017 0.180 -0.028 0.015
Card4 0.153 0.125 0.047 0.139 0.058 0.037
Card5 0.296 0.264 0.102 0.289 0.075 0.052
Card6 0.296 0.268 0.082 0.296 0.061 0.005
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Table 4-13. Factor loadings for one-, two-, and three-factor full-information factor analysis for

grades 4 and 9 (continued)

Grade 9

Item One factor Two factor
Three factor

Card7 0.216 0.174 0.146 0.210 0.149 0.019

Resourcl . 0.281 0.245 0.104 0.265 0.038 0.087

Resourc2 . 0.474 0.426 0.165 0.469 0.123 0.068

Resourc3 . 0.425 0.386 0.119 0.416 0.074 0.120

Jobl 0.415 0.379 0.121 0.420 0.129 0.012

Job2 0.434 0.393 0.115 0.444 0.128 0.015

Lynx! 0.213 0.189 0.090 0.213 0.061 0.017

Lynx2 0.390 0.346 0.149 0.387 0.141 0.064

Lynx3 0.352 0.332 0.062 0.358 0.050 0.005

Busl 0.321 0.290 0.066 0.316 0.028 0.089

Bust 0.388 0.363 0.123 0.383 0.049 0.121

Bus3 . . . . 0.385 0.348 0.136 0.379 0.074 0.136

Direct! . . . 0.426 0.399 0.090 0.423 -0.050 0.315

Direct2 . . . 0.508 0.472 0.090 0.503 -0.048 0.344

Direct3 . . 0.420 0.387 0.089 0.407 -0.006 0.230

Weather! . 0.457 0.401 0.140 0.451 0.104 0.086

Weather2 . 0.302 0.272 0.053 0.284 0.009 0.094

Weather3 . . 0.445 0.400 0.114 0.434 0.080 0.108

Weather4 . . 0.371 0.336 0.103 0.364 0.088 0.090

Temp 1 0.311 0.275 0.092 0.303 0.067 0.099

Tempt 0.406 0.366 0.137 0.401 0.091 0.106

Temp3 0.341 0.309 0.051 0.329 0.019 0.087

Temp4 0.343 0.305 0.119 0.336 0.073 0.081

Temp5 0.380 0.342 0.037 0.365 0.012 0.017

Aspiroll . . . 0.649 0.617 0.038 0.675 0.045 0.033

Aspirol2 . . . . 0.529 " 507 0.010 0.526 -0.047 0.100

Aspirol3 . . . . 0.498 0.456 0.106 0.484 0.063 0.116

SOURCE: IEA Reading Literacy Study U.S. National Study data, National Center for Education Statistics, 1991.
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Table 4-14. Rotated factor loadings for the three-factor full-information factor analysis forgrade 4
Item Factor 1 Factor 2 Factor 3Birdl 0.464 0.298 0.355Bird2 0.428 0.186 0.005Bird3 0.426 0.341 0.120Bird4 0.645 0.346 0.001Bird5 0.545 0.416 0.072Dog2 0.477 0.256 0.136Dof;3 0.454 0.365 0.136Dog4 0.475 0.383 0.147Dog5 0.412 0.356 0.226Dog6 . 0.582 0.346 0.193Sharkl . . . 0.617 0.349 0.099Shark2 0.449 0.232 0.120Shark3 0.561 0.301 0.068Shark4 0.533 0.304 0.166Shark5 0.619 0.222 0.087Grandpal . . . 0.441 0.271 0.308Grandpa3 . . 0.524 0.224 0.387Grandpa4 . 0.457 0.182 0.418Grandpa5 . . . . 0.537 0.254 0.473Grandpa6 . . . . 0.357 0.198 0.262Cardl 0.440 0.353 0.128Card2 0.245 0.303 0.144Walrus' . . . . 0.220 0.365 0.327Walrus2 0.328 0.402 0.358Walrus3 0.419 0.362 0.230Walrus4 . . . . J.393 0.352 0.217Walrus5 . . . 0.336 0.290 0.184Walrus6 . . . 0.356 0.308 0.196Sand2 0.503 0.407 0.163Sand3 0.489 0.395 0.155Marmot! . . . . 0.417 0.234 0.227Marmot2 . 0.347 0.173 0.189Marmot3 . . . . 0.329 0.160 0.190Marmot4 . . . . 0.378 0.203 0.217Treeal 0.254 0.226 0.693Trees2 0.105 0.186 0.454Trees3 0.170 0.250 0.524Trees4 0.049 0.138 0.424Trees5 0.025 0.205 0.674Islandl 0.199 0.289 0.121Island2 0.451 0.279 -0.427Island4 0.156 0.202 0.103Marial 0.164 0.222 0.109Maria2 0.167 0.286 0.106Maria3 0.257 0.351 0.154Bottle( 0.193 0.438 0.133Bottle2 0.305 0.375 0.211Bottle3 0.228 0.468 0.152Bottle4 0.268 0.412 0.165Bus! 0.244 0.508 0.163Bus2 0.224 0.504 0.154Bus3 0.266 0.385 0.161Bus4 0.138 0.404 0.104Content! . . 0.213 0.301 0.129Contem3 . . . . 0.303 0.438 0.217Temp 1 0.188 0.323 0.141Temp2 0.205 0.281 0.123Temp3 0.238 0.283 0.138Temp4 0.203 0.271 0.143Temp5 0.288 0.417 0.175SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991
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Table 4-15. Rotated factor loadings for the three-factor full-information factor analysis for

grade 9
Item Factor 1 Factor 2 Factor 3

Fox2 0.373 0.458 0.193

Fox3 0.479 0.074 0.226

Fox4 ....... . . . . . 0.340 0.173 0.261

Foxy 0.171 0.041 0.151

Mutel 0.451 0.207 0.220

Mute2 0.498 0.262 0.260

Mute3 0.512 0.307 0.275

Mute4 0.307 0.179 0.115

Mute5 0.470 0.243 0.238

Shark2 0.384 0.215 0.297

Shark3 0.435 0.212 0.419

Shark4 0.417 0.212 0.406

Shark5 0.433 0.155 0.325

Revengl 0.566 0.274 0.310

Reveng2 0.449 0.135 0.211

Reveng3 0.512 0.214 0.265

Reveng4 0.508 0.222 0.263

Reveng5 0.412 0.234 0.320

Reveng6 0.397 0.247 0.309

Reveng7 0.474 0.277 0.368

Angell 0.286 0.634 0.151

Angel2 0.271 0.740 0.152

Angel3 0.179 0.708 0.206

Ange15 0.121 0.786 0.174

Angelo 0.089 0.890 0.199

Angell 0.084 0.773 0.195

Marmotl 0.330 0.175 0.291

Marmot2 0.387 0.103 0.299

Marmot3 0.611 -0.638 0.363

Marmot4 0.429 0.070 0.312

Laserl 0.352 0.205 0.273

Laser2 0.497 0.175 0.373

Laser3 0.381 0.166 0.289

Laser4 0.398 0.131 0.298

Laser5 0.377 0.175 0.287

Laser6 0.496 0.233 0.379

Literl 0.346 0.237 0.273

Liter3 0.361 0.333 0.170

Liter4 0.458 0.399 0.247

Paracl 0.448 0.100 0.207

Parac2 0.330 0.026 0.237

Parac3 0.430 0.099 0.194

Parac5 0.314 0.039 0.228

Parac6 0.451 0.113 0.210

Smokel 0.404 0.245 0.191

Smoke2 0.449 0.229 0.222

Smoke3 0.430 0.380 0.225

Smoke4 0.375 0.342 0.181

Smoke5 0.352 0.480 0.329

Smoke6 0.451 0.207 0.220

Cardl 0.232 0.054 0.319

Card3 0.113 0.083 0.114

Card4 0.100 0.010 0.121

Card5 0.207 0.062 0.215

Card6 0.228 0.088 0.184

Card7 0.199 -0.034 0.162

Resourcl 0.152 0.084 0.229

Resourc2 0.358 0.125 0.355

Resourc3 0.256 0.118 0.343

Job 1 0.347 0.084 0.256

Job2 0.361 0.094 0.267

Lynxl 0.160 0.045 0.143

Lynx2 0.296 0.056 0.291

Lynx3 0.265 0.125 0.215

Burl 0.183 0.117 0.254

Bust 0.216 0.125 0.315

Bus3 0.213 0.105 0.335

Directl 0.063 0.257 0.468

Direct2 0.150 0.205 0.549

Direct3 0.151 0.173 0.410

Weatherl 0.303 0.117 0.339

Weather2 0.146 0.115 0.228

Weather3 0.269 0.123 0.340

Weather4 0.236 0.083 0.288

Tempi 0.180 0.071 0.259

Temp2 0.253 0.100 0.326

Tempi 0.185 0.130 0.257

Temp4 0.220 0.092 0.265

Temp5 0.249 0.164 0.220

Aspiroll 0.475 0.275 0.406

Aspirol2 0.309 0.241 0.370

Aspirol3 0.289 0.163 0.372

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 4-16. Grade 4 IRT item statistics
DOMAIN NUM COUNT SAMPLE CALI:MTN ERROR MNSQ INFIT MNSQ OUTFIT DISPLACE*

NARRATIVE

Bird 1 3810 5812 .73A .03 .9 -5.3 .9 -5.4 .272 4088 5812 .02A .03 1.2 11.7 1.5 12.3 -.143 2711 5812 1.31A .03 1.1 7.0 1.1 5.7 -.214 4539 5812 -.73A .04 1.1 3.1 1.0 -.2 -.375 5399 5812 -1.96A .05 .9 -3.0 .8 -2.8Dog 2 3742 5812 .95A .03 1.1 3.6 1.1 3.3 .423 4645 5812 -.17A .03 .9 -6.0 .9 -3.9 .344 4367 5812 .57A .03 .9 -7.4 .8 -8.1 .685 3850 5812 1.34A .03 1.1 6.1 1.1 6.3 .906 4861 5812 -.17A .03 .7 -15.8 .6 -13.9 .61Shark 1 5035 5812 -1.01A .04 .8 -7.8 .6 -7.2 .142 4263 5812 -.79A .04 1.5 20.1 2.0 15.5 -.863 4589 5812 -.71A .04 1.1 4.7 1.0 .5 -.274 4242 5812 -.37A .04 1.1 6.3 1.1 2.7 -.375 3689 5812 -.26A .04 1.4 18.2 1.6 12.8 -.94Grandpa 1 4006 5812 -.06A .03 1.1 6.6 1.1 3.6 -.323 3834 5812 .35A .03 .9 -3.2 .9 -4.4 -.084 4290 5812 .35A .03 .9 -5.2 .9 -5.0 .415 4318 5812 -.03A .03 .9 -8.0 .7 -10.0 .086 2674 5812 .64A .03 1.4 25.1 1.7 23.0 -.96EXPOSITORY

Card 1 6076 6325 -1.92A .05 .6 -11.6 .4 -9.9 .522 6157 6325 -3.04A .08 1.0 .4 1.2 1.1Walrus 1 5879 6325 -1.42A .04 .7 -12.5 .6 -7.7 .412 5952 6325 -1.46A .05 .5 -17.7 .4 -12.1 .533 4976 6325 -.43A .03 .9 -6.0 .8 -6.54 4995 6325 -.46A .03 .9 -4.9 .8 -4.8 -.045 4958 6325 -.17A .03 .9 -6.8 .9 -4.3 .206 3694 6325 .68A .03 1.0 .0 1.0 .6 -.13Sand 2 5256 6334 -.83A .04 1.0 -1.6 .8 -4.9 -.103 5702 6334 -1.04A .04 .7 -11.4 .5 -i1.2 .38Marmots 1 3398 6334 .63A .03 1.1 5.2 1.1 2.9 -.442 2574 6334 .88A .03 1.2 15.1 1.2 12.4 -.853 2467 6334 1.40A .03 1.0 4.3 1.1 4.5 -.414 2734 6334 1.36A .03 1.0 .6 1.1 2.9 -.23Trees 1 4663 6334 .27A .03 .8 -17.1 .7 -14.0 .312 3079 6334 1.34A .03 1.0 3.4 1.1 4.53 3409 6334 1.45A .03 1.0 -1.9 1.0 .1 .404 2137 6334 1.81A .03 1.1 4.2 1.1 5.7 -.285 4526 6334 .95A .03 1.1 -3.6 .9 -3.2 .81DOCUMENT

Island 1 5803 6302 -.51A .04 .6 -17.3 .6 -11.2 .662 6038 6302 -1.64A .05 .7 -7.7 .7 -4.4 .384 5112 6302 -.05A .03 1.0 -.2 1.0 1.1 .16Maria I 5044 6302 -1.15A .05 2.1 24.7 2.7 18.7 -1.412 4047 6302 .04A .03 1.4 22.6 1.7 17.7 -.923 5266 6302 -.75A .04 1.2 6.4 1.1 2.7 -.37Bottle 1 6079 6316 -.97A .04 .4 -16.4 .3 -16.3 .832 4705 631 .73A .03 .8 -14.7 .7 13.3 .453 6095 6316 -1.55A .05 .5 -25.9 .4 -10.1 .574 5880 6316 -.36A .04 .5 -5.9 .4 -18.5 .84Buses 1 5737 6299 -1.10A .05 .8 -9.8 .6 -6.9 .092 4398 5262 .54A .03 .9 -6.7 .8 -8.43 1712 6305 2.65A .03 1.2 14.9 .8 -6.8 -.144 2832 6295 .96A .03 .9 -2.3 1.3 13.1 -.90Contents 1 5882 6316 -1.42A .05 .5 -21.7 1.0 -.4 .103 5939 6316 -.76A .04 1.3 12.2 .4 -15.8 .69Temperature 1 4868 6316 -.40A .04 1.0 1.0 1.4 7.9 -.542 2161 6316 2.42A .03 1.0 -.6 1.2 6.6 .043 3004 6316 1.64A .03 1.0 2.2 1.0 2.4 -.054 3008 6316 1.50A .03 1.0 -19.5 1.1 4.2 -.195 5317 6316 .20A .03 .7 .6 -15.0 .58
*Values close to 0 are left blank.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

981 0 6



Table 4-17. Grade 9 IRT item statistics
DOMAIN NUM COUNT SAMPLE CALIBRTN ERROR MNSQ INFIT MNSQ OUTFIT DISPLACE*

NARRATIVE

Fox 2 2915 3162 -1.59A .07 .9 -2.4 .8 -2.0 .12

3 2429 3162 .56A .04 1.0 -.5 .9 -1.5 .66

4 2923 3162 -.13A .05 .8 -11.1 .6 -9.0 1.16

5 2845 3162 -1.28A .06 1.1 2.7 2.2 8.9 .11

Mute 1 1679 3162 1.22A .04 1.1 4.6 1.1 3.5 -.07

2 1811 3162 1.03A .04 1.0 -.4 1.0 -.4

3 2180 3162 -.11A .05 1.1 4.6 1.2 3.0 -.51

4 1275 3162 1.88A .04 1.3 13.2 1.5 12.8 -.12

5 1948 3162 .59A .04 1.1 2.5 1.1 3.0 -.22

Shark 2 2971 3173 -2.03A .08 1.0 .7 .9 -.4

3 2952 3173 -1.66A .07 .8 -4.0 .6 -4.2 .19

4 2990 3173 -1.64A .07 .7 -7.2 .6 -3.6 .38

5 2807 3173 -1.38A .06 .1 2.3 1.2 2.2 -.18

Revenge 1 2255 3173 -.64A .05 .4 11.1 1.3 3.8 -1.04

2 1691 3173 .88A .04 .2 9.9 1.3 8.6 -.41

3 2168 3173 -.03A .05 .1 4,6 1.1 2.2 -.47

4 1972 3173 .98A .04 .0 -2.4 .9 -1.9 .19

5 2080 3173 .31 A .04 .1 3.8 1.1 2.9 -.28

6 2184 3173 .35A .04 .1 :.6 1.0 1.0

7 2505 3173 .-49A .05 .0 -1.5 .9 -1.5 -.18

Angels 1 1774 3173 1.02A .04 I.0 -2.5 .9 -2.8 -.12

2 2194 3173 .35A .04 .9 -6.9 .7 -7.6

3 2193 3173 .49A .04 .9 -6.4 .8 -6.9 .13

5 2244 3173 .54A .04 .9 -7.2 .7 -7 6 .27

6 2317 3173 .39A .04 .8 -9.5 .7 -8.9 .27

7 2317 3173 .40A .04 .9 -6.0 .8 -5.9 .28

E. d'OSITORY
1 2656 3177 -.60A .05 .9 -4.4 .9 -2.4 .26

Marmots
2 2488 3177 -1.05A .05 1.4 10.4 1.6 6.6 -.69

3 2116 3177 -.ISA .05 1.4 15.0 1.8 14.7 -.50

4 2593 3177 -.41A .05 .9 -5.2 .8 -3.1 .28

Laser 1 2920 3177 -I.55A .06 .8 -4.7 .8 -2.3 .23

2 2557 3177 -.17A .05 .8 -11.1 .6 -9.1 .41

3 2507 3177 -.95A .05 1.3 7.8 1.3 3.7 -.50

4 2010 3177 1.01A .04 1.0 .3 1.0 .7 .52

5 1986 3177 .64A .04 1.0 1.4 1.0 .8 .12

6 2547 3177 -.97A .04 1.1 2.3 .8 -2.7 -.41

7 1796 3177 .79A .05 1.0 1.1 1.1 1.8 -.05

9 2202 3177 .39A .04 1.0 -2.3 .9 -1.7 .25

10 2263 3177 -.19A .04 1.0 1.1 .9 -3.0 -.21

Paracutin 1 2193 3192 .22A .05 1.1 -2.3 1.1 2.6 .05

2 2653 3192 -1.03A .04 1.2 -2.2 1.6 6.8 -.22

3 2861 3192 -1.04A .05 .8 3.0 .7 -5.0 .39

5 2310 3192 .53A .05 1.1 5.6 1.1 3.5 .55

6 2297 3192 .03A .04 1.0 -6.8 1.0 -.3 .05

Smoke 1 1772 3192 .95A .04 1.0 2.4 1.0 1.5 .05

2 1482 3192 1.33A .04 1.0 -.1 1.0 .5 -0.5

3 1524 3192 .97A .04 .9 1.5 .9 -2.8 -.34

4 2109 3192 -.10A .04 1.2 -1.2 1.2 4.2 -.45

5 2345 3192 -.06A .04 .9 -3.3 .8 -6.3 .06

6 1341 3192 1.43A .04 1.0 7.0 1.0 .9 -.19

DOCUMENT

Card 1 3254 3308 -.71A .06 .3 -21.8 .2 -15.7 1.08

3 3254 3308 -1.81A .09 .4 -10.0 .6 -3.5 .71

4 3148 3308 -1.72A .08 1.1 .9 1.6 3.8

5 2662 3307 -.18A .05 1.2 5.9 1.4 6.1 -.25

6 2010 3310 .71A .04 1.3 14.0 1.5 12.5 -.55

7 3137 3309 -1.49A .08 1.0 -.7 1.2 1.4 .13

Resources 1 2480 3301 -.81A .06 2.3 22.6 2.7 16.5 -1.79

2 2542 3306 1.19A .04 .8 -11.2 .8 -9.6 .79

3 1854 3305 2.23A .04 1.1 6.7 1.2 5.8 .79

Job 1 2602 3310 .07A .05 1.1 2.6 1.0 .7 -.12

2 2856 3310 -.36A .05 1.0 -1.0 .9 -1.4 .08

Lynx 1 2714 3310 -.23A .05 1.2 6.3 1.5 7.5 -.17

2 1568 3310 1.93A .04 1.0 1.0 1.1 2.9 .04

3 1878 3310 1.55A .04 1.1 4.3 1.1 4.5 .12

Bus Schedule 1 1961 3322 .14A .05 1.8 25.7 2.2 19.7 -1.44

2 2329 3322 .66A .04 1.0 .0 1.0 -.5 -.06

Directions 3 1838 3321 1.25A .04 1.0 2.7 1.0 2.7 -.25

1 2744 3296 -.32A .05 1.1 2.1 .9 -1.5 -.21

2 2742 3321 .06A .05 .8 -7.6 .6 -8.4 .17

Weather 3 2366 3321 .66A .04 .9 -3.2 .9 -2.8

1 2948 3320 -I.35A .07 1.6 8.4 1.3 2.8 -.82

2 2669 3312 .36A .04 .9 -2.5 1.0 -.3 .29

3 2851 3322 -.80A .06 1.2 5.0 1.1 1.1 -.45

Temperature 4 1719 3322 1.19A .04 1.1 6.7 1.2 5.8 -.49

1 3016 3322 -.95A .06 1.0 .5 1.0 .4

2 2685 3322 .53A .04 .8 -9.7 .8 -6.9 .46

3 2565 3322 .46A .04 1.0 -1.6 1.0 -.1 .18

4 2722 3322 -.03A .05 1.0 .0 1.0 .2

Aspirol 5 3146 3322 -1.34A .07 .8 -4.1 .8 -2.5 .25

I 3179 3322 -1.94A .09 1.0 -.4 .6 -3.2

2
3

2988
1895

3322
3322

-. 76A
1.82A

.06

.04
.9
.9

-2.7
-4.3

.8

.9
-3.5
-3.9-

.09

.41

*Values close to 0 are left blank.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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regression coefficients are typically around 2 (see Chapter 1 of this volume). The design effects for the
Rasch fit statistics have not been estimated directly. For this report, we used a value of 6 to approximate
the design effects of the Rasch fit statistics.

Therefore, corrections that account for these two attributes would yield adjusted fit statistics of1.23 and 2.65.4 The first would typically be considered of an acceptable magnitude, while the secondwould not. Further examination of Table 4-16 for grade 4 reveals that after taking into consideration the
sampling attributes, two items on the narrative scale and six items on the document scale would have fit
statistics that are considered high (i.e., adjusted fit greater than 2.0). For grade 9 (Table 4-17), threeitems on the document scale are considered high. Overall, however, it is reasonable to conclude that thedata seem to adequately fit the one-parameter Rasch model.

4.6 Summary and Conclusions

In this chapter evidence regarding the dimensionality of the IEA Reading Literacy Test scoreswere presented and discussed. The central analytical theme revolved around testing the unidimensionalityassumption for the U.S. item-response data within each reading literacy domain. Additionally, theunderlying structure of the reading literacy domain was investigated. The aim here was to determine towhat extent the data supported the hypothesized structure of three domains.

Realizing that in practice the assumption of unidimensionality will always be violated to some
degree, the unidimensionality of the IEA Reading Literacy Study response data were investigated. The
central question driving the investigation was, Is there a dominant factor explaining responses to the IEAReading Literacy Test items? or, in other words, Can we ascertain the degree to which the IEA Reading
Literacy item responses depart from unidimensionality? Evidence relating to a variety of methods waspresented for assessing the dimensionalityof reading literacy item response data. The evidence presented
indicated overwhelmingly that overall the assumption of the unidimensionality w.is met for each reading
literacy domain. However, for both grades, the narrative domain departed le om unidimensionalitythan the other two domains. The extent of departure from unidimensionality Jr the document domainwas the highest for both grades.

Turning our attention to the second major question of the study (Can we ascertain the underlyingstructure of the IEA Reading Literacy item-response data?), overall the evidence indicated that the datadid not support the three hypothesized domains. In particular, the distinction between the narrative andexpository domains was not supported by the data. For both populations, the data, however, supportedtwo substantive factors (i.e., narrative-expository and document) and a third factor that seemed to berelated to "speed."

The emergence of a speed factor in both grades may have far reaching implications for test designand interpretation. The question, How can we interpret student performance on items appearing at theend of a testing session? does seem to warrant further investigation. When summary scores (e.g., IRT

4To account for the above mentioned sampling attributes, we wished to transform the fit statistics so that the actual sample size would functionas if it were a simple random sample of students. To do this, we assumed that the fit statistic is inversely proportional to the square rootof the sample size and is directly proportional to the square root of the design effect, which for this example was assumed to he 6 and 8 furgrades 4 end 9, respectively.

For example, to transform the observed fit statistic of 17.5, we performed the following calculations:

Adjusted Fit = Observed Fit x ( V400/6000/6

= (11.71(0.2582142.449)
1.23
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scale scores) are used to report student performance, the issue cf speed may not be that important.

However, educators increasingly are becoming interested in obtaining richer descriptions of student

performance on subtests, thereby bringing the issue of speed into more prominence: if items on a

particular subtest are located toward the end of a testing session. how could we report student

performance on that subtest given that the location of these items in the test may have adversely affected

student performance on these items?

The issue of speed also has implication for establishing proficiency levelsanother test

interpretation activity gaining more popularity among educators. The methods to establish proficiency

levels heavily rely on item performance. Thus, if student performance on items appearing at the end of

a testing session is adversely affected, the application of these methods becomes problematic. If resources

permit, by counterbalancing the order of test items across different forms, we may be able to obtain

unbiased estimates of student performance on subtests and test items.

1 0
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5 Exploring the Possibilities of Constructed-
Response Items

Barbara Kapinus and Nadir Atash

The purpose of this chapter is to discuss some of the issues surrounding the use of constructed-

response items as they compare to multiple-choice items in large-scale assessments. In the current climate

of assessment in the United States, we are witnessing a strong abandonment of the multiple-choice format

in favor of the constructed-response format. However, it is our position that both have a purpose and

a place when they are well developed, well conceived, and properly used. However, while there is a great

deal of research to guide the development and use of multiple-choice items, there is not nearly so much

support when using constructed-response items. Through the examples drawn from our experiences with

the IEA Reading Literacy Study, with additional explorations, and with very small-scale observations and

interviews of students, we wish to demonstrate some of the necessary criteria to consider when developing

and scoring constructed-response items.

5.1 Background

The IEA Reading Literacy Tests were developed collaboratively by the IEA International Steering

Committee (ISC) and the National Research Coordinators (NRCs). Given the diversity of the group of

people involved in designing the reading tests, it is natural to expect disagreements about the form of the

assessment instruments. In an effort to enhance coverage of the reading literacy assessment domains

(thereby favorably affecting consequential validity of the tests), a group of individuals involved in
developing the tests, including the U.S. NRC, argued for inclusion of some constructed-response items

in the LEA Reading Literacy Tests. These items, however, were included on an exploratory basis (i.e.,
constructed-response items would not be included in the scaling). The inclusion of the constructed-

response items reflected evolving theory in both reading and assessment in the United States.

The scientific paradigm that undergirds standardized and virtually all criterion-referenced tests,
which has been in the process of breakdown for the last two decades, has reached a critical

stage. Standardized and criterion-referenced tests, rooted in an anachronistic paradigm, are a

major barrier to the restructuring of the nation's schools. As we enter the last decade of the
twentieth century, it is becoming apparent, at least to those outside the testing and measurement
establishment, that the assumptions intrinsic to the technology of standardized and most criterion-

referenced tests are untenable. Out of the ashes of this paradigm, from the many varied and

imperfect efforts underway to solve the practical prehlems of assessing educational achievement,
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is slowly emerging a new paradigm, one based on a set of foundational assumptions that are in
sharp contrast to those that underlay the current paradigm (Berlak et al. 1992).

This quote captures the context in the United States within which the items for the IEA in reading
were forged. An effort was made to incorporate newer theories of reading and to move beyond present
assessment paradigms, as much as possible, given the need for international consensus on the assessment.
To that end, several open-ended items were incorporated into the assessment. This section sets out some
of the background in both reading and assessment that supported the use of open-ended items in the
United States.

5.2 Reading Theory

Since the 1970s, theories of reading in the United States have moved from a behaviorist
orientation to a cognitive view. The behaviorist model regarded reading as a set of sequential skills
acquired through drill and practice on small pieces of text (e.g., letters and words). The more recent
cognitive or schema theoretic perspe(.`ive views reading as a complex cognitive activity wherein readers
use knowledge about language, text, and the context of the reading situation and personal background
knowledge of the topic to build an understanding of the text through a complex interactive process.
Meaning is "constructed" using information from the text, information brought to the reading, and cues
from the context in which reading takes place. This shift in theory is attributable to the work of a
number of people including Chomsky and Fillmore, who were linguists; Bransford and Franks, who were
cognitive researchers; and Rummelhart, Stein, Glenn, Thorndyke, Meyer, Halliday, and Hasan, who
examined text structures (Pearson 1984). This cognitive model of reading has been elaborated and
extended through research, including that of Anderson (1984), Anderson and Pearson (1984), Collins,
Brown, and Larkin (1979), and Paris, Lipson, and Wixson (1983). Some of the most recent models of
reading emphasize readers' responses to text and view the proficient reader as capable of responding to
text in a variety of rich and complex ways, from forming a general understanding to responding from
personal or critical perspectives (Rosenblatt 1938, 1978; Langer 1990a, 1990b).

As a result of the changes in theory, educators in the United States are increasingly coming to
regard reading as a process of "developing" meaning from text, not simply "getting the meaning." The
reading framework for the 1992 National Assessment of Educational Progress (NAEP) states that "reading
for meaning involves a dynamic, complex interaction among three elements: The reader, the text, and
the context" (National Assessment Governing Board 1992, 10). The NAEP framework asserts that good
readers cannot merely "form an understanding of what they read," but they also "extend, elaborate, and
critically judge its meaning" (p. 9). Several states, including Maryland, Pennsylvania, and Michigan,
use similar definitions of reading to guide the development of curriculum and assessments.

While there are many views of reading in the United Statesand some of them are the sources
of heated debatethe prevailing view of reading has moved away from the notion of small, discrete
subskills that must be mastered in a hierarchical manner to "get" the meaning that resides in the text.
The present concept of reading is that of a contextually driven, purposeful, strategic use of skills and
background knowledge in order to construct an understanding of and response to the text. It is essentially
a generative process rather than a passive receiving of meaning. In order to assess students' proficiency
in reading as it is defined here, it is necessary to provide students with some opportunities to generate
responses that indicate an ability to integrate their own individual background knowledge with text ideasto construct actively understandings and responses that are possibly divergent.
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5.3 Problems with Traditional Large-Scale Reading Assessments

This generative aspect of reading is difficult to capture in multiple-choice items, even those items

that require complex thinking. At best, multiple-choice items allow students to identify an understanding,

inference, or judgment that someone else has generated. If we are to assess the ability of students to

build their own understandings of the text and spontaneously extend and support those understandings,

it would seem to be a good idea to explore the use of constructed-response items.

Perhaps more importantly, the question of instructional relevance needs to be taken into

consideration. In the past, the use of large-scale assessment tools, consisting solely of multiple-choice

items, has led to undesirable instructional practice such as spending unreasonable amounts of time on

teaching how to respond to multiple-choice items or emphasis on specific, decontextualized skills in

meaningless drills.

In response to these abuses of assessment and the frustration that educators experience when

student achievement measures disregard many of the proficiencies developed and emphasized in

classrooms, there is a growing movement in the United States to make assessment more congruent with

good instruction (Linn, Baker, and Dunbar 1991; Valencia, McGinley, and Pearson 1990) and real-world

tasks (Wiggins 1992).

Given that assessment has come to influence instruction, and thus the form of a large-scale

assessment can have an effect on the form and substance of instruction (Mislevy 1991), the exclusion

of important student behaviors may have undesirable curricular implications. This has led to a careful

consideration of the consequential validity of tests in the United States. Messick (1988) asserts that if

an assessment causes educators to adopt more effective approaches to instruction, it is considered to

demonstrate positive consequential validity. The heavy reliance on multiple-choice items, with the

consequence of excluding important student behaviors from the assessment domain, has raised concerns

about the consequential validity of many current, large-scale reading assessments.

5.4 Issues Associated with the Use of Constructed-Response Reading Items

We believe that the use of constructed-response items on large-scale reading assessments would

appear to tap the reading process more completely and to reflect good instruction and real-life reading

responses more faithfully than relying completely on multiple-choice items. However, constructed-

response items, partly because they have seldom been used, are associated with several issues. These

include reliability of scoring, possible bias for certain cultural minorities, and potential contamination of

the reading construct assessed by a reliance on writing fluency. In addition, there is a question of just

what constructed-response items are tapping. Whi:e we suspect that constructed-response items assess

different aspects of reading from multiple-choice items, we do not have sufficient information about the

processes that students use in responding to constructed-response items to be sure exactly what we are

tapping with those items.

Both the pilot test and the main study allowed members of the U.S. Steering Committee to

conduct a series of explorations to better understand how constructed-response items, as compared to

multiple-choice items, work in assessing reading and to consider some of the issues related to the use and

scoring of constructed-response items. The explorations were guided by the following questions:

I . What types of information do constructed-response items provide that is not evident from

multiple-choice items?
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2. What types of processes and strategies do readers seem to be using in responding to
multiple-choice items as compared to constructed-response items?

3. How does the use of different scoring guides affect scores and the information gathered from
constructed-response items?

4. To what extent is writing a confounding factor in the scores of constructed-response items?

5. What is the relationship between scores on multiple-choice test items and scores on
constructed-response items?

6. What can be said about the psychometric qualities, (e.g., reliability) of the constructed-
response items?

The overall question that these explorations inform is whether constructed-response items are
worth the time required to answer them and the time and money required for scoring.

Exploration 1: What types of information do constructed-response items provide that is not
evident from multiple-choice items?

The first exploration arose from the need to understand how to create an equivalent U.S. test item
to one that was proposed internationally. The item was associated with an excerpt from the children's
book Pippi Longstocking. The multiple-choice item under consideration was

"What kind of person was Pippi?"

a. Kind to strangers
b. Shy with adults
c. Cheeky
d. Cooperative

With respect to this item and its related passage, the following concerns were raised:

The correct response (i.e., Cheeky), may not be familiar to the U.S. students.

The passage may be more familiar to certain types of students who may have read the book,
Pippi Longstocldng, or who may have seen the movie.

Due to cultural factors, as well as comprehension problems, certain types of students in the
U.S. may fail to capture the humor in the passage that was essential in understanding what
kind of person Pippi was.

For the pilot test, four forms of each test had been developed. These forms were intended to be
spiraled within each classroom selected. The Pippi passage appeared on all forms, so we could alter one
form and still have the requested number of responses for the International Coordinating Center (ICC).
In the U.S., about 1,080 grade 4 students responded to one of the four forms (about 270 students
responded to each test form.) On one of the four pilot test forms, the question was presented as an open-
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ended item. The intention was that by comparing the 270 students' responses to the open-ended item to

their responses to the multiple-choice items, the aforementioned ..oncerns could be addressed. Responses

to the open-ended form of the item were analyzed to address the following issies:

1. Did the student show evidence of having read the passage or is the response based on

previous knowledge (e.g., student had seen the movie prior to the assessment)?

2. Was the student aware of the humor in the passage?

3. Did the student's response capture the notion of "cheeky"?

4. Was the student's response similar to any of the distractors on the multiple-choice form of

the item?

5. What were some plausible answers other than "cheeky"?

In addition, to obtain more indepth information about strategies and processes student use to

respond to these items, a followup study was conducted with 14 grade 4 students who were asked to read

the passage from Pippi Longstocidng and answer the question about Pippi either in open-ended or

multiple-choice format. Students were then asked to describe how they figured out the answer to the

question (see the protocol in Appendix 1 to this chapter).

This exploration addressed the question of whether constructed-response items provide

information about students' reading that ccrinot be obtained from multiple-choice items. Of the 242

responses to the open-ended version of the item that were scorable or complete, 204,Clearly indicated that

the students had not previously read the entire story. Only six responses deafly indicated that the

students had read the entire story, either by saying so or by including information from the story not in

the passage. Additionally, about 30 responses gave some evidence that the student might have read the

story before, but the evidence was not conclusive. These responses usually included information that

might have come from the original story or from inferences that the student had made. Six responses

simply did not give any indication of whether the student had or had not read the story previously.

In examining whether students would spontaneously describe Pippi in terms that were equivalent

to cheeky, the study found that few students offered a response that captured the idea of cheeky. Of the

242 responses, about 28 responses meant something similar to cheeky, for example, "smarty" and "brat."

Only one of the responses was similar to one of the distracters on the multiple-choice version of the item,

that is, kind. Other plausible responses included "adventurous," "confusing," "weird," "funny," "liar,"

"pla dui," "independent," "silly," "orphan," and "pest." With respect to the question of students'

awareness of the humor in the passage, only 47 of the responses gave clear evidence of awareness of the

humor in the passage.

These patterns in students' responses led to hypotheses that some students were using information

from having read the story previously to answer the item, and indeed it was difficult for students to

answer the item in its open-ended form based solely on the passage. In addition, it seemed that students

might be able to answer the multiple-choice form of the item correctly simply by eliminating the
distracters--even though they did not know what cheeky meant. Consequently, a followup interview of

14 students was conducted and the following observations were made:

Several of the students indicated that they used information other than that presented in the

passage in order to answer the item, for example, remembering the book or the movie.
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Some of the students who were given the multiple-choice form of the item chose cheeky for
the answer, but when they were asked what cheeky meant, they could notgive a definition

or an example. These students indicated that they had chosen the response because the other
responses did not make sense.

Observations of students' behaviors in choosing the correct response suggested that students
answering the multiple-choice item were doing more interacting with the item and distracters

than with the passage. That is, they were not looking back at the passage but rather
focusinr, on the test item.

Conclusions

The findings in this exploration suggest that both multiple-choice items and constructed-response
items can be of limited use when the passage is highly familiar to some of the students. In addition, the

excerpt did not really provide enough information for students who had not previously read the story of
Pippi to be able to provide a reasonable answer to the test item.

The responses to the open-ended version of the item gave indications that some students lacked
comprehension of the humor in the passage or they were using information from outside the passage that
the multiple-choice form of the item did not provide. Indeed, it was the responses to the open-ended
version of the item that showed the problems with the passage that supported the ultimate decision not

to use that passage in the actual study.

The interviews of students about their responses to the item in open-ended or multiple-choice
format suggested that students engaged in a process of eliminating distracters on themultiple-choice form
of the item, as compared to thinking about the passage on the open-ended version.

Exploration 2: Are the processes used in answering a constructed-response item different
from those used in answering a multiple-choice item?

The second exploration grew out of a need to consider whether students were indeed using
different processes for answering the open-ended items than the multiple-choice items. The following

questions guided the exploration:

Do students employ different strategies when answering open-ended items as compared to
multiple-choice items?

Do multiple-choice and open-ended items both promote students' reinspection of the passage
in order to provide a response?

Do students seem aware of the strategies they use in answering the items and can they
articulate them?

Thirty-eight grade 4 students from two suburban classrooms and 36 grade 9 students from four
classes in a suburban high school were asked to read one of the two passages that contained an open-
ended item on the IEA Reading Literacy Test Orlin study), and then to answer the open-ended item. The
two grade 4 passages were grandpa and walrus and the open-ended items were "Why did the parents
decide to ask Grandpa back to the table?" and "What problem would the walrus have if it lost its eye

110 117



teeth?" The grace 9 passages were a shark makes friends and a woman learns to read, and the open-
ended items were "If the writer had to make this story longer, what do you think the pilchard would do
next'?" and "What do you think would be the disadvantages in your country for an adult who could not

read or write?"

For this exploration, these items were presented in either an open-ended or a multiple-choice
format. Each student received one passage with an open-ended item and one passage with a multiple-

choice item. The order for passage and item type was counterbalanced. Each student met individually
with one of the two researchers. The students were asked to read the first passage and write the answer

to the first item. When they had answered the item, they were asked how they had determined the

answer and whether they had looked back at the passage in order Lo respond. The process was then
repeated for the second passage.

This exploration provided the following observations related to the question of possible differences

in the processes students used for answering open-ended and multiple-choice items. First, on the basis
of student responses, it may be concluded that for grade 4 students the question related to the grandpa
passage was harder than the question on the walrus passage, Only one student had the wrong answer to
the multiple-choice item on the walrus passage, while five students had wrong answers to the multiple-

choice item on the grandpa passage. Thus, format alone might not account for differences in student
response strategies. Table 5-1 presents the distribution of scores on the open-ended items for each of the
two passages. As shown on the grandpa passage, one student received a score of "4," no one scored
"3," 13 scored "2," and three students scored "1." On the walrus passage, 16 students scored "4," two
scored "3," one scored "2," and no one scored below "2."

Table 5-1. Distribution of scores for two grade 4 passages: Number of students with score

Passage
Score

1 2 3 4 Total

Grandpa 3 13 0 1 17

(17.7) (76.5) (0.0) (5.9) (100)

Walrus 0 1 2 16 19

(0.0) (5.3) (10.5) (84.2) (100)

NOTE: Numbers in parentheses are percentages. Percentages may not add to 100 due to rounding.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

At the grade 9 level, all students selected the correct response to the multiple-choice items. Table
5-2 shows the distribution of scores on the open-ended items for each of the two passages for grade 9

students. As shown, no student received a score below "2" on the open-ended items; 12 students received

a score of "4" on the open-ended item related to shark, as compared to 9 students for the passage
literacy.

Table 5-2. Distribution of scores for two grade 9 passage: Number of students with score

Passage
Score

1 2 3 4 Total

Literacy 0 I 5 9 15

(0.0) (6.7) (33.3) (60.0) (100)

Shark 0 1 6 12 19
(0.0) (5.3) (31.6) (63.2) (100)

NOTE: Numbers in parentheses are percentages. Percentages may not add to 100 due to rounding.

SOURCE: 1EA Reading Literacy Study, U.S. National Study Data, National Center for Education Statistics, 1991.

In their overall reporting of strategies for answering both multiple-choice and open-ended
questions, grade 4 students tended to talk about the story or the information in the passage rather than
any specific strategy behaviors. Grade 9 students, on the other hand, reported using a process of



elimination of distracters as their approach for answering the multiple-choice item on the expository
passage literacy. This pattern did not hold for the passage shark, where no students reported focusing
on the distracters in order to answer the multiple-choice item.

For both grade 4 and grade 9 students, few students reported looking back at the passage in order
to answer the multiple-choice items. For grade 4 students, four and five students reported looking back
at the passage in order to answer the walrus and grandpa items, respectively. For grade 9, only two
students reported looking back at the passage in the process of answering the multiple-choice items.

For both grade 4 and grade 9 students, there was far more looking back at the passage in order
to answer the open-ended questions. For grade 4 students, 17 and 11 students reported looking back at
the passage in order to answer the open-ended questions for the walrus and grandpa- passages,
respectively. For grade 9 students, eight and seven students reported looking back at the passage in order
to answer the open-ended items for shark and literacy, respectively.

The evidence collected in this exploration reveals the following findings.

In response to multiple-choice items, students generally did not look back at the passage.

In response to the open-enaed items, although a large proportion of students did not look
back at the passage to respond to the items, far more students reported looking back at the
passage than did so for the multiple-choice items.

When asked how they determined the answers to the items, students, especially in grade 4,
generally talked about the content of the passage rather than ,.frategies such as looking back,
thinking about the passage, or drawing conclusions.

When answering open-ended items, students had a tendency to interact with the passage
rather than the item, while they interacted more with the item and distracters when
answering multiple-choice items.

An interesting observation in this exploration was that some students who reported looking back
at the passage actually were not observed to do so. When a researcher finally asked one of the students,
"Did you really look back at the story?" the student replied that she "looked back in my mind." This
prompted the researchers to consider addressing this strategy more directly in a subsequent exploration.
It did suggest that a passage n ght be revisited mentally if not through an actual physical review.

Conclusions

Constructed-response items seem to elicit the types of reading behaviors that are valued in the
current theories of reading and reading instruction. Students tended to look back and think back on the
passage more in answering the open-ended form of the questions than in responding to the multiple-choice
format. This reinforces the notion and instructional practice that promotes the purpose of reading as
building one's own understanding of the text rather than using the text to guess someone else's answer
to a question.

This exploration also demonstrated that open-ended items, as well as multiple-choice items, can
he too easy, providing little information about students' reading proficiency. However, when open-ended
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items do not give much information, the cost is far higher both in the time students spend on the items
and in the time and effort required to score those items as compared to that for multiple-choice items.

Exploration 3: To what extent can scoring guides determine the types of information about
students' reading provided by open-ended items?

The third exploration compared two different versions of the scoring guides to determine how
the differences in scoring guides supported the observation and reporting of rich information and certain
attributes of reading. The original scoring guides (Exhibit 5-1), based on the IEA recommendations for
scoring the open-ended items, gave credit for plausible answers that were not necessarily passage based.
In addition, most of the open-ended items were being scored either right or wrong with no partial credit
or levels of correctness. On the basis of such scoring guides, the open-ended items may not be offering
much more information about students' performance than the multiple-choice items. Furthermore, in the
cases of text-independent correct responses, these items may provide information that is not valid (i.e.,
student response is not based on an interaction of the student and the passage and thus is not a
demonstration of reading proficiency).

Exhibit 5-1. Original scoring guides for the passages for grandpa and blue whale

Why did the parents ask grandpa back to the table?

9 =

1 =

2 =

no response

gives an unacceptable response
gives response that does not include reason for parents' change in attitude

gives an acceptable response
"They realized they had been selfish."
"They were embarrassed after watching their son."
"They put themselves in his place and realized ho v hard it was for him."
"They learned from their son's activity what it could be like to be

an old person."

What might be some ways scientists could study blue whales?

9 = no response

1 = unacceptable response
"There are fish in my school."

2 = gives one way
"Follow them around."
"Capture a blue whale."

3 = gives two or more distinctive ways: gives one way with some elaboration.
"Scientists could put radios on whales and then follow them around."

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics. 1091.

The new refined scoring guides were developed similar to the 1992 NAEP progress scoring
guides. First, a generic rubric was developed (see Appendix 2 to this chapter) and specific item scoring
guides were developed for each passage (Exhibit 5-2 shows the refined scoring guide for the passage blue
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Exhibit 5-2. Refined scoring guide for blue whale

New Scoring Guide for Blue Whale
General Scoring Rubric

What might be some ways scientists could study blue whales?

In answering this question students should make use of the information about the whales' size making
this task difficult and should also include information from beyond the text.

Storing Rationale

The question requires readers to build on the notion that studying blue whales is difficult because they
are so large and containing them is difficult. A complete response would require readers to use their
own background knowledge together with the above notion from the text. Responses should be
plausible in the light of what the passage says about blue whales. References to other specific text
information about blue whales such as what they eat or where they live are important components of
extensive responses to this question.

9 = No response
0 = Off Task
1 = Unsatisfactory

2 = Partial

3 = Essential

4 = Extensive

"They are interesting."
Responses that are unrelated to the actual question, incomplete, or incorrect.
"Look closely at them and check them a lot."
"Their weight, width, if they are harmful."

Responses that show an incomplete understanding of the passage by offering
suggestions that contradict passage information that tells that the size of blue
whales limits the possibilities of putting the animals in a cage. Partial
responses also include suggestions that are not really related to passage
information. "Dissect one and look at its insides."
"Keep them in custody so they can observe the whales and their instincts."

These responses indicate a comprehension of information in the passage
related to the question by offering suggestions related to the blue whales' size
or Habits. While these answers are correct, they are not really elaborated or
supported. "Make a specific place to store them, or go out into the ocean
and study them in their natural environment." "They could lure the whales
into a small bay, and close it off for a while, and they could study them
there."

These responses indicate an extended understanding of the passage by
offering suggestions that are clearly linked to text information and are
supported or explained. These responses contain information that is not only
related to the text but is internally consistent. "Some ways scientists could
study blue whales are going out to the ocean and observe and monitor them
for several days at a time. They could also put trackers on them and find
them every year." "Scientists could study them in their own habitat by
diving down in wet suits. Maybe, if possible, scientists could build a huge
aquarium fit for a whale to study."

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



whale). Four open-ended items in the pilot test were scored on the basis of the new scoring guides (new
rubric). A comparison of students' scores based on the original and the refined scoring guides addressed
the question, "how does the use of different scoring guides affect scores and information gathered from

constructed-response items?"

Figures 5-1 to 5-4 contain the comparisons of students' scores on the two guides for four open-

ended items from four different passages. Figure 5-1 depicts the distribution of scores (based on the
original scoring guide) for each category of the scores (based on the refined scoring guide) for the open-

ended item on the grandpa passage. All students receiving a score of "0" (i.e., lowest score possible)
based on the refined scoring guide had received a score of "1" (lowest score possible) based on the
original scoring guide. (It should be pointed out that the meaning of "0" and "1" may differ relative to
the two scoring guides.) All students who received a score of "4" (i.e., highest score possible) based on
the refined scoring guide also had received a score of "2" (highest score possible) based on the original
scoring guide. However, not all the students receiving a "2" based on the original guide received a "4"
based on the refined guide. A similar pattern of relationships can be observed for the other three open-
ended questions from the other passages.

As shown in the figures, the refined scoring guides seem to be more stringent in what is
demanded as adequate indication of comprehension (i.e., fewer students received the maximum score

under the refined guide). Based on the refined scoring guides, the discrimination among students'
responses at the upper end of the score distribution seems to have been expanded. Certainly the wording
of the refined guides focuses potential reporting on a greater range of aspects of reading.

Conclusions

The comparisons of the two scoring guides and students' scores on those guides suggest that

scores can vary depending on the degree to which text-based information is demanded, and that
demanding text-based information increases the potential to score the desired abilities. In addition, it
seems that care must be taken in developing scoring guides in order to assure that they are truly focused
on reading behaviors and not on background knowledge. Finally, scoring guides must be constructed to
capture the potential richness of responses to open-ended items. This suggests more than a three-point
full-credit, partial-credit, no-credit scoring guide.

Exploration 4: Are open-ended items biased in favor of those who can write fluently?

Reading experts have raised the question of whether the responses to open-ended reading items
measure writing fluency or reading comprehension. Using random samples from the pilot study, 36
student responses from grade 4 and 34 student responses from grade 9 were analyzed as a preliminary
step. The number of words written by each student in response to an open-ended item were counted and
recorded. The relationship between the score on the open-ended item and the length of response was
determined. For the main study, this exploration was repeated using a larger sample size. Specifically,
a random sample of 365 grade 4 students and 389 grade 9 students was analyzed using procedures similar
to the one used with the pilot test. 'Three alternative approaches were used to determine the relationship
between the length of response and the score on the open-ended item. First, the correlation between the
two variables was computed. Second, the pattern of numbers was examined to determine whether some
high score responses had very few words and, conversely, whether some low score responses were
extremely long. Third, box-whisker plots were constructed to examine the distribution of length of
responses by score categories on the open-ended items.
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Figure 5-1. Comparison of refined and original scoring guides, grade 4 passage grandpa

Score 1 on original rubric III Score 2 on original rubric
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4.1a 40
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0

100
94

0

100

0 1 2 3

Score on Refined Rubric

4

NOTE: Figure shows that among students with a score of 1 on the refined rubic, 90 percent had a score of 1, and 10 percent had a score of
2 on the onginal rubic.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statibti,:s, 1991.

Figure 5-2. Comparison of refined and original scoring guides, grade 4 passage blue whale
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NOTE: Figure shows that among students with a score of 0 on the refined rubic, 83 percent had a score of 1, 12 percent had a score of 2, and
6 percent had a score of 3 on the original rubic. Percentages may not add to 100 due to rounding.

SOURCE: [EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Figure 5-3. Comparison of refined and original scoring guides, grade 9 passage whale

0 Score 1 on original rubric 1:1Score 2 on original rubric N Score 3 on original rubric
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Score on Refined Rubric

4

NOTE: Figure shows that among students with a score of 1 on the refined ruble, 30 percent had a score of 1, 46 percent had a score of 2, and
24 percent had a score of 3 on the original rubic. Percentages may not add to 100 due to rounding.

SOURCE: 'EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Figure 5-4. Comparison of refined and original rubrics, grade 9 passage lynx

0 Score 1 on 0 Score 2 on 111 Score 3 on Score 4 on
original rubric original rubric original rubric original rubric
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4

100

NOTE: Figure shows that among students with a score of 1 on the refined rubic, 84 percent had a score of 1, 3 percent had a score of 2, 7
percent had a score of 3, and the remaining 7 percent had a score of 4 on the original ruhic. Percentages may not add to 100 due to rounding.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991
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Table 5-3 presents the correlation between the length of response and the score on the open-ended
items on all the analyses. With the exception of the grade 9 pilot test, these correlations are significantly
different from 0. However, at best, only about 38 percent of the variation among lengths of responses
and scores on open-ended item is in common.

Table 5-3. Correlation between response length and the response score on the open-ended items
Population N Correlation P

Grade 4

Pilot test passage 36 0.554 0.0001

Main test passage #1 405 0.614 0.0001

Maiie #2 405 0.545 0.0001
liminIMIII

Grade 9
Pilot test passage 34 0.203 0.2494

Main test passage #1 365 0.588 0.0001

Main test passage #2 389 0.459 0.0001

N = sample size; P = statistical significance of correlation.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The patterns of responses were examined to determine whether some high scoring responses had
very few words and, conversely, whether some low scoring responses were extremely long. Tables 5-4
to 5-9 present cross-tabulations of response length by score on the open-ended items. For these tables,
the categories of response length were defined as follows: 1 = 19 or fewer words written; 2 = 20 to
40 words written; and 3 = more than 40 words written.

Table 5-4. Relationship between response length and response score for grade 4 pilot test passage

Score
Response length category

1-19 words 20-40 words 41+ words Total

1 3 0 0 3

2 6 6 2 14

3 2 0 0 2

4 2 7 8 17

Total 13 13 10 36

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 5-5. Relationship between response length and response score for grade 4 main study
passage #1

Score
Respe..se length category

1-19 words 20-40 words 41+ words Total

21 6 2 29

2 54 28 4 86

3 50 67 10 127

4 8 66 66 140

Total 133 167 82 382

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 5-6. Relationship between response length and response score for grade 4 main study

passage #2

Score

Response length category

1-19 words 20-40 words 41+ words Total

0 32 0 0 32

1
107 29 7 143

2 53 22 3 78

3 39 35 7 81

4 8 24 16 48

Total 239 110 33 382

SOUK 7.E: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 5-7. Relationship between response length and response score for grade 9 pilot test passage

Score

Response length category

1-19 words 20-40 words 41+ words Total

1
0 0 0 0

2 0 0 2 2

3 3 6 2 11

4 0 6 15 21

Total 3 12 19 34

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 5-8. Relationship between response length and response score for grade 9 main study

passage #1

Score
Response length category

1-19 words 20-40 words 41+ words Total

0 16 1 0 17

1
6 3 1 10

2 18 57 32 107

3 16 52 85 153

4 0 13 65 78

Total 56 126 183 365

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 5-9. Relationship between response length and response score for grade 9 main study
passage #2

Score
Response lei,th category

1-19 words 20-40 words 41+ words Total

0 9 2 0 11

1
15 4 1 20

2 26 18 12 56

3 54 75 11 140

4 13 90 59 162

Total 117 189 83 389

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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As these tables indicate, in general, longer responses tend to have higher scores. However, not
all long responses have received high scores. For example, for the grade 4 passage 1 (main study) two
students who had written more than 40 words had scored only "1" on the open-ended item. On the other
hand, eight students who had written less than 20 words received a score of "4" (the highest possible

score).

The same pattern of relationships was observed on the basis of the "box and whisker" plots
showing the distribution of length of responses by score categories of the open-ended items (Figures 5-5
to 5-8). These figures indicate, in general, that as the mean number of words increases, the score on the

open-ended items also increase3. However, there seems to be a large overlap in the distribution of
number of words written, particularly between adjacent categories of open-ended scores.

The following are examples of responses that reflect exceptions to the relationship between the

length of the responses and the score.

Why did the parents decide to ask Grandpa back to the table?

Response A: They let him eat at the table because the boy made him a cheap wooden bowl.

After they heard that he was making a bowl for Grandpa. They felt sorry and started crying.
After that they let him eat at the table.

This response is long, but the answer is simply incorrect. The response received a
score of "2."

Response B: When the father and mother get older they are going to shake a lot too.

This response, while brief, captures an important inferred connection and received
a score of "4."

Conclusions

This exploration examined the relationship between writing fluency and performance on the open-
ended items. The findings indicate that there is indeed a strong relationship between sheer quantity of
writing on the responses and the scores. This is not surprising for two reasons. First, there is a
relationship between reading and writing; good writers are often good readers (Tierney and Shanahan
1991). An understanding and command of written language is necessary for achievement in both areas.
In addition, it is only reasonable to believe that students who offer more information are more likely to
have complete, thorough responses, although the low scores on some lengthy responses demonstrated that
wordiness alone did not guarantee success. What was also interesting, however, was the occurrence of
high scores on brief responses. Students sometimes demonstrated clear understanding and sound
interpretation in a very few words. The careful construction of scoring guides is one way of working
to limit the confounding of reading performance with writing fluency.



Figure 5-5. Distribution of response length, by category of open-ended score for grade 4 main

study passage #1
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Figure 5-6. Distribution of response length, by category of open-ended score for grade 4 main

study passage #2
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Figure 5-7. Distribution of response length, by category of open-ended score for grade 9 main study
passage #1
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Figure 5-8. Distribution of response length, by category of open-ended score for grade 9 main
study passage #2
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Exploration 5: What is the relationship between scores on multiple-choice test items and

scores on constructed-response items?

Open-ended items are more expensive than multiple-choice items, both in terms of the time

students must take to respond to them and the time and cost of scoring. In order to justify the extra

expenditures, it is necessary to understand what additional information, if any, we find out by using the

open-ended items as opposed to multiple-choice items.

Using the one-parameter IRT (Rasch) methodology, scale scores were obtained for each student

in the three reading literacy domains. Since each student's score on the multiple-choice items was also

available (both for the pilot and main studies), the relationship between scores on open-ended items and

scales scores (derived from multiple-choice test items) could easily be studied. Two alternative

approaches were used to determine the relationship between scores on open-ended items and scale scores.

First, the correlation between scale scores and scores on open-ended items was computed. Second, a

table that shows the mean and standard deviation of scale scores within each category of score on an

open-ended item was constructed.

Table 5-10 presents mean scale scores for each IEA Reading Literacy Study domain by ratings

of constructed responses. As this table indicates, the mean scale scores for students with high scores on

the constructed-response items are substantially higher than the mean scale scores for students with low

scores on the constructed-response items. The patterns of increase in mean scales scores are similar

across the two populations.

Table 5-10. Mean scale scores and standard deviations, by ratings of constructed-response items

Test passage Item rating
Number of

students

Narrative Expository Document

Mean
Standard
deviation

Mean
Standard
deviation

Mean
Standard
deviation

Grade 4

2 435 466.1 85.7 474.2 61.7 489.2 68.3

3 1,266 510.7 85.6 505.1 66.6 521.5 69.3

Walrus 4 2,139 566.7 85.7 548.7 68.8 559.8 74.7

5 2,032 603.7 78.9 581.5 68.9 583.7 76.8

2 2,220 502.8 82.6 509.1 66.3 521.0 71.2

3 1,265 574.7 76.9 553.5 69.0 561.1 77.7

Grandpa 4 1,334 615.1 69.5 581.3 66.1 585.3 72.9

5 746 634.2 66.4 597.5 69.3 598.0 73.0

Grade 9

2 10 415.5 46.2 404,8 59.3 400.9 64.5

3 120 448.5 74.7 445.7 90.2 447.9 73.8

Literacy 4 968 523.7 87.7 524.6 94.0 519.1 75.1

5 1,847 576.6 89.9 579.9 99.7 553.2 77.5

1 156 452.5 94.7 449.0 94.6 468.6 81.0

Shark
2
3

573
1,089

508.1
549.3

87.2
91.6

504.2
547.9

91.3
101.7

507.5
532.8

75.1
78.0

4 1,387 569.4 92.6 576.4 101.5 552.5 77.9

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

To summarize the strength of the relationship between reading literacy scale scores and students'

responses to the open-ended items, the coefficient of determination (R2) was computed (Table 5-11). As

shown, the proportion of variance in reading literacy scale scores explained by students' responses to the

open-ended items ranges from 14 percent to 33 percent for grade 4, and from 8 percent to 13 percent for

grade 9. Further, for both populations the proportion of variance in document scales accounted for by

the criterion variable is lower than the corresponding number for the other two domains. Across all

domains, the proportion of variance accounted for by the open-ended items is larger for grade 4 than

grade 9, although it should be kept in mind that the passages were not the same across the two grades,
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Table 5-11. Coefficient of determination (R2) between reading literacy scale scores and students'
ratings of constructed responses to two open-ended items

Domain Grade 4 Grade 9

Walrus Grandpa Literacy Shark

Narrative . . .

ryExpository

Document .

0.211

0.206

0.136

0.330

0.214

0.151

0.128

0.118

0.102

0.104

0.109
0.77

SOURCE: IEA Reading Li eracy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Conclusions

The relationship between scores of multiple-choice items and the constructed-response items were
correlated as indicated by the data in Table 5-10. However, the proportion of variance in reading scale
scores explained by the constructed-response items was low. These findings suggest that the two types
of items measure different but related aspects of the domain of reading. The exploration indicates that
constructed-response items do tap aspects of reading achievement that are not assessed by multiple-choice
items. This finding supports the notion that the use of a combination of constructed-response and
multiple-choice items might give a more complete sampling of the domain than multiple-choice items
alone.

Exploration 6: What can be said about the psychometric qualities of the constructed-
response items?

The objective of the use of the constructed-response items on the IEA was not to use those items
alone as estimates of students' reading proficiency, but to study how those items worked as compared to
the multiple-choice items and whether they contributed additional information on student reading literacy
to the overall study. Each student in both populations responded to only two constructed-response items
that certainly by themselves may not yield reliable estimates of reading achievement. Furthermore, each
of the two constructed-response items pertained to a different type of text (i.e., one narrative and one
expository), and therefore scores on the two items could not really be combined to o 'min a more reliable
estimate of students' reading literacy abilities. However, a consideration of the usefulness of the
constructed-response items must address the reliability of those items. Although we did not obtain a
direct estimate of the reliability of the constructed-responses used in the LEA Reading Literacy Study, we
did estimate a lower-bound reliability as follows:

First, we estimated the correlation between the multiple-choice items and constructed-
response items under the condition that the two measures were perfectly reliable. Using the
divergent and convergent validity studies as our guide, we estimated that a correlation of
0.707 (i.e., 50 percent common variance) between the multiple-choice items and constructed-
response items would be reasonable provided both variables (i.e., scores on multiple-choice
and constructed-response items) were measured without any error (i.e., reliability = 1.0).

124 131



Next, using the "correction for attenuation" formula, we estimated the reliability of

constructed-response items.' Table 5-12 presents the observed correlation between the

multiple-choice and constructed-response items, reliability for the multiple-choice items, as

well as the estimated reliability for the constructed items.

Table 5-12 shows that the estimated reliability for the constructed-response items for grade 4 is

substantially higher than the estimated reliabilities for grade 9. The difference in estimated reliabilities

could be due to one or more of the following factors. (1) the type of responses elicited by the items; (2)

student motivation to respond to the constructed-response items; and (3) scoring guides used to score the

student responses.

Table 5-12. Correlation between multiple-choice and constructed-response items, reliability of
multiple-choice items, and estimated reliability of constructed-response items

Test passage
Correlation with

multiple-choice items

Reliability of
multiple-choice items

Estimated reliability of
constructed-response items

Grade 4

Walrus . . . .

Grandpa

0.459

0.574

0.766

0.857

0.550

0.769

Grade 9

Literacy

Shark

0.344

0.322

0.846

0.875

0.280

0.237

SOURCE: !EA Reading Literacy Study, U.S. NationalStudy data, National Center for Education StatistiLs, 1991.

Conclusions

The reliabilities for scores on the constructed-response items varied across grade levels and items.

On the constructed-response item for the fourth grade grandpa passage, the estimated reliability was close

to that for the multiple-choice items on both of the fourth grade passages with constructed-response items.

The reliability for the other fourth grade constructed-response item on the walrus passage was lower but

not unreasonable. The reliabilities for the ninth grade items was very low, but the motivation of these

students to write a careful, thorough response could be questioned. The scoring guides and the items

themselves might have been problematic, also. This was an initial, limited effort to use constructed-

response items on this assessment. In other large-scale assessments, reliabilities of constructed-response

item score have been substantially higher. For example, on the 1992 NAEP, the overall percentages of

agreement between readers of items were 89 percent for grade 4, 85 percent for grade 8, and 88 percent

for grade 12 (Mullis, Campbell, and Farstrup 1Q03). The differences in reliability of scores on the two

rhe reliability of the constructed-response items were estimated using Inc correction for attenuation formula:

where r' is the corrected (i.e.. unattenuateci) correlation between variables x and y; rxy is the observed correlation between variables x and

y; r, is the reliability of variable x; and r,, is the reliability of variable y. To estimate the reliability of constructed-response items (i.e., r)

we assumed r' .707. For example, the observed correlation between the constructed-response items and the multiple-choice items in the

Grandpa passage for grade 4 was 0.574. Thus.

n- rx, 0.574
vrn 0.877

rnfr: 0.707F1.0/
rt = 0.769
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assessments might reflect the differences in development and use of constructed-response items for the
assessments. Given additional time and attention, it is likely that reliabilities for constructed response
items on IEA would increase.

5.5 Discussion

Although the studies summarized here represent only some initial exp:orations of the processes
and strategies students use when answering constructed-response items, they do begin to provide some
insights related to the questions posed at the beginning of this chapter--insights that should be considered
when deciding whether to use constructed-response items on large-scale assessments and when developing
those items.

Question 1: What types of information do constructed-response items provide that is not
evident from multiple-choice items?

The findings of Exploration 1 suggest that students can and do answer multiple-choice items by
interacting with the item and distracters more than with the passage. Responses to the open-ended form
of the item gave insight into students' ability to .go beyond a literal understanding of the passage, for
example, perceiving the humor. While it was not clear that students interacted more with the passage
on the open-ended items than on the multiple-choice items, it was evident that students in some cases
were drawing on experiences outside of the assessment situation and the stimulus passage to answer the
item.

Although it was not part of the original question, one finding was strong evidence suggesting
problems with using excerpts of potentially very familiar text on a reading assessment. Students'
responses to the passage sometimes reflected recall of a previous reading of the book or the movie rather
than the comprehension of the specific passage used on the assessment.

Question 2: What types of processes and strategies do L eaders seem to be using in
responding to multiple-choice items as compared to constructed-response items?

The findings of Exploration 2 suggest that open-ended items promote more interaction with the
passage, at least in the form of looking back at it. The findings also imply that students, especially grade
4 students, are not very strategic about answering either multiple-choice or open-ended items. The high
percentage of correct responses for both groups of students implies that the items were extremely easy
and might not have elicited much in the way of strategic approaches to responding.

The implication for developing open-ended items is that those items should be thought provoking
and should ask only questions that could not be posed just as effectively and perhaps more efficiently in
a multiple-choice format. In addition, open-ended questions might be framed to demand that students
revisit the passage to find support for their inferences and conclusions. For example, the item, "If the
writer were to make this story longer, what do you think the pilchard would do next?" could have an
additional direction, "Support your opinion with evidence from the story."
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Question 3: How does the use of different scoring guides affect scores and the information

gathered from constructed-response items?

The findings of Exploration 3 indicate that different scoring guides can emphasize various aspects

of an answer and consequently affect scores. If guides are not constructed carefully, scores might not

reflect a measure of the construct. The early guides often gave students credit for a plausible answer

even if there was no indication that the student actually read the passage. This was, in the case of the

question, "What do you think would be the disadvantages in your country for an adult who could not read

or write?" also a function of the question itself. Questions must demand text based responses if they are

to be scored for evidence of building an understanding of the text itself.

In addition, if guides do not explicitly address important aspects of reading, such as supporting

inferences, there can be no reporting on those aspects in assessment results. For example, if the relation

of text information to background knowledge is an important aspect of reading, it should be explicitly

addressed in scoring responses to reading.

Question 4: To what extent is writing a confounding factor in the scores of constructed-

response items?

The analyses conducted for Exploration 4 indicated that while a strong relationship existed

between the length of responses and scores, that relationship was not always present. As students are

asked more frequently in their classroom work to construct their own written responses to reading

questions, it is likely that they will become more fluent both in their writing and in their ability to

respond to open-ended questions. That fluency can eliminate some of the concern about the writing

contamination of reading scores.

Question 5: What is the relationship between scores on multiple-choice test items and scores

on constructed-response items?

The analyses conducted for Exploration 5 to ascertain the relationship between scores on multiple-

choice test items and scores on constructed-response items showed that while there is a significant

relationship between the two variables, nevertheless, based on coefficient ofdetermination, the variance

in common between the two variables was at best 33 percent. While some of the variation not common

between the two measures (i.e., unique variation) may be due to measurement error (i.e., measurement

error tends to attenuate the true relationship between the two measures), it appears that the two variables

are measuring different aspects of reading proficiency.

Question 6: What can be said about the psychometric qualities (e.g., reliability) of the

constructed-response items?

'The finding of Exploration 6 indicated that the estimated reliability of the constructed-response

items was lower than the corresponding reliabilities for the multiple-choice test items. This is not

surprising given the substantial difference in the number of items between the constructed-response and

multiple-choice items. Because the objective of the use of the constructed-response items for the IEA

Reading Literacy Study was not to use those items as estimates of students' reading proficiency, but to

study how those items worked as compared to the multiple-choice items and whether they contributed

additional information on student reading literacy to the overall study, the relatively low reliabilities for

the constructed-response items do not affect the interpretation of study results.
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It should be pointed out that the potential sources of systematic and random error are muchgreater in administering and scoring constructed-response items than the multiple-choice test items. Onemajor source of error relates to the consistency of scoring the constructed response items. In particular,ambiguities in the scoring guide may add random error to the scores of the constructed-response items.Thus, it is imperative to develop scoring guides that are appropriate for the type of student responseselicited by the item.

The design of the present study did not allow estimation of various components ofthe error modelfor scoring and analyzing constructed-response items. Further investigations are needed (e.g.,generalizability studies) to ascertain the error components of the scores based on constructed-responseitems under various conditions.

Summary

The overall question that all of these explorations address is whether constructed-response itemsoffer sufficient benefits to justify the added expenditure of time and money necessary both to answer themand to score them. The explorations indicate that students use different strategies in responding to theconstructed-response items. Sometimes those strategies involve more direct interaction with the text thanmultiple-choice items that sometimes require only elimination of distracters.

While there remain concerns about reliable scoring and the possible contamination of readingscores by writing proficiency, the explorations indicate that these are not factors that should inhibit theuse of constructed-response items. It is possible that as we become better at framing as w2.11 as scoringconstructed-response items, the reliability will increase. As students become more accustomed toresponding to open-ended items, tleir writing proficiency will likely be less important.

The ultimate concern, especially in the United States, is that reading a:.sessments tap, as closelyas possible, the constructive processes of building understandings of text. Multiple-choice items, nomatter how well crafted. have limited capacity for tapping this generative aspect of reading that is beingincreasingly emphasized in our educational goals, our curriculum, our instruction, and the other testingconducted in this country.
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Appendix 1

Protocol for Exploration One Interview

I am trying to find out more about how students read and answer questions about their reading. The
information that I find will help me make better reading tests and even better reading lessons.

I am going to ask you to read a short passage and to answer one question about the passage.

When you finish, I will ask you some questions about how you read and answered the question.

Here is the passage. It comes from a longer book. I'd like you to read it carefully and answer the
question at the end. Take your time and let me know when you are finished.

Finish

1. Now I'd like you to tell me how you figured out the answer to the question.

Prompt 1:Did you look back at the story?

Prompt 2: What else did you think about when you answered the question?

2. Have you ever read or heard the story of Pippi? Seen the movie? Did you think about
what you read, heard, or saw when you answered the question?

3. Is the question like the questions you usually answer about reading? If not, how is it
different?

Thank you very much for your help. You gave me a lot of good ideas that will be a big help to me.

1. 3"
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Appendix 2

lEA Generic Rubric for Open-Ended Questions

9 No Response

0 Off Task Responses not related to the question.

Unsatisfactory These responses indicate miscomprehension of the question or the passage. They

often contain incomplete, incorrect, or fragmented information.

2 Partial These responses demonstrate only some comprehension. They give information

on only one part or aspect of a question or do not anchor the response in the

text. When elaboration is required, these responses only give text information.

3 Essential These responses demonstrate adequate comprehension. Although they contain

essential information, either there are few specific references to the text or there

is little elaboration.

4 Extensive These responses demonstrate rich comprehension. They contain complete,

relevant information that is internally consistent and related. They also contain

specific references to the text and, where called for, elaboration based on

background knowledge.
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6 Interpreting the !EA Reading Literacy Scales

Irwin S. Kirsch and Peter B. Mosenthal

6.1 Introduction

It is widely recognized that an inevitable degree of uncertainty exists when attempting to

transform research into action plans. This uncertainty creates a necessary gap between policy research

and policy formation. It also raises questions about a suitable role for policy research. In a classic

volume published some 40 years ago, Lerner and Lasswell (1951) argued that the appropriate role for

policy research is not to define policy but rather to establish a body of evidence from which informed

judgments can be made.

Some 35 years later, Messick (1987, 158) refined and extended this thinking to the role of large-

scale assessments as a form of policy research. He noted that if "large-scale assessments are to function

effectively as policy research to provide empirically grounded interpretations to inform policy judgment

a number of key features must be exhibited." Among these are relevance, or the provision for

measuring diverse background and program information to illuminate context effects and treatment or

process differences; comparability, or the capacity to provide data or measures that are commensurable

across time periods and across subpopulations of interest; and interpretability, or the ability to provide

evidence that will enhance the understanding and interpretation of what is being measured.

Through the use of Item Response Theory (IRT), as well as other sampling and design
procedures, significant contributions have been made in the use of large-scale assessments in terms of the

relevance and comparability criteria that Messick identified (Beaton 1987, 1988; Mislevy 1985, 1991).

While efforts have been made to address the interpretability issue in large-scale assessments (Carroll

1993), these attempts have generally lagged behind the more fully developed psychometric and
methodological procedures.

Recently, to inform the discussions on internationalcompetitiveness and educational achievement,

the IBA conducted an international assessment of reading literacy. The purpose of this assessment was

to profile the literacy abilities of representative samples of 9-year-old and 14-year-old students. To

address the issue of relevance, extensive student and teacher background questionnaires were developed

and administered in each participating country and in each classroom. To address the issue of
comparability, complex sampling and scaling procedures were implemented to ensure that appropriate

comparisons could be made between countries and among major subpopulations of interest within a

country.
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While the criteria of relevance and comparability have been addressed in the design and
implementation of the IEA Reading Literacy Study, less attention has been focused on the criteria of
interpretability (i.e., what the scores of this assessment mean). Meaning is usually made by comparing
mean scores across subpopulations of interest, by examining performance on individual tasks, or by
assuming it is inherent in the label that is used to organize a set of tasks such as reading
comprehension, critical thinking, or problem solving. To address the issue of interpretability in large-
scale assessments, the authors have developed a paradigm for anchoring and interpreting tasks along a
scale that was initially employed in the design and interpretation of the National Assessment of
Educational Progress (NAEP) Young Adult Literacy Assessment (Kirsch and Jungeblut 1986) and
subsequently refined (Kirsch and Mosenthal 1990; Kirsch, Jungeblut, and Campbell 1992).

The resulting information attempts to guide a reader's interpretation of performance both within
and across domains of tasks by identifying and evaluating a set of variables that underlie performance on
those domains. Typically, a domain of tasks over which performance is modeled is referred to as a scale.
Depending on the type of psychometric model used, tasks are displayed along a scale based on one or
more characteristics such as difficulty, guessing, or discriminating power. In addition to estimating item
characteristics, individual or group proficiency is also estimated across a particular set of tasks. Through
these analyses, it becomes possible to estimate the percentages of various groups or individuals who
perform at selected levels on a scale, as well as to construct a task map displaying where items are
located along a particular scale.

Once tasks are displayed along a particular scale, one is compelled to ask why particular tasks
cluster together at various points and what characteristics seem to distinguish easy from moderate tasks
and moderate from difficult tasks. In general, the work conducted to date with the adult assessments
reveals that while literacy is not a single skill suited to all types of tasks and materials, neither is it an
infinite number of skills each associated with a different type of material and purpose for reading.
Rather, there appears to be an ordered set of information-processing skills and strategies that get called
into play to successfully perform the range of tasks falling along a particular scale. Through a deeper
understanding of the variables that contribute to this ordering, we understand better what a scale measures
and what a demonstrated level of proficiency may mean. Moreover, this type of information provides
a framework for refining and extending a scale. With this information, one can begin to ask questions
about what characteristics should be included in a test, how these characteristics should be manipulated
across a scale, and whether these characteristics have differential impact on performance across subgroups
of interest.

To date, our work has focused on domains of open-ended simulation tasks that have been
administered to nationally representative samples of adults across the United States. The question remains
as to whether the framework used in that research applies to school-based, multiple-choice items. The
conduct of the IEA Reading Literacy assessment provides an opportunity to address this question.

The IEA Reading Literacy Study was conducted during the 1990-91 school year in some 32
countries around the world (El ley 1992). Nationally representative samples of 9-year-old and 14-year-old
students were directed to read and respond to a broad range of materials over two testing periods. This
chapter defines and evaluates a set of variables that could be used to understand the constructs being
measured in the LEA survey and to compare and contrast these characteristics across grades and
subpopulations of interest.

To illuminate the characteristics that underlie performance on the lEA scales, this chapter is
organized as follows. Section 6.2 describes the procedures that were used to characterize the lEA
materials and tasks. Included here are brief descriptions of narrative, expository, and document materials
that were included in this survey. Next, the procedures used to analyze task complexity that is, the
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set of material and process variables are described as they apply generally across the three scales.

Section 6.3 characterizes and evaluates the fourth and ninth grade narrative scales. The variables

affecting difficulty for each narrative scale are identified and exemplary tasks are used to illustrate how

these variables act, either alone or in combination with each other, to influence difficulty. These

variables are then evaluated using both zero-order correlation and regression analyses. The various

dimensions of these variables are then compared and contrasted across the fourth and ninth grade scales

for the total, white, and minority populations. Section 6.4 focuses on the expository scales, and Section

6.5 focuses on the document scales. Finally, the concluding section of the paper summarizes the results

and reconsiders the importance of interpretability, particularly as it relates to improving test design and

use.

It is important to note that the analyses reported in this chapter have been restricted to students

in the United States because we have no experience with, or knowledge of, the generalizability of our

models to other languages or cultures. Moreover, because Item Response Theory assumes that item

parameters are invariant among subpopulations of interest, we have chosen to use nationally weighted p-

values (or percent correct) as our dependent measure so that we may evaluate performance among

subpopulations of interest.

6.2 Procedures

The conceptual framework used in the IEA Reading Literacy Study included narrative, expository,

and document materials in an attempt to reflect the diverse range of printed and written information that

students around the world are expected to learn to read and use. Before characterizing the tasks and

describing the analyses that were conducted, a brief description of the three types of stimulus materials

is provided.

Nature of the Stimulus Materials

In the elementary grades, one of the principle vehicles for teaching reading is narratives, or

stories. For the most part, the purpose of narratives is to entertain rather than to provide descriptions

of events that actually transpired. As such, narratives tend to portray imaL tary or possible worlds and

events that may include fictitious characters with human-like characteristics. In most cases, narratives

tend to be organized into a series of episodes including setting, initiating event, goal definition, attempt,

block, outcome, and resolution.

The setting describes a particular time and place and introduces the reader to the story's major

characters. The initiating event is something that prompts a change in state in a character's thinking or

actions. Often this initiating event causes the character to define or redefine its goal or purpose for

behaving. This then leads to a series of attempts that may or may not be blocked by a variety of forces

internal or external to the story's central character. At the completion of the attempts, there is some sort

of outcome and often resolution wherein the character reflects upon his or her attempt to achieve a

particular goal.

As students move from the elementary grades into middle grades and high school, there is an

increased emphasis on having them learn to read expository prose. Exposition, for the most part, tends

to be organized topically rather than episodically. Topics tend to include definitions and/or descriptions

of phenomena. In some instances, such descriptions may include comparison and contrast of a

phenomenon's state. In others, such descriptions may include characterization of steps that make up some

process or procedure. In the IEA study, exposition focused on such topics as the walrus, what is
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quicksand?, marmots, how to read the age of a tree, the promise of laser, a woman learns to read,
paracutin (or the unusual formation of a volcano), and smoke.

In addition to learning to read narratives and exposition, students and adults are expected also to
be able to read and process information found in documents. This aspect of reading literacy has been
receiving increasing attention in large-scale assessments in recent years. Included among the array of
printed materials that are called documents are forms, tables, charts, graphs, advertisements, indexes,
tables of contents, and maps.

The most basic form of documents is a simple list, composed of a label and a set of items that
all share one or more characteristics identified by the label (e.g., "Food to Buy" followed by a list of
items that are foods and all which are to be purchased). A slightly more complicated type of document
is combined lists, which consist of two or more simple lists. These simple lists are typically concatenated
such that one list represents a list of persons, places, or things, and one or more of the other lists provide
modifying information (such as amounts or attributes). A typical example of such a document is a flight
schedule that identifies the flight number of the plane, gate, city, and times of arrival and departure.

An even more complicated type of document includes intersected lists. This type of document
is made up of three simple lists. One of these lists, (i.e., the intersected list) shares information with
each of the two intersecting lists, one arrayed as a column along the left side of the intersected list and
one arrayed as a row along the top of the intersected list. The classic example of such a list is the TV
schedule in which the list of shows constitutes the intersected list, the list of channels constitutes the
column intersecting list, and the list of times constitutes the row intersecting list.

Finally, the document reflecting the most complex structure is called a nested list. Nested lists
consist of four or more simple lists whereby the labels of two of the simple lists are the same for each
pair of lists. An example of such a document might include the amount of oil exports from the United
States and Canada in the years 1990 and 1991. In this case, the labels related to countries would be
repeated by year for the two years. Certain bus schedules, including arrival and departure times, also
represent this type of document structure.

Just as tables can be classified in terms of the preceding categories, so can graphs and maps.
Sometimes the information contained in a pie, bar, or line graph can be represented as a combined list,
with one list representing persons or things and the other list representing amounts. In some cases,
however, bar and line graphs may also represent intersected or nested lists. Maps typically represent a
form of intersected list where locative information (for example, rivers, roads, towns, and parks) is
arrayed in degrees latitude and longitude along a given axis.

Defining the Readability and Process Variables

In an attempt to characterize task complexity, we chose to examine two types of variables:
readability and process variables. This perspective takes into account the fact that performance on any
given literacy task depends to a large degree on what is read (i.e., material) and what the reader is asked
to do with that material (i.e., question/directive) (Kirsch, Jungeblut, and Campbell 1992). In the
following sections, we first identify the procedures for operationalizing material complexity. We then
identify and define the process variables as they apply generally across the two grades and the three
scales.
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Readability Variabizs

Although a variety of procedures have been developed to characterize the structural complexity

of prose materials, many if not most of these procedures are specific to a particular rhetorical type

(e.g., narrative versus exposition) or genre type (e.g., mystery versus suspense versus fable). The

limitation with such specific procedural analyses, of course, is that they do not allow for the comparison

of structural complexity across different types of rhetorical structures and genres.

To permit such comparisons, psychologists have traditionally used a variety of readability

formulas that focus on common lexical and sentential characteristics (Klare 1984). The advantage of

these formulas is that they can be applied to prose materials of varying length such that they enable

comparisons to be made on a variety of linguistic dimensions, including number of words in a passage,

average number of words per sentence, average number of syllables per word, average number of

sentences per 100 words, and overall readability (which typically combines two or more of the preceding

variables). In research, instruction, testing, and assessment, the use of such readability indexes have

consistently provided the baseline measures that permit comparison of structural complexity across all

types of prose (Fry 1981). In many of these instances, readability is the variable that is manipulated such

that it is one of the principal determinants of task difficulty (College Entrance Examination Board 1982).

In other instances, it is reported primarily as a baseline measure against which the structural complexity

of materials in other situations can be measured (Carver 1983).

To compare the structural complexity among the fourth and ninth grade narrative and expository

scales, all passages were analyzed using the Fry (1977) readability formula. In addition to estimating

overall readability, each passage was analyzed in terms of its number of words, number of syllables per

sentence, and number of sentences per 100 words, since as Klare (1984) has noted, materials may

represent complexity in one but not all of these dimensions. While this may not necessarily result in a

substantially increased readability score (based on the aggregate interaction of two or more linguistic

variables), this may, on the other hand, still influence overall task difficulty. This typically appears to

be the case where an increase in syllables per word may significantly increase difficulty but not be

reflected given the way readability tables are specified.

Unfortunately, readability formulas are not appropriate for analyzing the structural complexity

of documents. This is because readability formulas require strings of serially connected words and

seotences, whereas documents tend to represent information in either matrix, graphic, or pictorial

formats. To estimate structural complexity among the document stimuli, two measures were used: (1)

number of items and (2) type of document structure. To determine the number of specifics (or basic units

of a document), documents were first divided into simple lists (Mosenthal and Kirsch 1989). These lists

consist of a series of exemplars, or items that belong to a common class of elements (e.g., locations on

a map, a list of resources, a list of job vacancies, a list of times when a bus leaves a specific location for

downtown). Each class is said to consist of items that can be described by a common label (e.g., cities,

low temperatures, and weather). Once a document had been divided into its simple lists, the number of

items in the list were totaled as a measure of the length and density of a given document (Kirsch and

Mosenthal 1990).

A second measure of document complexity used in this study was based on the structural

complexity of the document (Mosenthal and Kirsch 1991). Documents organized as simple lists,

comprising only a single label and a related list of items, were scored a "1" for structural simplicity.

Examples of documents that received this score were the grade 9 documents job vacancies and directions.

Surprisingly, no simple lists were used in the grade 4 document scale.
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Documents organized as combined lists consisted of two or more simple lists in which one list
tended to act as a list of subjects and the remaining list(s) served to modify this list. An example of such
a document was the fourth grade table of contents, in which the list of titles served as a list of subjects
and the lists of authors and pages served as lists of modifying information. Combined list documents
were scored "2" for complexity. Note that basic graphs, such as the fourth grade empty bottles, were
scored "2," as their underlying structure is similar to that of combined lists.

Documents organized as intersected lists consisted of three simple lists. One of these three lists
(i.e., the intersected list) contained information that related to one of the intersecting lists as a row and
a second intersecting list as a column. An example of this type of document was the fourth grade
document temperature. Intersected list documents were scored "3" for complexity. Because of the way
latitude and longitude are often specified, maps were included as representing an intersected list structure.

Documents organized as nested lists consisted of four or more simple lists in which identical
labels were repeated under differing labels. An example of a document with such a structure was the
ninth grade bus schedule in which the labels "Leaves Weston," "Leaves Trump," "Leaves Monument,"
and "Leaves Hilltop," were repeated both under the label "Inward To City" and "Outward-From City."
Nested-list documents were scored "4" for complexity. Graphs in which identical labels were nested
under differing labels were also classified as representing nested documents.

Process Variables

In analyzing the IEA tasks, the authors hypothesized that the variables found to underlie difficulty
on the adult literacy scales would similarly influence task difficulty on the narrative, expository, and
document scales of the IEA Reading Literacy Tests. These three variables included type of information,
type of match, and plausibility of distracting information.

The variable type of information represents how concrete or abstract the information in a question
is relative to a passage or document. The more concrete the requested information is, the easier the task
is judged to be; conversely, the more abstract the requested information is, the harder the task is thought
to be. In our analysis cf the IEA tasks, this variable was scored on a five-point scale, with "1"
representing the easiest dimension of this variable and "5" representing to the most difficult. (See
Appendix 1 to this chapter for the specific scoring rules for this variable.) For instance, questions asking
respondents to identify a person, animal, or thing (i.e., imaginable nouns) were said to request highly
concrete information and received a score of "1." Questions asking respondents to identify goals,
conditions, or purposes were said to request more abstract information. These tasks were thought to be
more difficult to complete and were given a score of "3." Questions that tended to require respondents
to identify an "equivalent" were judged to be the most abstract and were assigned a score of "5."
Equivalence, in this case, tended to be an unfamiliar term or phrase for which respondents had to provide
a definition or interpretation, or a predicating condition that had to be inferred from text.

A second process variable examined in this study was type of match. This variable dealt with the
degree of difficulty associated with matching information in a question to information in a passage or
document to information provided by multiple-choice alternatives. (It should be noted that many of the
document tasks did not use a multiple-choice format.) This variable also was defined as ranging in
difficulty from 1 to 5, with "1" again said to represent the easiest condition. (See Appendix 1 for the
rules characterizing this variable.) Overall, four types of matching strategies were identified: locate,
cycle, integrate, and generate. Type of match was judged to be easiest when there was a literal or
synonymous relation between the information contained in the question, the text, and the correct response
listed among the choices. As one or more of these relations required greater matching, inferencing, or
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integration of information, tasks were estimated to increase in difficulty. The most difficult type of match

was said to be one in which the reader had to generate the appropriate interpretive framework to relate

the information provided in the question, stimulus material, and alternative choices.

A third process variable examined was plausibility of distracting information. This variable dealt

with the degree of difficulty associated with selecting the correct answer from among a list of multiple-

choice answers. This variable, too, ranged in difficulty as defined by a five-point scale. (See Appendix

1 for the scoring rules characterizing this variable.) Tasks were said to be the easiest when no distracters

were present in the list of alternative choices. That is, none of the distracters in the list were stated either

literally or synonymously in the text. Tasks were judged to become more difficult as the number of

distracters increased, as the distracter shared more features with the correct choice, and as the distracters

were placed in closer proximity in the text where the correct response appeared. For instance, tasks

tended to be moderately difficult when one or more of the distracters appeared as invited inferences that

met some but not all of the conditions established in the question and that appeared in a paragraph other

than the one containing the correct response. Tasks were judged as being the most difficult in terms of

this variable when two or more distracters partially satisfied the conditions specified in the question and

appeared in the same paragraph as the correct answer.

In the sections that follow, the material and process variables defined here are summarized and

evaluated for each of the lEA scales. Similarities and differences among the scales are highlighted for

the fourth and ninth graders as well as between the total, white, and minority populations.

6.3 The IEA Narrative Scales

Table 6-1 compares the grade 4 and grade 9 narrative scales with respect to summary statistics

on a selected set of material and process variables. The four stories used to construct the grade 4 scale

had an average readability level of 2.5 and ranged from grade 1 to grade 4. Thus, no passage contained

within this scale required students to read beyond their current grade in school. These four passages had

an average of 444 words and 47 sentences. The shortest story contained 292 words, and the longest had

703. The full set of information for these variables is provided for each grade in Appendix 2 to this

chapter.

Table 6-1. Selected summary statistics comparing the grade 4 and grade 9 narrative scales

Variable
Grade 4 Grade 9

Mean Range Mean Range

Readability 2.5 (1-4) 4.2 (1-6)

# of words 443.5 (292-703) 669.8 (422-1143)

# of sentences 47.3 (25-88) 54.8 (28-95)

// of words/sentence . . . 10.0 (8-12) 15.5 (10-15)

Percent correct 74.8 (52-94) 75.0 (44-96)

TO1 3.2 (1-5) 3.6 (2-5)

TOM 2.5 (1-4) 3.1 (1-5)

POD 2.3 u=a 2.8 (1 :1)_____

TOI = type of information; TOM = type of match; POD = plausibility of distracting information.

SOURCE: 1EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Unlike the grade 4 scale, none of the five stories used on the grade 9 narrative scale were judged

to be at grade level. In fact, the five stories had an average readability of only 4.2, and none of the five
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stories exceeded a sixth grade level. While the stories were several years below grade level, on average,
they were somewhat longer and more complex than those used in the grade 4 scale. The grade 9
passages had an average of 670 words and 55 sentences. The shortest passage had 422 words while the
longest had 1,143.

The 22 tasks making up the grade 4 narrative scale ranged from 94 to 52 percent correct with
an average difficulty level of about 75. This range and average level of difficulty were very comparable
to that shown for the grade 9 scale where the 29 tasks ranged from 44 to 96 percent correct with an
average p-value of 75 percent. In comparison to the three process variables, the tasks on the grade 9
scale had a tendency to be more difficult and to have a broader range of scores with respect to the three
process variables, but the mean values were not statistically different from those shown among the grade
4 tasks (Table 6-1).

Characterizing Narrative Tasks

Grade 4 Scale. Readability variables used in this study did not appear to influence task difficulty
on the grade 4 narrative scale. For example, among the four hardest tasks or those having the lowest
p-values, three had first and second grade readability levels. Conversely, among the five easiest tasks,
four had third and fourth grade readability levels (see Appendix 2).

In contrast to the readability variables, tasks did tend to distribute themselves from easy to
difficult in terms of their type of information, type of match, and plausibility of distracting information.
To illustrate this, consider the grade 4 narrative the bird and the elephant shown in Exhibit 6-1.

This passage contained the fewest words (i.e., 292) and sentences (i.e., 25) of the set used in this
fourth grade assessment. It had the second largest number of syllables per 100 words (i.e., 122) and
sentences per 100 words (i.e., 9.6). It was rated as having a third grade readability level. Interestingly,
the five survey items involving this passage covered the full range of difficulty on this scale, i.e., from
94 to 52 percent correct.

The easiest question and related set of choices are as follows:

The story ends happily because

A. The elephant died.

B. The elephant did not come back.

C. The tree was strong enough.

D. The birds learned to fly.

To complete the task, respondents had to recognize that the type of information requested was
a "happy" event (with "happy" being an attribute). Moreover, respondents were directed to look at the
end of the passage where they had to make a synonymous match between the text statement "The elephant
never again returned to scratch his back," and the correct choice "the elephant did not come back."
Finally, there was no distracting information, since none of the distracters were explicitly mentioned in
the text; i.e., nowhere in the text did it say that the elephant died or the birds learned to fly.
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Exhibit 6-1. The bird and the elephant

THE BIRD AND THE ELEPHANT

A large tree grew in the middle of the jungle. At the top, a small bird

had made a nest for her family of three baby birds. One day, an elephant

came by. He leaned against the trunk, and scratched his back. The tree

started to crack and sway. The baby birds, full of fear, huddled against their

mother. She stuck the tip of her beak out of the nest, and said, "Hey, big

animal, there are many trees around here! Why shake this one? My children

are afraid, and could fall out of their nest."
ThQ.elephant said nothing, but he looked at the bird with his small

eye, flapped his large ears in the wind, and left.
The_next day. the elephant returned and scratched against the trunk

once more. The tree began to sway. The frightened baby birds once again

huddled against their mother's wings. Now Mother Bird was angry. "I order

you to stop shaking our tree," she cried, "or I will teach you a lesson!"

"Wliat could yeti do to a giant like me?" laughed the elephant. "If I

wanted to, I could give this tree such a push that your nest and your children

would be flung far and wide."
The mother bird said nothing.
The next day, the elephant returned and scratched again. Quick as a

flash, the mother bird flew into one of the elephant's enormous ears, and

there, tickled the elephant by scratching him with her feet. The elephant

shook his head ... nothing happened. So he begged the bird to leave and

promised to stop scratching against the trunk.
The bird then left the elephant's ear and returned to her nest, beside

her children.
The elephant never again returned to scratch his back.

A slightly more difficult question related to the bird and the elephant was:

What did the mother bird do to stop the elephant from returning to that tree?

A. She ordered him to stop.

B. She scratched his back.

C. She tickled his ear.

D. She stuck her beak into him.
147
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The task based on this question and set of choices had a p-value of 81. To complete the survey
item, respondents had to identify a specific action. For type of match, respondents were judged to infer
that the elephant stopped scratching since the elephant could not stop the bird from tickling its ear.
Finally, distracter A represented a low-level of distracting information and was scored a 2, since the
mother bird actually did order the elephant to stop shaking her tree in the first paragraph.

An even more difficult task included the following item and choices:

What does the passage tell us?

A. When you're strong, you can bother others.

B. Elephants shouldn't shake trees.

C. The weak can sometimes overcome the strong.

D. Always face danger head-on.

The task associated with this item and choices had a p-value of 69. To complete this task,
respondents had to identify a theme (this type of information was rated difficult). For type of match,
respondents were given no clues a s to what constituted the correct answer, as none of the information in
the item matched the information stated in the text. Rather, respondents had to integrate the information
to identify the correct answer, i.e., "The weak can sometimes overcome the strong." As a result, this
task received a high score for type of match.

In addition to this rather difficult level of match, this task was judged to have a moderate level
of distracting information. This is because distracters A, B, and D above represent plausible invited
inferences (but not plausible moral themes) based on the narrative.

The most difficult task related to the passage above included the following item and choices:

Which sentence in the story tells us that the elephant thinks he is the strongest? It starts with
these underlined words:

A. Hey, big animal,.. .

B. The elephant said nothing,.. .

C. The next day, the elephant returned.. .

D. What could you do.. .

This task had a p-value of 53. To complete this task, respondents had to identify a statement that
meant the equivalent of the elephant thinking that he was the strongest. (As noted above, equivalents
were scored as representing the most difficult type-of-information level.) For type of match, respondents
had to infer that the elephant thinks he is the strongest. This is suggested by the elephant stating, "What
could you do to a giant like me?" Also note that, in terms of plausibility of distracting information,
choice A represents distracting information in the sense that, by acknowledging the elephant as "hey, big
animal," the bird is suggesting that the elephant is indeed the strongest This choice, however, is based
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on the bird's thinking and not the elephant's. Another plausible distracter was C. One might infer that

by returning the next day, the elephant considered himself stronger than the bird because he was able to

torment the bird without the bird being able to respond.

Grade 9 Scale. Unlike the grade 4 students' narrative tasks where none of the readability

variables seemed to discriminate among task difficulty, here two variables seemed to be strongly

associated with performance: number of syllables per 100 words and readability level itself. Number of

syllables per 100 words appeared to progress linearly from 115 for the easiest tasks to 127 for the most

difficult. Similarly, readability level ranged from first grade level for the easiest three tasks to fourth,

fifth, and sixth grade levels for the most difficult tasks.

In addition, the tasks used to assess grade 9 students tended to distribute themselves primarily in

terms of two of the three process variables: type of match and plausibility of distracting information.

Among the grade 9 tasks, type of requested information tended to include many why questions addressing

goal, purpose, and cause. As such, this variable did not appear to discriminate mach among the 29

tasks. To illustrate the manner in which these variables interacted, consider the passage killing the fox

(Exhibit 6-2) and its related tasks. This passage contains the fewest words (i.e., 422) and sentences (i.e.,

28) of the set used in the grade 9 assessment. It had 15 words per sentence and 118 syllables per 100

words. This passage had a fifth grade readability level (only one passage had a higher readability level

for this scale). Despite the relatively high readability level, the survey items relating to this passage

ranged from 93 to 73 percent correct (see Appendix 2.)

One of the easiest items on the grade 9 narrative scale applied to this passage. This item and its

accompanying choices were as follows:

Why did the author shoot the fox?

A. He wanted to punish the fox.

B. He was an experienced and skillful hunter.

C. He did it without thinking.

D. He was frightened by the fox.

The task associated with this survey item and choices had a p-value of 93. To complete this task,

respondents had to identify why the author shot the fox. Respondents were able to locate the appropriate

part of the text by making a literal match between the word "shot" in the question and the phrase "I

aimed and shot" in the third paragraph of the passage. At this point, respondents had to make the
synonymous match between the text statement "Why? I don't really know, I suppose this is what one does

with a gun" and the correct choice "He did it without thinking." Also, this item was judged to have no
plausible distracters, since none of the distracters were explicitly mentioned in the text.
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Exhibit 6-2. Killing the fox

KILLING THE FOX

I killed the fox, because I had a gun in my hand when I met it. It seemed to me a
matter of course that I should kill a fox if I met it in the woods and caned a gun in my
hand.

It was during the winter time. Snow was falling every day, and every day I walked
around in the wood with a funny old gun and a black dog named Gustay. I did not
hunt. Sometimes I aimed and shot at spruce cones to entertain myself and to amuse
Gustav, who at every shot, jumped and barked loudly out of delight at the bang. It did
not frighten him, for he had not yet learned that a gun is a deadly weapon.

One day, when it was already getting dark, i met a little fox. He had been down
to the village on _businoss, and was on his way home with a hen in his mouth. ! was
hidden behind a juniper bush, and he ran close by me without seeing me. I aimed
and shot. Why? I don't really know. I suppose this is what one does with a gun.

The fox ran another few steps forward, as if nothing had happened. Then he
suddenly stopped as if surprised and dropped the hen. And with a weak anxious
sound he stretched out on the snow and died. Gustav, the black dog, rushed forward
in wild delight with his most cheerful bark and playfully snapped at his ear. But the
next moment he realized that the unknown animal was dead. There was an
indescribably shy and perplexed look in his black, shining eyes. After a while he
crept up to me with a whimper, his tail dragging.

I left the fox there and went home, for j was suddenly cold.
Next day I returned along the same path, as it was my favorite route. Whistling

softly, I followed the path without thinking about what had happened the day before.
Suddenly, I winced and stopped dead. On the ground before my feet lay that dead
fox. The crows had picked the bloodshot, upturned eye.

I stood for a while, looking at the corpse, listening to the sound of two tree
branches rubbing against one another by the wind.

A live fox is more beautiful than a dead one, I said to myself. And then I looked
for other roads.

A more difficult item and set of choices were as follows:

What did Gustav do when he understood that the fox was dead?

A. He ran and hid himself.

B. He crawled up to his master.

C. He took another road.

D. He snapped at the ear of the fox.
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The task associated with this question had a p-value of 70. To complete this task, respondents
had to identify the result associated with a specific condition. To match information between the
question, the text, and the document, respondents first had to match "when he (Gustav) understood that
the fox was dead," stated in the question, to the statement in the text, "he (Gustav) realized that the

unknown animal was dead." To make this match, an anaphoric inference had to be made between
"unknown animal" and "fox." To complete the match, respowlents had to make a synonymous match
between "he (Gustav) crept up to me with a whimper" in the text to "He crawled up to his master" from

among the alternatives.

What made this task more difficult was the fact that, unlike the earlier example, this task involved
distracting information that was judged to be difficult. One of the choices was "He (Gustav) snapped at

the ear of the fox." In the passage above, the text states just before Gustav discovers that the fox was

dead, the dog ". . . rushed forward in wild delight . . . and playfully snapped at his (the fox's) ear."
This makes an excellent distracter because this information occurs in the same sequence of events just
prior to the dog crawling up to his master. As such, it appears that plausibility of distracting information

or type of information is driving the difficulty of this item more than type of match.

A passage generally associated with more difficult tasks on the grade 9 narrative scale was mute.
This passage of moderate length consisted of 605 words and 53 sentences. It had, on average, 11 words
per sentence, 127 syllables per 100 words, 7.5 sentences per 100 words and, like the fox, represented
a fifth grade readability level. The survey items associated with mute ranged in difficulty from 44 to 71
percent correct.

At one point in the passage, we encounter the lines:

"Come on chaps! Let's get to work! If we finish just one day late we'll get a penalty
that will hurt!"

A moderately difficult question applied to this part of this passage included the following
statement and choices:

The workers who came to build the school were in a hurry because

A. They wanted to return home quickly.

B. They would have to pay a fine if they didn't finish on time.

C. They would be rewarded if they finished before the expected date.

D. They didn't like working in front of the gaping villagers.

The task associated with this question and choices had a p-value of 71. To complete this task,
respondents had to identify a cause underlying the workers' hurry to build the school quickly. To match
information between the question, the text, and the document, respondents first had to match "workers
who came to build the school were in a hurry" with the statement "Come on chaps! Let's get to work!"
using a low-level inference. Respondents had to then make a second low-level inference to relate the
requested intior ition in the choice (i.e., "they would have to pay a fine if they didn't finish on time")
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to the corresponding information in the text (i.e., "If we finish just one day late we'll get a penalty that
will hurt!").

In terms of plausibility of distracting information, wefind that the distracters A, C, and D all
represent plausible invited inferences relative to the text. In other words, there is nothing in the text that
suggests such statements are not true and, moreover, parts of the choices (e.g., the villagers did, in fact,
gape at the workers) actually reflect states or actions that occur in the text. As such, this distracting
information was scored as moderately difficult.

At another point in the passage, we encounter the lines:

One day, good old Cosme, who was the mute of the village, came running uphill through
the path that led to South Nutsville. He panted, his big body staggering with the effort, his round
face reddened, his shining bald head dripping with sweat, and screaming.

Screaming? But he was mute. Yes, he was the mute man of the village. Nevertheless,
he was a chatter-box. He was an engaging and communicative fellow, with a chattering and cheerful
nature, who was always starting conversations with whomever was about. But he had the bad fortune
to be mute.

It had to be him! With so many people in the world who hardly talk and for whom hardly
anything would change if they were to be mute... But no, it had to happen to him. Confusions of our
chromosomes decide, before we are born, how we will be, from tip to toe. Two chromosomes that
didn't get along well must have fallen to his lot. Indeed, one of them probably said, "He will be a
great babbler." And the adjacent one said, "He will be mute."

A more difficult question and related set of choices applied to this section of the narrative
included the following:

What did the writer mean by the statement that old Cosme's chromosomes didn't get along well
(line 14)?

A. Fate had made a communicative man mute.

B. Old Cosme's chromosomes were mute.

C. Old Cosme's parents didn't get along well when discussing their son's fate.

D. The lonely life in the village made old Cosme mute.

The task associated with this question and choices had a p-value of 60. To complete this task,
respondents had to identify an equivalent that required them to provide an interpretation (or definition)
of a statement made by the author. To match information between the question, the text, and the
document, respondents had only to make a literal match to relate first the information in the question to
information in line 14 in the text. As such, locating the information in the text was not the difficult part.
What was difficult, however, was that, once line 14 had been identified, respondents had to then make
a high-level inference to construct an interpretation of the author's statement (i.e., that "two chromosomes
that didn't get along well" really meant the same as "Fate had made a communicative man mute.")
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In terms of plausibility of distracting information, we find that choice B (i.e., "Old Cosme's
chromosomes were mute") was a good distracter in that it represented an invited inference based on
information contained in the same paragraph in which line 14 occurred. As noted in Appendix 1 to this
chapter, when such invited inferences tended to occur in the same paragraph as the answer, this made
for a rather difficult distracter (scored "4" out of 5 for difficulty).

Finally, toward the end of the passage, we encounter the lines:

From that moment, the peaceful village was shaken by the quivers and vibrations of the
earth works, in particular, during the first days, when the monstrous machines snapped at the ground.
Right beside the old school the ground was leveled. They dug out the rocks in order to place a
circular platform and then left. In time, many trucks loaded ..vith huge concrete beams and queer
pieces arrived, while the whole village watched, unable to believe their eyes. The teacher, most
surprised of all, exclaimed, "But it isn't a repair job. It's a completely different building !"

And they all commented, very intrigued:
"But it's round! Will it be a baseball stadium?"
"It will be huge! And we are so few!"
"Have you seen it? It has no stairs! Just curving slopes!"
"It doesn't have a single window!"
And finally the teacher dared to show his surprise to the foreman. The foreman

simply answered with a shrug, "Designs are designs."
In the village, everybody was continually astonished. They spoke of nothing else,

especially the mute.

The most difficult item on the grade 9 narrative scale related to this section of mute that came
toward the end of the passage. This question and its accompanying choices were as follows:

The people of South Nutsville were surprised because

A. They thought giants were coming to attack them.

B. They had never seen machines before.

C. They didn't know anything about a building job on the school.

D. The work on the school was different from what they expected.

The task associated with this question and choices had a p-value of 44. To complete this task,
respondents again had to identify a cause (in this case the cause underlying the surprise of the people of
South Nutsville). This reflected a rather difficult level of type of information, receiving a score of "4."
To match information between the question, the text, and the document, respondents had to integrate
across several lines of text to identify the section of the passage specifically related to the item. Having
done this, respondents then had to create a high-level inference to determine that the cause of the people's
surprise stemmed from the fact that "the work on the school was different from what they expected" (i.e.,
choice D).

In terms of plausibility of distracting information, we again find a distracter located in the same
paragraph as the answer. Note, in the above section of the passage, it states "But it isn't a repair job.
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It's a completely different building!" Distracter C reflects an invited based on this statement that "they
(i.e., the people of South Nutsville) didn't know anything about a building job on the school." Given
this type of distracter, plausibility of distracting information was scored quite high for this question (i.e.,
a "4" out of 5).

Evaluating the Contribution of Variables to Task Difficulty

Grade 4 Analyses. To examine the extent to which the readability and process variables
contributed to task difficulty on the narrative scale for the grade 4 total population, and for the white and
minority subpopulations, zero-order correlations between the six readability variables and the three
process variables were computed. The results of this correlation matrix are shown in Table 6-2.

As can be seen from this table, the three variables that correlated the highest with total, white,
and minority p-values were the three process variables: type of match (i.e., -.75, -.73, and -.75,
respectively), plausibility of distracting information (i.e., -.68, -.69, and-.66), and type of information
(i.e., -.58, -.57, and -.58). Two of the six readability variables correlated with total, white, and minority
p-values _these included number of words (i.e., .31, .34, and .27), and number of sentences (i.e., .29,
.32, and .25).

As to be expected, the intercorrelations among readability variables were extremely high. For
example, number of words correlated .99 with number of sentences and -.88 with words per sentence.
The correlation between number of words per sentence and the number of sentences was also high (i.e., -
.90), as was the correlation between syllables per 100 words and overall readability level (i.e., .87).
Syllables per 100 words also correlated rather highly with the number of words (i.e., .75) and with the
number of sentences (i.e., .77).

Table 6-2. Intercorrelations for grade 4 students between process and readability variables, and
narrative task difficulty (represented by p-values) for total, white, and minority
populations

p-value 1 2 3 4 5 6 7 8 9 10 11

1 Total

2 White .99

3 Minority .98 .96

Readability variables

4 No. of words .31 .34 .27

5 No. of sentences .29 .32 .25 .99

6 Words per sentence -.18 -.23 -.10 -.88 -.90

7 Syllables per 100 words .28 .27 .29 .75 .77 -.44

8 Sentences per 100 words .16 .14 .20 -.07 -.18 .29 -.24

9 Readability level .12 .12 .11 .52 .52 -.37 .87 -.67

Process variables

10 Type of information -.58 -.57 -.58 -.25 -.29 .20 -.42 .40 -.52

11 Type of match -.75 -.73 -.75 -.05 .00 -.04 .09 -.47 .31 .46

12
Plausibility of distracting
information -.68 -.69 -.66 -.20 -.14 .02 -.08 -.56 .23 .13 .69

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Some of the intercorrelations between readability and process variables were also significant. For
example, type of information correlated -.42 with syllables per 100 words, .40 with sentences per 100
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words, and -.52 with overall readability level. Sentences per 100 words correlated -.47 with type of

match and -.56 with plausibility of distracting information.

Finally, the correlations were relatively high between type of match and plausibility of distracting

information (i.e., .69) and between type of match and type of information (i.e., .46).

Regressions were next run to determine the relative strength among the readability and process

variables in predicting task difficulty for total, white, and minority populations along the narrative scale.

Because of the high ratio of variables to number of tasks, several rules were applied to help minimize

overinterpretation of the data:

Only those variables that were significantly correlated with p-values were included in the

regression;

Only variables that added significantly to the model were left in the regression; and

Only those variables whose simple correlation with the dependent variable had the same sign

as their beta weight were included in the regression.

While the first two rules seem rather apparent, some explanation is needed for the third.
Typically, a partial regression weight whose sign is inconsistent with its zero-order correlation is a

suppressor variable. Suppressor variables tend to be difficult to interpret and, more importantly, tend

not to be replicable across samples. Applying these rules, three regressions were run. The results shown

in Table 6-3 indicate that two process variables remained in the regression equation: type of information

and plausibility of distracting information.

Table 6-3. Raw betas and t-ratios representing the regression of select process variables against
total, white, and minority p-values for grade 4 narrative tasks

Total (df=19) White (df=19) Minority (df=19)
Process variable

Beta I t-ratio Beta I t-ratio Beta T t-ratio

Type of information -5.00 -4.04** -4.55 -3.89** -5.89 3.84**

Plausibility of distracting information . . -6.86 -4.98** -5.52 -5.01** -7.81 -4.58**

fe = 71% 71% 65%

**p< .01.; df = degrees of freedom.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

These two process variables accounte for 71 percent of the variance for the total and white
populations, and 67 percent of the variance for the minority population. For each group, plausibility of
distracting information received the largest standardized regression weight indicating its overall
importance in the model. These results suggest that difficulty along this grade 4 scale is best accounted
for by the distracters found among the multiple-choice items and by the type of information asked for in

the survey items.

Grade 9 Analyses. To examine the extent to which readability and processvariables contributed

to task difficulty on the grade 9 narrative scale, a correlation matrix was computed between the six
readability variables and the three process variables (Table 6-4). As can be seen from this table, the
variables that had the highest correlation with total, white, and minority p-values were the two process
variables, type of match (i.e., -.85, -.84, and -.85, respectively) and plausibility of distracting information
(i.e., -.75, -.76, and -.74). The variables syllables per 100 words (i.e., -.63, -.58, and -.71) and overall
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readability level (i.e., -.54, -.50, and -.62) also showed a rather strong relationship with percent correct
values.

Table 6-4. Intercorrelations for grade 9 students between process and readability variables, and
narrative task difficulty (represented by p-values) for total, white, and minority
populations

p-value 1 2 3 4 5 6 7 8 9 10 11

1 Total
2 White .99
3 Minority .98 .96

Readability variables
4 No. of words -.39 -.34 -.49
5 No. of sentences -.34 -.29 -.43 .97
6 Words per sentence -.02 -.03 -.05 -.09 -.32
7 Syllables per 100 words -.63 -.58 -.71 .82 .82 -.16
8 Sentences per 100 words .44 .43 .50 -.26 -.07 -.75 -.45
9 Readability level -.54 -.50 -.62 .60 .48 .42 .80 -.89

Process variables

10 Type of information -.27 -.27 -.21 -.30 -.19 -.45 -.06 .32 -.29
11 Type of match -.85 -.84 -.85 .59 .53 .05 .71 -.46 .61 .20
12 Plausibility of distracting

information -.75 -.76 -.74 .15 .05 .32 .24 -.43 .35 .12 .53

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

As was seen on the grade 4 scale, the intercorrelations among the readability variables were quite
high. Number of words and number of sentences correlated .97. Syllables per 100 words correlated .82
with number of words as well as with number of sentences. In additicn, overall readability level
correlated .80 with syllables per 100 words and -.89 with sentences per 100 words.

Table 6-4 also reveals moderate to strong relations between one of the process variables and
several of the readability variables. Type of match correlated .61 with overall readability level, .71 with
syllables per 100 words, .59 with number of words, and .53 with number of sentences.

Unlike the grade 4 narrative scale, the intercorrelations among the process variables were
relatively low on the grade 9 scale that is, below .20. The one exception was the correlation of .53
between type of match and plausibility of distracting information.

Based on these correlations, three regressions were run to determine the relative strengths of the
readability and process variables in predicting difficulty on the grade 9 narrative scale for the total, white,
and minority populations. (Table 6-5).

Table 6-5. Raw betas and t-ratios representing the regression of select process variables against
total, white, and minority p-values for grade 9 narrative tasks

Process variable
Total (df=26) White (df=26) Minority (df=25)

Beta t-ratio Beta I t-ratio Beta i 1-ratio

Type of match -6.95 -7.02" -6.33 -6.52" -4.94 -3.35"
Plausibility of distracting information . -4.37 -4.63** -4.30 -4.73** -6.15 -6.06"
Syllables per 100 words - - - -1.00 -3.63"
IV = 85% 84% 90%

**p < .01; df = degrees of freedom.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Here we see that type of match and plausibility of distracting information significantly predicted

difficulty for the total, white, and minority populations. Type of match is the most important predictor,

followed by plausibility of distracting information for the total and white populations. Among the

minority population, plausibility of distracting information was the best predictor. In addition, one of

the readability variables added significantly to the model for the minority population. Together, these

variables accounted for between 84 and 90 percent of the variance.

Summary

A set of variables has been included in the analyses which, in previous research with adults, has

been shown to influence task difficulty. These variables, in essence, represent different aspects of a task

where a task is defined as the stimulus material plus the question or directive asked over that material.

The readability variables reflect the overall length and complexity of the stimulus material. The three

process variables were developed to reflect various aspects of the interaction between the material and

the level of processing needed to successfully respond to the survey item.

What these analyses reveal is that readability was not a significant predictor of overall task

difficulty for either of the two narrative scales. Only one of the readability variables syllables per 100

words entered into the grade 9 model and this was only for the minority population. These results

probably reflect more on the passages that were selected for this assessment than on the importance of

readability as a predictor of task difficulty. It is worth emphasizing that none of the grade 4 passages

were rated above a fourth grade level. And, while there was more variability among the grade 9

passages, none of these were rated above the sixth grade level.

The best predictors of the grade 4 and grade 9 narrative scales were the process variables.

Interestingly, the variables that entered into the grade 4 and grade 9 regression models were somewhat

different. At the grade 4 level, the most salient predictor was plausibility of distracting information

followed by type of information. Tasks at the grade 9 level also were affected by the plausibility of

distracting information. At this level, however, plausibility of distracting information was not the most

salient characteristic. Type of match replaced type of information in the regression model and received

the largest beta weight.

In light of these observations, consider the overall characteristics of the two narrative scales.

Tasks did not tend to vary along either of the scales with respect to readability. Tasks that were easy
tended to require students to locate literal or synonymous information that was relatively concrete. In

addition, there were few if any choices that served as plausible distracters. Tasks became more difficult

on the grade 4 scale as survey items required students to respond to more abstract information or to

distinguish among more plausible distracters. At the grade 9 level, tasks that were moderately difficult
tended to represent either a difficult type of match or plausibility of distracting information, but not both.

Finally, tasks that were most difficult were judged to be high with respect to each of the process

variables.

6.4 The IEA Expository Scales

Table 6-6 compares the grade 4 and grade 9 expository scales with respect to summary statistics

on a selected set of material and process variables. The five passages used to construct the grade 4 scale

had an average readability level of 4.4 and ranged from first to sixth grade. Thus, unlike the grade 4
narrative scale, the expository passages required students to read both at and slightly above their grade

in school. In fact, the average readability of the grade 4 expository passages was almost two grade levels
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above the average grade 4 narrative story used in the IEA assessment. These five expository passages
had an average of 204 words and 12 sentences. The shortest passage contained 56 words and the longest
had 389. While they had higher readability levels, these five expository passages were less than half as
long as the passages used on the narrative scale. The full set of information associated with these
variables is provided for each grade in Appendix 2 to this chapter.

Table 6-6. Selected summary statistics comparing the grade 4 and grade 9 expository scales
Variable Grade 4 Grade 9

Mean Range Mean
I

Range

Readability 4.4 (1-6) 6.0 (4-9)
# of words 204.2 (56-389) 398.8 (228-830)
# of sentences 12.2 (7-20) 22.8 (11-48)
# of words/sentence . . 15.4 (8-21) 18.2 (14-23)

Percent correct 68.1 (34-97) 72.2 (44-96)
TOI 2.5 (1-5) 3.3 (1-5)
TOM 2.1 (1-5) 2.7 (1-5)
POD 2.9 (1-5) 3.3 (1-5)

TOI = type of information; TOM = type of match; POD = plausibility of distracting information.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

At the grade 9 level, only one of the five passages was rated to be at grade level; the other four
ranged between fourth and sixth grade. In fact, the five passages had an average readability of only 6.0.
While the grade 9 passages were, on average, several years below grade level, they were somewhat
longer and more complex than those used on the grade 4 exposition scale. For example, the average
passage used for grade 9 was almost twice as long as the average expository passage used for grade 4

399 words compared to 204 words. As was the case with the passages at grade 4, those at grade 9
were significantly shorter than the grade 9 passages used in the narrative scale. The grade 9 narratives
averaged 670 words compared to the 399 words used in the average expository passage.

The 21 tasks asked over the five grade 4 expository passages ranged from 97 to 34 percent
correct and had an average difficulty level of about 68 percent. As was the case among the narrative
tasks, the 26 grade 9 expository tasks were very comparable in terms of range and average difficulty level
to the grade 4 tasks (Table 6-6). These items ranged from 44 to 96 percent correct and had an average
difficulty of 72 percent. Table 6-6 also shows that the three process variables ranged from "1" (easiest)
to "5" (most difficult) on both the grade 4 and grade 9 expository scales. In addition, the tasks on the
grade 9 scale had a tendency to be more difficult with respect to these three variables than those used in
the grade 4 assessment.

Characterizing Expository Tasks

Grade 4 Scale. Unlike the grade 4 narratives, tasks on the grade 4 expository scale tended to
distribute themselves from easy to difficult based on several of the six readability variables. In glancing
at the ordering of tasks on this scale from easy to difficult (see Appendix 2), it appears that number of
words and number of sentences were reasonably good predictors of how difficult a task is likely to be;
that is, harder tasks tend to be associated with relatively longer passages.

In addition, and as was the case for tasks on the grade 4 narrative scale, tasks on the grade 4
expository scale also tended to distribute themselves from easy to difficult in terms of type of information,



type of match, and plausibility of distracting information. To illustrate this, consider the passage the

walrus (Exhibit 6-3).

Exhibit 6-3. The walrus

THE WALRUS

The walrus is easy to rec-
ognize because it has two
large teeth sticking out of its
mouth. These teeth are called

eye teeth.
The walrus lives in cold

seas. If the water freezes over,
the walrus keeps a hole free of
ice either by swimming round
and round in the water, or by

hacking off the edge of the ice

with its eye teeth. The walrus
can also use its skull to knock
a hole in the ice.

The walrus depends on its

eye teeth for many things. For
example, when looking for
food a walrus dives to the
bottom of the sea and uses its

eye teeth to scrape off clams.
The walrus also uses its eye
teeth to pull itself on the ice. It
needs its eye teeth to attack or
kill a seal and eat it, or to de-

fend itself if attacked by a

polar bear.

The walrus may grow very big

and very old. A full-grown male is
almost 13 feet long and weighs more
than 2200 pounds. It may reach an

age of 30 years.

The walrus sleeps on the ice or

on a piece of rock sticking out of the
water, but it is also able to sleep in

the water.

This passage consisted of 207 words and 13 sentences. It had a readability level of sixth grade,

which was the highest level of any passage on this scale. The survey items related to this passage ranged

in p-values from 94 to 60.
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The easiest task included the following item and choices:

How long can a walrus live?

A. 2 years

B. 4 years

C. 30 years

D. 100 years

To complete this item, respondents had to identify a specific number of years, which wasrelatively concrete in terms of type of information requested. The type of match involved making a literal
match between "30 years" in paragraph four and "30 years" in the choices. While other numbers are
mentioned in the text, none of these are given as alternatives in the question. Therefore, this questionwas rated easy in terms of each of the three process variables.

A task of comparable difficulty included the following question and choices:

Where does the walrus live?

A. In very cold water

B. In tropical countries

C. On the bottom of lakes

D. In cold forest country

This task had a p-value of 93. Note that this task, like the preceding one, requested relatively
concrete information (i.e., location). Moreover, it involved a literal match between the question and thetext and between the text and the choices. To complete the tasks, respondents had merely to match"walrus live" in the question to "walrus lives" in the first sentence of the second paragraph. Next,respondents had only to match "cold seas" in the text to "in very cold water" in the choices. Finally,as none of the distracters appeared as location information in the text, there was no distracting
information relative to this question.

A more difficult task related to the passage above included the following question and choices:

We can tell that the walrus has to protect itself from

A. Seals

B. Bears

C. Eagles

D. Lions

1 (h)
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This task had a p-value of 79. To complete this item, respondents had to identify an animal as

type of information (which is highly concrete information). However, type of match is no longer literal

in that respondents had to make a low-level inference to relate "walrus has to protect itself' in the

question to "It (i.e., 'walrus') needs its eye teeth . . . to defend itself if attacked . . ." in the text. The
factor, however, which contributes most to this task's difficulty is plausibility of distracting information.

Note that, while seal does not satisfy the conditions as being an animal that attacks walruses (but rather

the opposite), the word "seal" appears in the same sentence as the correct answer, polar bear. Moreover,

seal is mentioned in terms of attack, thus making seals rather difficult distracting information between

the text and the choices.

choices:

Another comparable task in the 70 to 79 percent correct range included the following item and

What does a walrus do when it wants to get up on the ice?

A. It jumps up.

B. It cries for help.

C. It uses its eye teeth.

D. It uses its skull.

This task also had a p-value of 79. To complete this task, respondents had to identify a relatively

concrete action. Respondents had to make a low-level inference relating "get up on the ice" in the
question with "pull itself on the ice" in the text. This task again reflected a moderate level of distracting

information in that a walrus could conceivably use its skull "to knock a hole in the ice" and then climb

onto the ice. However, this answer was incorrect, as it was not what walruses do I nder all (or most)
conditions in getting up on the ice.

choices:

Finally, the most difficult task related to the walrus passage included the following question and

How does the walrus get its food?

A. It catches fish with its eye teeth.

B. It scrapes clams off the bottom of the sea.

C. It knocks a hole in the ice with its skull.

D. It attacks polar bears.

This task had a p-value of 60. To complete this task, respondents had to identify a manner that
represented a moderate level of difficulty for type of information. Type of match for this task was
actually quite easy; it involved making a literal match between "food" in the item and "food" in the text.

In fact, it is the only time food is mentioned. Note, however, that a statement among the choices is "It
catches fish with its eye teeth." This distracting information represents a highly plausible invited
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inference since, in the same paragraph as the answer, there is a statement that walruses use their eye teeth
to catch seals and eat them. Couldn't walruses also catch and eat fish using their eye teeth?

To illustrate tasks representing a greater degree of difficulty, consider those that applied to the
passage how to read the age of a tree (Exhibit 6-4). This passage contained 389 words and 20 sentences
and it had a fifth gode readability level. Although this passage did not represent the highest passage
readability level on this scale, it was associated with the two hardest survey items the scale. Overall, the
items ranged from 74 to 34 percent correct.

Exhibit 6-4. How to read the age of a tree

HOW TO READ THE AGE OF A TREE

If you can find a tree which has been cut down, you will see many rings on
the base of the trunk. By learning to read these rings, you can find out about the
tree's life.

The number of rings tells you how old the tree is. Each year, new wood is
formed on the outside of the tree. This new wood is light in color when the tree
is growing in the spring and summer, and dark in winter when the tree is not
growing much. So, if you count the rings of dark-or-light-colored wood, you can
often find out how old the tree is.

You can also tell which years have been good years and which years have
been bad years. When the light-colored rings are very wide, It means that the
tree has been growing quickly that year. If the light rings are narrow, it has been
growing slowly.

If the rings on a tree trunk were greatly magnified, you would be able to
see why the rings are light-colored when the tree is growing quickly, and dark-
colored when the tree is growing slowly. The tree trunk is made up of micro-
scopic tubes, like long pipes, carrying water and minerals from the soil, through
the trunk, and up to the leaves. They are wide and thin-walled when the tree is
growing quickly and they are carrying a lot of water. They are narrow and
bunched together when the tree is not growing so quickly.

When a tree is old, the tubes in the center of the tree don't carry water.
The walls of the tubes have become thick with materials which have stuck along
them over the years forming a special kind of wood called "heartwood." This
kind of wood is darker in color than the young, growing wood on the outside of
the tree.

You don't very often see whole tree trunks which have been cut across.
But once you learn to read a cross section of the wood, you can see much more
in wood which has been used to make boxes, furniture, houses, and other
things.

In most wood, instead of seeing the trunk cut across, you are seei rig it cut
along its length. Because you don't see the cross section, you can't tell how old
it was.



One of the tasks based on this passage had a p-value of 35 percent and consisted of the item and

choices shown in Exhibit 6-5.

Exhibit 6-5. Box 1

In the cross section of the tree trunk shown in Box 1, all the
rings are wide and about the same width. This shows that the tree

BOX I

A. Grew quickly all its life.

B. Grew slowly all its life.

C. Grew quickly when it was young and more slowly later.

D. Grew slowly when it was young and more quickly later.

To complete this item, respondents first had to identify an equivalent relating the characteristic

growth patterns in Box 1 to a linguistic interpretation. Moreover, in terms of type of match, respondents

found this to be a difficult task because the cross-section of the tree shown in Box 1 presents different

information than what is stated in the question itself. According to the question, all the rings of the tree

are said to be wide and about the same width. In Box 1, the rings of the tree are not all wide nor are

they the same width; the inner rings are more narrow than the outer rings.

To arrive at the correct answer for this task, readers had to generate the inference frame that the

information in the question takes precedence over information in the drawing. Otherwise, in relating the

information shown in Box 1 to the information in the text noted above, readers would infer that, because

the inner rings are narrow, the tree began growing slowly. Because the outer rings are wider in the

illustration, the tree then grew more quickly. According to this interpretation, the following distracter

choice would, in fact, be correct:

"grew slowly when it was young and more quickly later."

As such, not only is type of match extremely difficult for this task but so, too, is the plausibility

of distracting information, since there is a distracter that corresponds with the pattern represented in the

figure.
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Another difficult task (p-value = 34) associated with this passage had the following question and
choices shown in Exhibit 6-6.

Exhibit 6-6. Tree trunks

41. In a country which has a dry climate, it rains heavily every third year.
Which drawing shows a tree trunk from this country?

A B

C---

C D

Again, to complete this task, respondents had to relate linguistic information in the question
(which suggests a climate condition in which it is dry for 2 years and rains heavily every third year) to
a pictorial presentation of a tree having a corresponding ring pattern. As with other tasks related to this
passage, type of match and plausibility of distracting information were difficult since different choices
could be interpreted as possibly satisfying the condition of the question.

Grade 9 Scale. Tasks also appeared to distribute themselves from easy to difficult along the
grade 9 expository scale in terms of ,adability; as the readability level of a passage increased, so did the
difficulty of the tasks associated with this passage. Tasks also distributed themselves along the scale in
terms of the three processing variables: type of information, type of match, and plausibility of distracting
information. To illustrate this, consider the passage a woman learns to read (Exhibit 6-7).

The tasks associated with this passage tended to be of average difficulty; their p-values ranged
from 60 to 73. The question and choices associated with the easiest task were as follows:

Mrs. Okashi often protests loudly if she is

A. Charged too much by drivers.

B. Taken too far by drivers.

C. Mistakenly gets into danger.

D. Misled by public signs.



Exhibit 6-7. A woman learns to read

A WOMAN LEARNS TO READ

Ndugu Rukia Okashi is a 53-year old farmer living in Arusha, Tanzania. She

grows maize, beans, and vegetables, has seven children, and she learned to read

about ten years ago. She says:
"There is a great difference in my present situation when compared with the

old days. A lot of changes have taken place. When I had to sign papers and

documents, I could only use the thumb-print and I never knew exactly what I was

signing. So I was sometimes cheated. Now that I can read and write no one can

ask me to sign just blindly. I first have to ask myself, and it is only after I am

satisfied that I agree to sign. If I don't agree with the contents of the documents, I

just don't sign.
Now that I can read, I know which food is good to make me strong, which

keep me well, and so on. I now can give my children a balanced diet.

In the old days, when one walked through the streets one couldn't read any

signs. You may come across a ranger' signboard but you continue to walk ahead

until someone shouts, 'Mama, mama, mama, mama, stop!' But these days, I can

read all the sign-posts such as 'Don't pass here; Keep out.' In traveling also, I used

to ask the driver to let me get off at a certain place, but sometimes the driver would

take you much further beyond your destination. If such an incident occurs now, I

shout and protest.
So now I feel great and scif-confident. Now I can refuse or disagree where

formerly I used to be the victim, of other people because I was illiterate."

To c mplete this survey item, respondents had to select a condition i.e., a type of information

that was rated moderate in abstraction. In addition, once respondents had matched on "protests" in the

question to "protest" in the last sentence of paragraph four, they then had to make a low-level inference

to relate the phrase, " . . . sometimes the driver would take you much further beyond your destination"

in the text, to the choice "taken too far by drivers." Finally, respondents had to avoid the highly

distracting information that related the description of Ms. Okashi getting into danger (located in the same

paragraph as the answer) to the choice "mistakenly gets into danger."

The most difficult task associated with this passage was the following:

Which of these phrases best expresses the underlying theme of this passage?

A. The benefits of becoming literate.

B. The way in which one person became literate.

C. The problems of being an illiterate Tanzanian farmer.

D. The difficulties of coping in a literate world.
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This task had a p-value of 60. To complete this item, respondents had to recognize a theme; a type of
information that was rated as rather abstract. Moreover, typo of match for this task was extremely
difficult, as none of the words or phrases in the item keyed readers into a particular part of the text.
Rather, to relate the question to the text and the overall text to the choices, respondents had to integrate
information across the text. Finally, the distracter, "difficulties of coping in a literate world," is a highly
plausible invited inference since much of the text does discuss this. Thus, this task was difficult in terms
of all three process variables.

Another passage having a set of more difficult tasks was smoke (Exhibit 6-8). This passage had
four items related to it that were the most difficult on the grade 9 expository scale. Smoke consisted of
368 words and 16 sentences. It had a readability level of ninth grade, which was the highest grade level
of any passage used on this scale. The questions ranged from 75 to 46 percent correct.

Exhibit 6-8. Smoke

SMOKE

The relationship between smoking and cancer, smoking and heart attacks and
many other serious diseases is undeniable. Convincing evidence comes from many
statistical studies that show the close relationship between the number of cigarettes
smoked daily and the probability of dying of cancer or a heart attack.

The explanation for this terrible phenomenon comes from research laboratories.
It has been shown that a single puff of smoke can break down the DNA in human cells,
this being the long molecule which contains the cell's genetic and metabolic
information. What destroys the genetic code are some tar-like substances produced by
the process of combustion. In chemical terms, these are oxidizing molecules, but one
can also accurately describe them as little ravenous monsters that tear apart the
bonds that keep the DNA together. After each poisonous whiff, the DNA patiently
reconstructs itself again, but clearly at each restoration the probability of errors
increases, and in the end some malignant genes (which are always present in
unstressed DNA) manage to get the upper hand and thus stimulate cancer. This is the
destructive process that the cells of the organs which carry the smoke to the lungs
have to undergo every time. It is not surprising that the mouth, tongue, larynx,
windpipe and bronchi in smokers are more often affected by malignant tumors.

The smoke's final destination is in the lungs where, besides tar, it deposits
natural radioactive substances concentrated by combustion. Each day a heavy
smoker, one who smokes more than 20 cigarettes a day, absorbs the same amount of
radiation which he would receive when having a chest X-ray. Nicotine, on the other
hand, goes straight into the blood stream and has a strong constrictive action on the
arteries. This way the circulation of blood to all the tissues diminishes. That is why skin
temperature decreases, sexual organs produce fewer hormones and nervous
metabolism slows down. The brain becomes less efficient and dizziness and giddiness
appear, but such sensations are barely perceived by the heavy smoker. On the
contrary, these are very strong sensations in those who smoke for the first time and
they constitute the "drug effect" that has led many towards becoming habitual smokers.



One difficult task associated with this passage (p-value of 51) included the following question and

choices:
Smoke is dangerous to the lungs because

A. Nicotine and tar accumulate there.

B. It causes a greater predisposition to cancer there.

C. Stronger bonds form between DNA and malignant genes.

D. Tar and radioactive substances are deposited there.

To complete this task, respondents had to determine a cause that had the effect of smoking being

dangerous to the lungs. (As noted in Appendix 1, this type of information was scored "4" in terms of

its difficulty.) Moreover, for type of match, respondents had to infer that tar and radioactive substances

deposited in the lungs over time are dangerous. Having made this inference, students then had to match

the phrase "The smoke's final destination is in the lungs where, besides tar, it deposits natural radioactive

substances concentrated by combustion" to the choice "tar and radioactive substances are deposited there."

Note that this task was made more difficult given that information in choice A (i.e., "nicotine and

tar accumulate there") also occurs in the same paragraph as the correct answer. This choice is wrong

only given the fact that nicotine does not stay in the lungs but is passed into the blood stream where it

does harm which, consequently, makes smoke dangerous.

Finally, the most difficult task on the grade 9 expository scale (with a p-value of 46) had the

following question and choices:

Which of these phrases best indicates the writer's attitude toward smoking?

A. "Patiently reconstructs..."

B. "Ravenous monsters..."

C. "Constrictive action..."

D. "Habitual smokers..."

To complete this task, respondents had to again determine an equivalent relation between "writer's

attitude" and "ravenous mcnsters. . ." Moreover, type of match was made extremely difficult in this task

as respondents had to make two high-level inferences one relating the question to the text and one

relating the text to the choices. It is worth noting that the phrase "ravenous monsters" per se does not

directly relate to the writer's attitude toward smoking; rather, it relates to "tar-like substances" or

"oxidizing molecules." Moreover, each of the other distracters (including "habitual smokers") are terms

present in the text. To select "ravenous monsters" over the distracters, readers had to generate the frame

that the writer abhors smoking due to its destructive processes. Observing this, readers then had to select

ravenous monsters over the other choices since this was the concept most closely related with destructive

processes. Given that some of the other choices also relate to the destructive processes of smoking

(however, without the prominence of choice B), they serve as excellent distracters, thus making

plausibility of distracting information quite high for this task as well.
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Evaluating the Contribution of Variables to Task Difficulty

Grade 4 Analyses. To examine the extent to which readability and process variables contributedto the difficulty of the tasks on the grade 4 expository scale, a correlation matrix was computed (Table6-7).

As can be seen from Table 6-7, both readability and process variables were significantlycorrelated with total, white, and minority p-values. Plausibility ofdistracting information had the highestcorrelations for all three sets of p-values (i.e., -.88, -.87, and -.87, respectively). This was followed bytype of match (i.e., -.74, -.75, and -.70) and number of words per sentence (i.e., -.79, -.77, and -.83).Moderate correlations also were found with type of information (i.e., -.66, -.66, and -.64), number ofwords (-.64, -.62, and -.67), and sentences per 100 words (i.e., .63, .61., and .68).

As with the narrative scales, there were high intercorrelations among the readability variables.Number of words and number of sentences correlated highest (.96). Sentences per 100 words correlated-.91 with words per sentence and -.91 with overall readability level. The readability level also correlatedhighly with words per sentence (.81) and with syllables per 100 words (.71).

Moderate to high intercorrelations also were found among the process variables. Type ofinformation correlated .80 with type of match and .63 with plausibility of distracting information. Inaddition, type of match correlated .73 with plausibility of distracting information.

Table 6-7. Intercorrelations for grade 4 students between process and readability variables, andexpository task difficulty (represented by p-values) for total, white, and minoritypopulations
p-value

1 2 3 4 5 6 7 8 9 10 I1
Total

2 White .99
3 Minority .99 .98

Readability variables
4 No. of words -.64 -.62 -.67
5 No. of sentences -.47 -.45 -.42 .96
6 Words per sentence -.79 -.77 -.83 .74 .56
7 Syllables per 100 words .17 .17 .15 -.16 -.15 .178 Sentences per 100 words .63 .61 .68 -.70 -.60 -.91 -.409 Readability level -.45 -.44 -.50 .47 .47 .81 .71 -.91

Process variables
10 Type of information -.66 -.66 -.64 .69 .69 .45 -.27 -.45 .1911 Type of match -.74 -.75 -.70 .72 .71 .51 -.37 -.43 .17 .8012 Plausibility of distracting

information -.88 -.87 -.87 .58 .58 .61 -.08 -.52 .39 .63 .73
SOURCE: TEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Based on these correlations, three regressions were run to determine the relative predictivestrength of the readability and process variables on grade 4 task difficulty for the total population, white,and minority populations. The rules for including variables in each of the regressions were the same asthey were for grade 4 and grade 9 narrative scales. The results of these analyses are shown in Table 6-8.
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Table 6-8. Raw betas and t-ratios representing the regreision of select process variables against

total, white, and minority p-values for grade 4 expository tasks

Process variable
Total (df=18) White (df=16) Minority (df=15)

Beta I t-ratio Beta t-ratio Beta I t-ratio

Words per sentence
Plausibility of distracting information.

le =

-2.24

-11.26
87%

-3.85**

-5.95"
-2.15

-11.22
85%

-3.33**

-5.57**

-2.96
-11.28

90%

-5.01"
-5.99**

**p <.01; df = degrees of freedom.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The data in Table 6-8 show that one process and one readability variable combine to predict task

difficulty along the grade 4 expository scale. Interestingly, plausibility of distracting information was the

most important predictor of task difficulty among this set of tasks. This result was also found among the

grade 4 tasks on the narrative scale. Perhaps because of the greater range in readability among the

expository passages, words per sentence also contributed significantly to the regression model. In

combination, these variables accounted for between 85 and 90 percent of the variance among the three

populations of interest. No differences were voted among the variables predicting difficulty for the total,

white, and minority populations.

Grade 9 Analyses. To examine the extent to which readability and process variables contributed

to the difficulty on the grade 9 expository scale, a correlation matrix was computed between the six

readability variables and the three process variables (Table 6-9).

Table 6-9. Intercorrelations for grade 9 students between process and readability variables, and

expository task difficulty (represented by p-values) for total, white, and minority

populations
p-value 1 2 3 4 5 6 7 8 9 10 11

Total
2 White .99

3 Minority .98 .97

Readability variables

4 No. of words .13 .14 .03

5 No. of sentences .28 .28 .27 .97

6 Words per sentence -.46 -.48 -.46 -.06 -.32

7 Syllables per 100 words -.68 -.65 -.67 -.03 -.25 .87

8 Sentences per 100 words .58 .58 .57 .34 .55 -.93 -.91

9 Readability level -.65 -.64 -.67 -.13 -.38 .90 .99 -.96

Process variables

10 Type of information -.68 -.66 -.72 .05 -.02 .15 .38 -.23 .35

11 Type of match -.73 -.73 -.73 -.27 -.33 .07 .27 -.24 .27 .43

12 Plausibility of distracting
information -.64 -.62 -.66 -.11 -.24 .46 .48 -.48 .50 .27 .38

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

As displayed in Table 6-9, both readability and process variables were significantly related to p-

values for total, white, and minority populations. Overall readability level correlated -.65, -.64, and -.67

with total, white, and minority p-values, respectively. Other readability variables demonstrating a

moderate level of association included syllables per 100 words (-.68, -.65, and -.67), sentences per 100

words (.58, .58, and .57), and words per sentence (-.46, -.48, and -.46). In addition, all three process

variables had a comparable level of association with percent correct for each population. Type of match

had the highest correlation (-.73) with all three groups.
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There were a number of high intercorrelations among the readability variables. As with the grade
4 expository scale, many of the intercorrelations were .87 or higher.

In contrast, the intercorrelations between the three process variables were only modest: .43
between type of information and type of match; .27 between type of information and plausibility of
distracting information; and .38 between type of match and plausibility of distracting information.

In addition, the intercorrelations between the readability and process variables ranged from low
to somewhat moderate, with plausibility of distracting information correlating .46 with words per
sentence, .48 with syllables per 100 words, -.48 with sentences per 100 words, and .50 with readability
level.

Three regressions were run to evaluate the relative strength of the readability and process
variables in predicting difficulty on the ninth grade expository scale. The same three rules outlined
earlier in this chapter were applied, and the results are shown in Table 6-10.

The data in Table 6-10 show that all three process variables were significant predictors of task
difficulty. In addition, overall readability level also contributed to difficulty on this scale. As was noted
with the grade 4 analyses, there were no differences among the three populations in either the variables
that entered into the regression models or in the relative size of the beta weights obtained.

Table 6-10. Raw betas and t-ratios representing the regression of select process variables against
total, white, and minority p-values for grade 9 expository tasks

Process variable
Total (df=21) White (df=21) Minority (df=21)

Beta t-ratio Beta I t-ratio Beta I t-ratio
Readability level -2.02 -3.32** -1.94 -3.04* -2.37 -4.18**
Type of information -3.39 -3.75** -2.99 -3.15** -4.75 -5.66**
Type of match -4.56 -4.72** -5.10 -4.57** -5.06 -5.64**
Plausibility of distracting information. . -2.64 -2.58** -2.39 -2.21* -3.56 -3.72**
R' = 88% 85% 93%

*p < .05 ; **p < .01; df = degrees of freedom.

SOURCE: lEA Reading Literacy Study, U.S. National Stu.ly data, National Center for Education Statistics, 1991.

Summary

On each of the expository scales, both readability and process variables contributed to overall task
difficulty for each of the three populations studied. Easy tasks tended to be associated with relatively
uncomplicated passages. The questions asked over these texts involved concrete information, literal
matching of information, and few, if any, plausible distracters. Not surprisingly, the most difficult tasks
tended to be associated with longer, more complicated texts and tasks requiring more complicated levels
of processing.

It is again interesting to note that the most important predictor at the grade 4 level on both the
narrative and expository scales was plausibility of distracting information. At grade 9, this variable was
replaced in importance on both scales by type of match. Of the four prose scales discussed so far, the
grade 9 expository scale. represented the broadest range of text and process variables. As a result, these
regressions had the most variables enter and remain in the models. As a set, these variables accounted
for the largest variance - from 85 to 93 percent. In contrast, the grade 4 narrative scale had the most
restricted range and also the least amount of variance accounted for - 60 to 70 percent.



6.5 The IEA Document Scales

Table 6-11 compares the grade 4 and grade 9 document scales with respect to summary statistics

on a selected set of material and process variables. The six documents included a map, three tables, a

bar graph, and a simple bus schedule. In terms of document type, there were no simple lists and no

nested lists found on this scale; three of the five documents were combined lists and two were intersected

lists. In addition, the documents were relatively short, having an average of only 25 items. The shortest

document contained 15 items and the longest, 40 items. in contrast, the nine documents used on the

grade 9 scale were not only longer 71 items versus 25 than those found on the grade 4 scale, they

covered a broader range of document types as well. These documents included a form, three simple lists,

two tables, a bar graph, and a complex bus schedule. Thus, each of the four document types from

simple list through nested listswere represented on the grade 4 scale.

The 23 tasks asked over the five grade 4 documents ranged from 29 to 97 percent correct and

had an average difficulty level of about 76 percent. As was noted for the narrative and expository scales,

Table 6-11 shows that the 34 grade 9 document tasks were very comparable in terms of average difficulty

level to the grade 4 tasks. These items ranged from 48 to 98 percent correct and had an average

difficulty of 78 percent. It is worth noting that the range of difficulty for the grade 9 tasks was somewhat

narrower than that for the grade 4 tasks. As shown in Appendix 2 to this chapter, there were five tasks

on the grade 4 scale that had p-values in the 20-49 range compared to only one task on the grade 9

document scale. Table 6-11 also shows that tasks on the grade 9 scale had a tendency to be rated more

difficult with respect to these three variables than those used in the grade 4 assessment.

Table 6-11. Selected summary statistics comparing the grade 4 and grade 9 document scales

Variable
Grade 4 Grade 9

Mean I
Range Mean I

Range

# of items 25.2 (15-40) 70.7 (16-154)

Type of document. . . . 2.5 (2-3)
2.4 (1-4)

Percent correct 76.0 (29-97) 77.9 (48-98)

TOI 1.5 (1-2) 2.0 (1-5)

TOM 1.9 (1-5) 2.6 (1-5)

POD 2.3 (2-5)
2.2 (1-5)

TOI = type of information; TOM = type of match; POD = plausibility of distracting information.

SOURCE: !EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Characterizing Tasks Along the Document Scale

Grade 4 Scale. Tasks on the grade 4 document scale tended to distribute themselves from easy

to difficult primarily in terms of the three process variables, although there also appeared to be a

moderate relationship with overall length as reflected in the number of items in a document. To illustrate

this, consider the document empty bottles (Exhibit 6-9).

This graph was organized as a combined list consisting of 18 items. The tasks associated with

this document ranged from 93 to 75 percent correct. The easiest of these tasks included the following

question and choices:

Which class got the prize for the most bottles?

A. Mr. Green's class
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B. Mr. Mack's class

C. Miss Barber's class

D. Miss Brown's class

To complete this item, respondents had to identify an attribute (i.e., a particular class). This task
involved associating "most" in the question with the highest bar in the graph and then making a literal
match between "Miss Brown's class" in the document and "Miss Brown's class" in the choices. As other
classes collected bottles, there were some distracters. But since none of these distracters came close to
the bar representing the number of empty bottles collected in Miss Brown's class, this task received a
score of only "2" for plausibility of distracting information.

Exhibit 6-9. Empty bottles

EMPTY BOTTLES

Mid-Town School had a bottle collection.
Children in each class brought empty bottles to school.
The principal made a bar graph of the number of bottles from
five classes. Use the graph to answer questions 9-12.

100

80

Number 60
of

Bottles

40

20

Miss
Barber's

clm

Mr.
Green's

class

Mrs.

Bradley 's
(ASS

Class N. MOS

Miss
Brown's

class

Mr.
Mack's
class

choices:
A slightly more difficult task associated with this document included the following question and

Which two classes collected exactly 80 bottles?

A. Miss Barber's class and Mrs. Bradley's class
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B. Miss Barber's class and Mr. Mack's class

C. Miss Brown's class and Mrs. Bradley's class

D. Miss Brown's class and Mr. Mack's class

To answer this question, respondents had to again identify an attribute (i.e., two particular

classes). The type of match this time, however, involved not a locate but a cycle. In short, respondents

had to search the document based on the search criterion of "80 bottles." To complete the question, they

had to match 80 twice in the document in order to identify Miss Barber's class and Mrs. Bradley's class

(Choice A). Again, plausibility of distracting information was relatively low as no other classes closely

approximated 80 bottles.

Tasks representing the other end of the difficulty continuum tended to be based on the bus

schedule (Exhibit 6-10). This schedule was loosely organized as a combined list consisting of 27 items.

Tasks associated with this document ranged from 91 to 29 percent correct.

Exhibit 6-10. Bus schedule (grade 4)

[Route 105
- COOKTOWN HILL ST.

- TOWNHALL - CROWN ST.

Route 1081
- ALLWOOD - JARVERY

- MOORE - ZOO

Route 110
- CHURCH -RAILWAY STATION

BURNEI BEACH

I
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NEXT BUS

CROWN ST. 8:00

ZOO 7:30

BEACH 7:45



A moderately difficult task associated with this document (with a p-value of 70) included the
following open-ended question:

Where do you think the bus stops first on Anne's way to the railway station?

To complete this question, respondents had to identify a location (i.e., a particular class). The
type of match actually involved cycling whereby respondents first had to make a literal match between
"railway station" in the question and "railway station" in the schedule. Having made this match,
respondents then had to identify the first stop. This question is further made difficult because the label
"RoUte 110" and other items such as "zoo" serve as significant distracting information, as they could be
construed as being stops before the railway station.

A much more difficult task associated with the bus schedule (with a p-value of 46) included the
following open-ended question:

What is the name of the place where buses stop just before the zoo?

Note that this question is quite similar to the preceding question in terms of type of information
requested and type of match. However, what makes this question particularly difficult is the fact that the
item zoo appears twice in the document (i.e., once in the list of bus routes and once in the list of
destinations). In the event that students fail to identify "Next Bus" as representing departures, they were
likely to identify "Crown St." as the correct answer. Thus, the item zoo appearing twice and the fact that
Crown St. comes before zoo in the departure list makes for particularly difficult distracting information.

Finally, the most difficult survey item (with a p-value of 29) that related to the bus schedule (and
was also the most difficult question appearing on the grade 4 document scale) included the following
open-ended question:

How long will it be before the next bus leaves for the zoo?

To answer this question, respondents had to identify and calculate amount information. The type
of match in this case involved cycling, whereby respondents first had to identify the time on the clock.
Next they had to identify zoo in the list labeled Next Bus and the time associated with zoo (i.e., 7:30).
Finally, respondents had to subtract the time of the clock from the time shown on the clock. In short,
as the information on the clock had no literal referent in the question and since this match involved a
mathematical operation, it was quite difficult. Also, as there is a time listed directly before zoo for the
item Crown St., many respondents construed 8:00 as the time from which 7:30 was to be subtracted.
As such, 8:00 represented rather difficult distracting information.

Overall, the documents used on the grade 4 scale were designed representing rather simple
organizational structures having a relatively low number of items. In terms of process variables, the
document tasks asked respondents to identify rather concrete information representing such things as
persons, places, things, attributes, and amounts.

Where document tasks varied, however, was in terms of their type of match and plausibility of
distracting information. Tasks that were easy required subjects to locate a single item based on one or
two literal or synonymous feature matches with few distracters. Tasks became more complex when they
required respondents to perform independent cycle matches. Tasks continued to increase in difficulty as
they required respondents to perform dependent cycle tasks involving more difficult levels of distracting
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information. The most difficult task required respondents not only to cycle but also to perform a

mathematical operation in the context of information representing a fairly high level of plausibility.

Grade 9 Scale. Tasks on the grade 9 document scale also tended to distribute themselves from

easy to difficult, based on the three process variables. As was noted with the grade 4 document scale,

there was a moderate degree of association with overall length of the document. To illustrate this,

consider Anna's traveler's card shown-6 Exhibit 6-11.

This form consisted of 15 items. The tasks associated with this document ranged from 98 percent

correct to 61 percent correct. The easiest of these tasks (with a p-value of 98) required respondents to

complete the label "Place of Birth" with the appropriate information provided in the question.

Exhibit 6-11. Anna's traveler's card

PLEASE PRINT

6. Last Name 7. First Name

8. Place of Birth 9. Date of Birth

10. Home Address

11. Reason For Trip (Check One)

Business
Vacation

12. Passport No.:

SIGNATURE:
Vg--vv4t Ati

OFFICIAL: (Leave Blank)

Visiting Relatives
Other

1IL

To do this, respondents had to identify a place (i.e., "Nadi"). The type of match involved

making a synonymous match between "born in Nadi" and "Place of Birth." Although there are other

places mentioned in the description of Anna's background, no other places of birth are mentioned or

referred to. Consequently, this task was said to have a low level of plausibilityof distracting information.
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A much more difficult task applied to the above document required respondents to identify thereason for Anna's trip. (This task had a p-value of 61) Among the choices listed were "Business,""Vacation," "Visiting Relatives," and "Other." To answer this question, respondents had to identify apurpose (i.e., a moderately difficult type of information). The type of match in this instance requiredrespondents to integrate information in the second paragraph of Anna's description and then make aninference that her purpose for traveling was business. Given that the category "Other" was available andthat respondents had to infer that her travel was for business and not simply "to represent her countryat the South Pacific Games in the high jump," Other tended to serve as a fairly high level distracter.

Another set of moderate tasks were associated with the bus schedule in Exhibit 6-12.

In contrast to the grade 4 bus schedule, which represented a combined list structure, the busschedule appearing on the grade 9 document scale represented a nested list structure. Moreover, thegrade 9 schedule consists of about five times as many items as the schedule for grade 4 (i.e., 140 versus27). Tasks associated with this grade 9 schedule document ranged from 71 percent correct to 56 percentcorrect.

The easiest of these four open-ended questions was,

If you miss the 8:21 bus from Hilltop to City, what time would you arrive at City if you tookthe next bus?

Exhibit 6-12. Bus schedule (grade 9)

Route

BUS SCHEDULE

- Weston to City / City to Weston

JNWARD - TO CITY OUTWARD - FRQMS,da
Leaves Leaves LIMOS Leaves Arrives Leaves Leaves Leaves Leaves ArrivesWeston Trumo St. Monument Hilltop City City Hilltop Monument Trump St. Weston

5:20 5:24 5:30 5:45 5:55
5:50 5:54 6:00 6:15 6:25
6:20 6:24 6:30 6:45 6:446:00 6:10 6:25 6:31 6:35 6:40 6:44 6:50 7:05 7:156:30 6:40 6:55 7:01 7:05 7:10 7:14 7:20 7:3 7:457:00 7:10 7:25 7:31 7:35 7:40 7:44 7:50 8:05 8:157:20 7:30 7:45 7:51 7:55 8:00 8:04 8:10 8:25 8:357:50 8:00 8:15 8:21 8:25 8:30 8:34 8:40 8:55 9:058:20 8:30 8:45 8:51 8:55 9:00 9:04 9:10 9:25 9:358:50 9:00 9:15 9:21 9:25 9:30 9:34 9:40 9:55 10:059:20 9:30 9:45 9:51 9:55 10:00 10:04 10:10 10:25 10:3010:00 10:10 10:35 10:41 10:45 10:50 10:54 11:00 11:15 11:2510:30 10:40 10:55 11:01 11:05 11:10 11:14 11:20 11:35 11:4511:30 11:40 11:55 12:01 12:05 12:10 12:14 12:20 12:35 12:45

To complete this question, respondents had to identify a time (a type of information representinga low level of difficulty). Note, however, that the type of match is rather difficult in that it requiresrespondents to make a three-feature match including "Leave," "Hilltop," and "8:21" and then search for
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a time based on the criterion of "next bus." Having accomplished this, respondents then had to make

the two-feature match "Arrives" and "City" to identify the correct answer as "8:55." Although "Leaves

Hilltop" is a label in the departure list, there are no times in this list that correspond to "8:21."

Consequently, the level of distracting information associated with this task is not particularly high.

A more difficult task associated with the above bus schedule (with a p-value of 60 included the

following open-ended question:

When does the first bus from Weston to City leave Monument each day?

To answer this question, respondents again had to identify a time. What made this question

somewhat more difficult was the type of match required to answer it. To complete this item, respondents

had to make a four-feature match between information in the question and information in the document.

These matches were between "from" to "Leaves," "Weston" to "Weston," "To" to "Arrives," and "City"

to "City." Having completed tlis, respondents then had to match on the criterion of the "first bus." Also

note that because there is no specific time associated with any of the points of departure, and given that

these points of departure are mentioned in the "from city" portion of the schedule, these points of

departure represent a fairly high level of distracting information.

Finally, the most difficult item (with a p-value of 56) that related to the bus schedule included

the following open-ended question:

Which is the latest bus you can catch from Monument to arrive at Weston before 11 o'clock?

To answer this question, respondents once again had to identify amount information. The type

of match in this case also involved multiple feature matching. First, respondents had to match on "from"

in the question to "Leave" in the document, as well as on "Monument" to "Monument," "arrive at" to

"Arrive," and "Weston" to "Weston." Having completed this, respondents had to then find the latest bus

in the list labeled "Arrives Weston" that arrived before "11 o'clock." In short, that represents quite a

feat of feature matching. What makes this task somewhat more palatable, however, is the fact that in the

event that respondents fail to extrapolate based on time information in Arrives Weston, they could still

get this answer right fo'r the wrong reasonnamely, that "10:10" comes before "11:00" in the list Leaves

Monument. As such, this task tended to represent a rather low level of distracting information.

Overall, the tasks on the grade 9 document scale represented a broader range of organizational

structures than was noted on the grade 4 scale. On average, these documents contained almost five times

as many items as the grade 4 documents. As with the grade 4 document scale, tasks on the grade 9

document scale tended to vary most in terms of their type of match and plausibility of distracting

information. Tasks that were easy required subjects to locate a single item based on one or two literal

or synonymous feature matches with few distracters. Tasks became more complex when they required

respondents to perform independent cycle matches. Tasks continued to inrease in difficulty as they

required respondents to perform dependent cycle tasks involving more difficult levels of distracting

information. The most difficult task required respondents not only to cycle but also to match on a large

number of features between information in the survey item and in the document, This was often carried

out in the presence of items representing a rather high level of distracting information.
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Evaluating the Contribution of Variables to Task Difficulty

Grade 4 Analyses. To examine the extent to which structural and process variables contributed
to the difficulty of the tasks on the grade 4 document scale for the total, white, and minority populations,
a correlation matrix was computed (Table 6-12).

Table 6-12. Intercorrelations between process and structural variables, and document task
difficulty (represented by p-values) for total, white, and minority grade 4 students

p-value 1 2 3 4 5 6 7
1 Total

2 White .99
3 Minority .99 .98

Structural variables
4 No. of items -.37 -.38 -.35
5 Type of document -.19 -.19 -.21 .30

Process variables
6 Type of information . ........ . -.41 -.41 -.38 .16 .05
7 Type of match -.76 -.75 -.78 .25 .12 .36
8 Plausibility of distracting information -.67 -.68 -.65 .24 -.25 .02 .34

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

As can be seen from this table, the variables having the highest correlation with total, white, and
minority p-values were the process variables type of match (i.e., -.76, -.75, and -.78, respectively) and
plausibility of distracting information (i.e., -.67, -.68, and -.65). Moderate correlations also were
obtained with type of information (i.e., -.41, -.41, and -.38) and number of items (i.e., -.37, -.38, and
-.35).

Regression Analyses. Based on these correlations, three separate regressions were run to
determine the relative strength of the structural and process variables in predicting difficulty on the fourth
grade document scale. In running these regressions, the same rules were followed that were identified
earlier in this paper. The results of these regression analyses are shown in Table 6-13.

Table 6-13. Raw betas and t-ratios representing the regression of select process variables against
total, white, and minority p-values for grade 4 documents tasks

Process variable
Total (df=19) White (df=19) Minority (df=20)

Beta I 1-ratio
Beta I

t-ratio Beta 1-ratio
Type of match -9.76 -4.54** -8.84 -'...43** -13.99 -5.54**
Plausibility of distracting information -13.38 -4.67** -12.74 -4.79** -13.81 -3.83**Type of Information -8.60 -1.96* -8.50 -2.09* - -Fe = 81% 81% 77%

* p < .05; **p < .01; df = degrees of freedom.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Each of the three process variables contributed to the overall regression model for the total and
white populations. Among minority grade 4 students, type of information did not remain in the model.
Interestingly, plausibility of distracting information was again most salient among grade 4 students. In
combination, these variables accounted for 77 to 81 percent of the variance in p-values.
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Grade 9 Analyses. To examine the extent to which structural and process variables contributed

to the difficulty of the tasks on the grade 9 document scale for the total, white, and minority populations,

a correlation matrix was computed (Table 6-14).

Table 6-14. Intercorrelations between process and readability variables, and document task
difficulty (represented by p-values) for total, white, and minority grade 9 students

p-value 1 2 3 4 5 6

Total
2 White .99

3 Minority .98 .96

Structural variables

4 No. of items -.34 -.34 -.32

5 Type of de,..:ument -.33 -.434 -.28 .30

Process variables

6 Type of information -.63 -.61 -.68 .09 .46

7 Type of match -.89 -.88 -.90 .34 .45 .75

8 Plausibility of distracting information . . -.64 -.65 -.59 .31 .15 .07 .45

SOURCE: 1EA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

As can be seen from this table, type of match had the highest correlation with total, white, and
minority p-values (i.e., -.89, -.88, and -.90, respectively), followed by plausibility of distracting
information (i.e., -.64, -.65, and -.59) and type of information (i.e., -.63, -.61, and -.68).

Intercorrelations between structural and process variables tended to be low to moderate, with type of
document correlating .46 with type of information, and .45 with type of match. The correlation between
the two structural variables was somewhat low at .30. The intercorrelations among process variables
ranged from low, between type of information and plausibility of distracting information (i.e., .07), to
moderate between type of match and plausibility of distracting information (i.e., .45), to high between
type of information and type of match (i.e., .75).

Based on these correlations, three regressions were run to evaluate the relative strength of the
structural and process variables in predicting task difficulty along the grade 9 document scale. The results
of these regressions are shown in Table 6-15.

In Table 6-15, we find that both type of match and plausibility ofdistracting information to be
significant predictors of document task difficulty for the total, white, and minority populations.

Table 6-15. Raw betas and t-ratios representing the regression of selected process variables
against total, white, and minority p-values for grade 9 document tasks

Process variable
Total (df=31) White (df=31) Minority (df=31)

Beta I t-ratio Beta I t-ratio Beta 1 t-ratio

Type of match
Plausibility of distracting information
le =

-8.79
-3.80

87%

-10.40**

-4.16**

-7.93

-3.73
86%

-9.65**

-4.20**

-11.53

-3.74
85%

-10.00**

-3.00**

p < .01; df = degrees of reedom.
SOURCE: IEA Reading Literacy Study, U.S. National Study data. National Center for Education Statistics, 1991.

These two variables accounted for 85 to 87 percent of the variance. Again, type of match
received the largest beta weight indicating its relative importance for understanding factors accounting

for difficulty on the grade 9 document scale.
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Summary

Both the grade 4 and grade 9 document scales had similar characteristics in terms of the variables
contributing to task difficulty. Although number of items correlated with overall difficulty, it did not
remain in any of the regression analyses at either grade 4 or grade 9. In contrast, both plausibility of
distracting information and type of match were significant predictors for both scales. In addition, type
of information was also a significant predictor for tit:- total and white populations for grade 4, but did not
remain in the regression model for minority students.

As with the other two reading literacy scales, plausibility of distracting information was most
salient at grade 4. While it still contributes to predicting overall difficulty at grade 9, type of match
appears to be the more important predictor among grade 9 students.

6.6 Discussion

The purpose of this chapter was to describe and evaluate a set of variables that were hypothesized
to underlie task difficulty among U.S. grade 4 and grade 9 students participating in the IEA Reading
Literacy Study. To meet this objective, we have refined and extended a paradigm that was used with
previous surveys of adult literacy (Kirsch and Jungeblut 1986; Kirsch and Mosenthal 1990; Kirsch,
Jungeblut, and Campbell 1992).

In applying this paradigm to the IEA Reading Literacy Study, tasks within a given scale were
arrayed from easy to difficult. Next, they were characterized in terms of a set of variables that take into
account both the nature of the material being read and what the reader is directed to do with this material.
For the narrative and expository scales, material complexity was defined as (1) number of words in a
passage; (2) number of sentences in a passage; (3) average number of words per sentence; (4) average
number of syllables per 100 words; (5) average number of sentences per 100 words; and (6) overall
readability level (Fry 1981; Klare 1984). For the document scale, complexity was defined in terms of
the type of document structure represented and the number of items or specifics contained within the
document.

Three variables were used to represent the type and level of processing associated with answering
questions on the three scales. These included type of match, plausibility of distracting information, and
type of information. These variables were designed to take into account various aspects of the
interactions among questions, stimulus materials, and multiple-choice distracters.

To evaluate the relationships among these variables and task difficulty for the total, white, and
minority populations, correlation matrices were computed and, based on the results obtained, regression
models were constructed using a set of rules that help minimize overinterpretation of the findings. The
results of the regression analyses for the total population are summarized in Figure 6-1. These results
highlight important task characteristics for each literacy scale. These results can he compared and
contrasted, across both grades and scales, to better understand what is being measured and what the
various scores may mean.

Before interpreting the results shown in Figure 6-1, a word of caution is needed. Direct
comparisons of regression weights can sometimes lead to an erroneous into -pretation unless colinearity
is examined. In regression analyses, one of two colinear variables can be found significant or
nonsignificant as a function of minor changes in either variable, while the overall fit of the model as
indicated by R2 remains relatively unchanged. Such appears to be the case for the grade 4 narrative scale.
Two variables (T01 and POD) receiving significant weights seem to have some colinearity with TOM.
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Figure 6-1. Comparison of regression weights across grade levels for selected process and
,eadability variables by scales

=1111001-

Narrative 4th Grade 9th Grade

TOI

TOM

POD

Readability

No. of Words

No. of Sent.

NS:

SylU 100 Words

NS

NS NS:

NS NS:

NS NS:

NS NS.

Expository

TOI

TOM

POD

Readability

Words/Sentence,

No. of Sent.

Syll/ 100 Words

Document

TO1

TOM

POD

Number of items

Type of documents

NS 11-3.3911

NS illF1-116

NS -2.02i

Fisq Ns:

NS NS.

NS NS'

NS,

: NS NS.

NS NS'

TOI = type of information; TOM = type of match; POD = plausibility of distracting information.

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Hence, despite the fact that TOM had the highest zero-order correlation with p-values, it did not remain
in the regression model. In contrast to the grade 4 results, analyses at grade 9 indicate thatTOl is not
significantly related to p-values or the other two process variables. With this variable, colinearity is not
a problem and the results are more directly interpretable.

This cautionary note notwithstanding, it is useful to examine the pattern of results shown in
Figure 6-1. FLA:, these data reveal that difficulty on the grade 4 and grade 9 literacy scales tended to
be explained better by the process variables than by the readability or structure variables. Only on the
expository scales do we find readability (i.e., average number of words at the grade 4 and overall
readability level at grade 9) contributing significantly to task difficulty. What these results suggest is
that the IEA Reading Literacy Study tended to be more of a measure of how well students were able to
respond to different types of questions and distracters than how well they were able to read and
understand a wide range of texts.

This does not mean that readability of text complexity is not an important aspect of the reading
process. These results indicate that this aspect of reading was not well represented in the materials used
in this assessment. It will be remembered, for example, that the average readability among the grade
4 narrative passages was 2.5, with no passages being above grade 4. Similarly, at grade 9 the average
readability was grade 4.4, with no story rated above grade 6.

In examining the data shown in Figure 6-1, we also can see that plausibility of distracting
information was a significant predictor on each of the six scales. By comparing across grades, we see
that th:- variable was more salient for grade 4 students than for grade 9 students, suggesting that one of
the most important aspects of the IEA survey was students' skill at being able to reduce uncertainty in
light of distracting information presented to meet the criteria of the task. In contrast, type of match was
more salient among the grade 9 'scales receiving the largest beta weight in each regression model. These
data suggest that at grade 9, tasks distinguished among students most in terms of whether they could
match, cycle, integrate, or generate information based on the texts they were given to read. Type of
information seemed less consistent in contributing to task difficulty across the two grades and three scales.
At the grade 4 level, it contributed significantly to the narrative and document scales, while at grade 9,
type of information predicted difficulty on the expository scale.

This pattern of results suggests that apart from plausibility of distracting information, the six
scales seemed to tap into somewhat different processing dimensions. These findings reinforce the
decision of the IEA to report results in terms of within-grade scoring rather than in terms of vertical
scaling. Vertical scaling would have put both grades 4 and 9 onto common scales linked by common
tasks. The underlying assumption would have been that each scale is basically measuring the same
aspects of narrative reading.

Thes /Wings raise important questions and provide insights in interpreting the results of this
assessment as well as in conceptualizing literacy in general. Why were certain dimensions of task
difficulty more salient than others? Was this the intention of the survey designers or are the results more
of a chance occurrence? Since test objectives are rarely assembled using a perspective such as the one
outlined here, it is important to distinguish between the skills that designers intend to measure and what
the test actually measures. Along this same line, it would be interesting to know whether the patterns
of task characteristics observed in this survey are similar to other U.S. measures of reading literacy and
whether or not they are similar to the instruments translated into other languages as part of the IEA
assessment.
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Another question that must be addressed is on what basis should we decide the principal
dimensions of task difficulty in the future. In our opinion, this question is more important than any

conclusions that we might offer in providing a final analysis of the IEA Reading Literacy Study. Clearly,

this survey could have more systematically addressed the issue of readability across the three scales. We

believe that using the paradigm described in this chapter, designers have a better understanding of factors

that can be manipulated to affect difficulty along a scale in the future. This knowledge could be used to

construct instruments that more systematically address dimensions believed to be important.

On a larger level, the analyses described in this chapter also address the issue of what constitutes

literacy. The findings suggest that this question really has two components: an internal validity and an

external validity. The internal validity component suggests that the variables that may affect performance

may vary from one group of tasks to another as the saliency of task dimensions differ. However, despite

differences between demonstrated proficiencies among groups of interest, the saliency of these variables

should remain rather uniform across these populations. Similarly, the external validity component

suggests that the constructs of literacy scales, again as defined by assessments and tests, may vary from

assessment to assessment and from test to test. It should be noted, however, that comparabilhy across
assessments or tests should be based as much on an understanding of skills that are contributing to

performance as on a statistical linking of distributions. This raises the issue of how we might proceed

to build better interpretive bridges between various assessments and tests of literacy such that questions

of policy might be more effectively addressed at all levels of education.
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Appendix 1

Scoring Rules for Narrative and Expository Variables

Type of Information

Type of information requested refers to the nature of information that readers must identify to

complete a narrative or expository question or directive. As Mosenthal and Kirsch' have noted,

narratives and exposition consist of a rather restricted range of information types. These information

types form a continuum of concreteness that was operationalized as follows for purposes of this analysis.

In sum, the scoring rules for type of information were as follows:

When the requested information is a:

Person, animal, or thing, score 1.

Amounts, time(s), attributes, actions, and locations, score 2.

Manner, goal, purpose, condition, or predicate adjective, score 3.

Cause, result, reason, evidence, or theme, score 4.

Equivalent, score 5.

Type of Match

The variable type of match refers to the processes used to relate information in the question to

information in the text to information in the choices. How this information is related is illustrated in the

following figure.

The type of match triangle

Questio

Answer
in

Choices

B

A
Text

The scoring rules for type of match (based on the figure) were as follows:

When the relations between the question and text and between the text and the answer are
both literal or synonymous, score 1 for type of match.

P.B. Mosenthal and I.S. Kirsch. 1991. Information types in nonmimetic documents: A review of Biddle's wipe-clean slate. Journal of

Reading, 34, 654-660.
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When the relation between the question and text or between the text and the answer requires
a low text-based inference while the other requires literal or synonymous match, score 2 for
type of match.
Whet - relation between the question and text and between the text and the answer both
require a low text-based inference, score 3 for type of match.

When either the relation between the question and the text or between the text and the
answer requires a high text-based inference, score 4 for type of match.

When the relation between the question, the text, and the answer requires the reader to
generate the appropriate interpretive framework to relate the three, score 5 for type of
match.

Plausibility of Distracting Information

Plausibility of distracting information refers to whether or not an identifiable match exists between
information in the question and the text, or between the text and the distracters, which makes it difficult
for readers to identify the correct answer. There were five degrees of plausibility. In sum, the scoring
rules for plausibility of distracting information were as follows:

In scoring for plausibility of distracting information:

When there is no distracting information in the text, score 1;

When distracters contain information that ccrresponds literally or synonymous to
information in the text but not in the same paragraph as the answer, score 2.

When distracters contain information that represents plausible invited inferences not based
on information related to the paragraph in which the answer occurs, score 3.

When one distracter in the choices contains information that is related to the information in
the same paragraph as the answer, score 4.

a) When two or more distracters in the choices contain information that is related to the
information in the same paragraph as the answer, score 5; or

b) When one or more distracters represent plausible inferences based on information
outside the text, score 5.

Scoring for Document Variables

Type of match refers to the processes used to relate information in the question to information in
the document. Unlike type of match in performing narrative and exposition tasks, type of match on the
document scales did not appear to require making additional matches from the question to the document
to the choices. Four types of document-matching strategies were identified: locate, cycle, integrate, and
generate strategies. On average, these represented successively more difficult tasks. The rules for
scoring document variables in terms of type of match were as follows:

187

184



Locate
If match is 1 feature, literal or synonymous with 1 response, score 1.

If match is 2 feature, literal or synonymous with 1 response, or 1 feature,

literal or synonymous with 2-3 item response with number of responses

specified in question or directive, or 1 feature, low text-based inference

with 1 response, score 2.

If match is 3 feature, literal or synonymous with 1 response, or 2 feature,

literal or synonymous, with 2-3 item response with number of responses

specified in question or directive, or I feature literal or synonymous with

inferred mathematical operation, score 3.

If match is 4 feature, literal or synonymous match with 1 response, or 2

feature, literal or synonymous match with 2-3 item response with number

of responses not specified in the question, or 1 feature, high text-based

inference with 1 response, score 4.

If match is 4 feature literal or synonymous with conditional information,

score 5.

Cycle
If match involves a series of 1 feature, literal or synonymous independent

matches, score 2.

If match involves a series of 1 feature, literal or synonymous dependent

matches, or 2 feature, literal or synonymous independent matches, or 1

feature, literal or synonymous independent matches that include counting

with 3 or more numbers, score 3.

If match involves a series of 2 feature, literal or synonymous dependent

matches, score 4.

Integrate
If match involves 2 or more 1 feature matches that are compared or

contrasted, or the integration of text information to answer document

information, score 3.

If match involves 2 or more 2 feature matches that are compared, score 4.

If match involves 2 or more 2 feature matches that are contrasted, score 5.

Generate
If match requires respondents to infer a causal pattern or trend, or make a

unique inference based on prior knowledge or highly conditional

information, score 5.
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Plausibility of Distracting Information

Plausibility of distracting information. This variable has to do whether or not there are
features from a question, or directives given, or requested information that appear in the document but,
once matched or identified, do not yield the correct requested information. In sum, the rules for scoring
plausibility of distracting information were as follows:

When plausible distracters:

Do not appear for either given or requested information, score 1.

For either given or requested (but not both) appear in a node other than the
answer node, score 2.

For both given and requested appear in different nodes other than the answer node,
score 3.

For both given and requested, both appear in the same node other than the answer
node, score 4.

For both given and requested appear in the same node as the answer, score 5.
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Table 2. Characteristics of the variables used in the analyses of grade 9 narrative tasks

Task
no. Narrative p-value

total
Type of Plausibility of

districting
iinformation

.
Type of

information
Number of

words
Number of
sentences

Number of
words per
sentence

Syllables
per 100
words

Number of
sentences per

100 words

Re,adabii
grade le

7 Shark . 96 1 I 4 467 46 10 115 12.0 1st
8 Shark . 94 1 2 4 467 46 10 115 12.0 1st
10 Shark . 93 1 I 4 46"/ 46 10 115 12.0 1st
2 Fox . . . 93 1 1 3 422 28 15 118 6.0 5th
9 Shark . 93 2 l 4 467 46 10 115 12.0 1st
4 Fox . . . 93 2 2 2 422 28 15 118 6.0 5th
5 Fox . . . 91 3 2 3 422 28 15 118 6.0 5th
11 Shark . 89 2 2 4 467 46 10 115 12.0 1st
37 Magician 80 3 2 3 712 52 14 120 7.5 4th
3 Fox . . . . 79 2 4 4 422 28 15 118 6.0 5th

47 Angel . . 77 3 2 3 1,143 95 12 130 7.3 6th
1 Fox . . 75 2 4 3 422 28 15 118 6.0 5th

49 Angel . 75 3 2 2 , 1,143 95 12 130 7.3 6th
50 Angel . 75 4 3 3 1,143 95 12 130 7.3 6th
31 Magician 73 4 3 4 712 52 14 120 7.5 4th
48 Angel . . 73 4 2 2 1,143 95 12 130 7.3 6th
34 Mute . . . 71 3 3 4 605 53 11 127 7.5 5th
36 Magician 71 2 5 2 712 52 14 120 7.5 4th
45 Angel . . 71 4 3 4 1,143 95 12 130 7.3 6th
46 Angel . . 71 4 2 3 1,143 95 12 130 7.3 6th
33 Magician 70 4 3 4 712 52 14 120 7.5 4th
35 Magician 68 4 3 4 712 52 14 120 7.5 4th
34 Magician 65 4 5 4 712 52 14 120 7.5 4th
36 Mute . . . 64 4 2 5 605 53 11 127 7.5 5th
33 Mute . . 60 4 4 5 605 53 11 127 7.5 5th
44 Angel . 59 5 5 4 1,143 95 12 130 7.3 6th
32 Magician 57 4 5 3 712 52 14 120 7.5 4th
32 Mute . . . 56 4 4 5 605 53 11 127 7.5 5th
35 Mute . . 44 5 4 4 605 53 11 127 7.5 5th

SOURCE: lEA Reading Literacy S udy, U.S. Nati 'nal Study data, National Center for Education Statistics, 1991.
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Table 3. Characteristics of the variables used in the analyses of grade 4 expository tasks

Task
no.

Narrative
p-value

total
Type of
match

Plausibility of
districting

information

Type of
information

Number of
words

Number of
sentences

Number of
words per
sentence

Syllables
per 100
words

Number of
sentences per

100 words

Readabilit
grade leve

42 Postcard . 97 1 1 i 56 7 8 112 12.5 1st

41 Postcard . 96 1 2 1 56 7 8 112 12.5 1st

56 Walrus . . 94 1 1 2 207 13 16 127 6.5 6th

55 Walrus . . 93 1 1 2 207 13 16 127 6.5 5th

3 Quicksand 90 1 2 2 141 11 13 119 7.4 4th

2 Quicksand 83 1 2 2 141 11 13 119 7.4 4th

57 Walrus . . 79 1 3 1 207 13 16 127 6.5 6th

58 Walrus . . 79 2 3 1 207 13 16 127 6.5 6th

59 Walrus . . 79 2 3 2 207 13 16 127 6.5 6th

1 Quicksand 79 3 2 3 141 11 13 119 7.4 4th

29 Trees . . . 74 2 2 3 389 20 19 116 5.8 5th

33 Trees . . . 72 3 3 2 389 20 19 116 3.8 5th

60 Walrus . . 59 1 4 3 207 13 16 127 6.5 6th

25 Marmot . 55 2 3 2 228 11 21 120 5.5 6th

31 Trees . . 55 3 4 4 389 20 19 116 5.8 5th

30 Trees . . . 50 3 3 4 389 20 19 116 5.8 5th

28 Marmot . 45 2 4 2 228 11 21 120 :,.5 6th

26 Marmot . 42 2 3 1 228 11 21 120 5.5 6th

27 Marmot . 41 3 4 4 228 11 21 120 5.5 6th

32 Trees . . . 35 5 5 5 389 20 19 116 5.8 5th

34 Trees . . . 34 5 5 5 389 20 19 116 5.8 5th

SOURCE: TEA Reading Literacy S udy, U.S. National Study data, National Center for EducationStatistics, 1991.

191

BEST COPY AVAILABLE

195



Table 4. Characteristics of the variables used in the analyses of grade 9 expository tasks
Task
no. Narrative

p-value
total

Type of
match

Plausibility of
. .

distracting
information

Type of
information

Number of
words

Number of
sentences

Number of
words per
sentence

Syllables
per 100
words

Number of
sentences per

100
Readabilii
grade lev

26 Laser . . . 92 1 2 2 830 48 17 119 6.3 5th
3 Paracutin 90 2 1 3 270 20 14 109 6.3 4th
16 Marmot . 85 2 3 2 228 11 21 120 5.5 6th
2 Paracutin 84 2 3 1 270 20 14 109 6.3 4th
19 Marmot . 83 2 4 2 228 11 21 120 5.5 6th
27 Laser . . . 82 2 2 4 830 48 17 119 6.3 5th
31 Laser . . . 82 1 4 3 830 48 17 119 6.3 5th
17 Marmot . 80 2 3 1 228 11 21 120 5.5 6th
28 Laser . . . 80 2 2 1 830 48 17 119 6.3 5th
4 Paracutin 80 3 3 3 270 20 14 109 6.3 4th

42 Smoke . . 76 3 3 3 368 16 23 146 4.8 9th
5 Paracutin 74 3 3 3 270 20 14 109 6.3 4th
6 Paracutin 74 3 3 4 270 20 14 109 6.3 4th

40 Literacy . 74 2 4 3 298 19 16 123 6.0 6th
39 Literacy . 72 2 7. 5 298 19 16 123 6.0 6th
1 Paracutin 71 4 3 3 270 20 14 109 6.3 4th
18 Marmot . 69 2 4 4 228 11 21 120 5.5 6th
41 Smoke . . 69 2 4 4 368 16 23 146 4.8 9th
29 Laser . . . 66 2 3 5 830 48 17 119 6.3 5th
30 Laser . . . 65 4 5 4 830 48 17 119 6.3 5th
38 Literacy . 64 4 3 4 298 14 16 123 6.0 6th
37 Literacy . 60 5 5 4 298 14 16 123 6.0 Gth
38 Smoke . . 58 2 5 4 368 16 23 146 4.8 9th
39 Smoke . . 50 4 5 4 368 16 23 146 4.8 9th
40 Smoke . . 51 4 5 4 368 16 23 146 4.8 9th
43 Smoke . . 46 5 3 5 368 16 23 146 4.8 9th

SOURCE: TEA Reading Literacy S tidy, U.S. National Study data, National Cente for EducationStatistics, 1991.



Table 5. Characteristics of the variables used in the analyses of grade 4 document tasks

Task no. Document p-value
Matching

given
information

Plausibility of
distracting
information

Type of
requested

information

Number of
items

Document
type

II Bottles 97 1
2 1 18 2

18 Content 97 1 2 1 22 2

49 Island 96 I 2 1 15 3

9 Bottles 96 1 2 1 18 2

19 Content 94 1
2 2 22 2

12 Bottles 93 2 2 1 18 2

17 Content 93 1 2 2 22 2

48 Island 92 1 2 1 15 3

13 Buses 91 1 2 2 27 2

24 Temperature . . 85 1 2 1 29 3

54 Timetable . . . 84 2 2 2 40 3

51 Island 82 2 2 2 15 3

52 Timetable . . . . 81 2 2 1 40 3

20 Temperature . . 78 1 2 2 29 3

50 Bottles 75 3 2 2 18 2

50 Island 70 3 2 1 15 3

14 Buses 70 3 3 1 27 2

53 Timetable . . . . 65 3 3 2 40 3

22 Temperature . . 49 3 2 2 29 3

23 Temperature . . 49 3 2 2 29 3

16 Buses 46 1 5 1 27 2

21 Temperature . . 36 3 3 2 29 3

15 Buses 29 5 4 2 27 2

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 6. Characteristics of the variables used in the analyses of grade 9 document tasks

Task no. Document p-value
Matching

given
information

Plausibility of
distracting
information

Type of
requested

information

Number of
items

Document
type

6 Card 98 1 1 1 16 2
8 Card 98 1 1 1 16 2
7 Card 97 1 1 1 16 2

28 Aspirol 96 1 2 2 106 2
27 Temperature . 95 1 2 1 29 3
9 Card 95 1 1 1 16 2

12 Card 95 1 2 1 16 2
23 Temperature . 91 1 2 2 29 3
29 Aspirol 90 1 2 1 106 2
19 Weather 89 2 2 1 154 2
21 Job 87 1 2 1 41 1

21 Weather 86 2 2 1 154 2
16 Directions . . . . 83 3 1 3 21 1
17 Directions . . . 83 3 1 3 21 I
23 Predator . . 82 3 3 2 68 4
26 Temperature . 82 3 2 2 29 3
10 Card 81 1 1 1 16 22J Weather 81 3 2 2 154 2
24 Temperature . 81 3 3 2 29 3
20 Job 79 2 2 1 41 1

25 Temperature . . 78 3 2 2 29 3
14 Resources . . . . 77 3 2 3 61 3
13 Resources . . . . 75 3 1 3 61 3
18 Directions . . . . 72 3 I 3 21 1

14 Bus 71 3 2 3 140 4
11 Card 61 3 4 3 16 2
13 Bus 60 4 4 2 140 4

25 Predator 58 5 2 4 68 4
30 Aspirol 58 3 5 2 106 2
15 Resources . . . . 57 4 5 3 61 3
15 Bus 56 5 2 3 140 422 Job 54 4 5 I 41 1

22 Weather 53 4 4 2 154 2
24 Predator 48 5 2 5 68 4

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.



7 Creating a Measure of Reading Instruction

Marilyn R. Binkley, Linda M. Phillips, and Stephen P. Norris

7.1 Introduction

The very last sentence of Becoming a Nation of Readers: The Report of the Commission on

Reading, proclaims in bright red ink that "America will become a nation of readers when verified

practices of the best teachers in the best schools can be introduced throughout the country" (Anderson

et al., 120). While this is clearly an ideal worth striving for, this statement presupposes that it is clear

what the best practices might be in all cases. However, this very point has been debated in seemingly

endless ways for centuries.

Similarly, how best to capture definitions and descriptions of best practices is also unresolved.

While it appears reasonable to believe that it might be possible to observe successful teachers and describe

what they have done, the question of how to validate empirically the success of the practice in other

settings remains. One might collect survey data associated with a common or standard student outcome

measure. Assuming that the survey questions are appropriate, one might expect to create models of

effective instruction.

In principle, cross-national surve:, studies conducted by International Association for the

Evaluation of Educational Achievement (IEA) and the International Assessment of Educational Progress

(IAEP), as well as national surveys such as National Assessment of Educational Progress (NAEP), have

taken this approach. These studies have tried to measure both the outcome of instruction and the

instruction itself. The measures of instruction, along with other important descriptive variables, are then

used to explain differences in outcomes across nations or subpopulations.

While this approach is currently accepted practice, the usefulness of the reported instructional data

is questionable. Reports of associations between an isolated instructional practice and achievement, on

an item-by-item or construct-by-construct basis, do not always provide sufficient insight into the context

of instruction. Knowing that one nation or subpopulation did more or less of a particular thing is of

limited value. Data users are frequently at a loss as to how to balance one finding against another and

to reasonably construct an instructional program. Further, these reported associations often appear to

contradict the research literature reported in journals. Rather, data users, curriculum specialists, and

practitioners are more concerned with the mix of instructional practicesthe combinations that work.

Therefore, it might be more useful to step back and group items into more meaningful units for analysis.

These units should, in principle, correspond to theories of instruction.
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In this paper we suggest that there might be a more meaningful way to analyze and report oninstructional variables. It is our position that, in ways that are analogous to the construction of acognitive test, one might develop survey specificationsa blueprint or theoretic framefor measuring
instruction. The theoretic frame, in a large-scale national or cross-national survey, would be all inclusivein that it would capture the widest possible range of instructional practices. Then by placing items intothe theoretic frame, we could begin to explore whether there were more or less effective instructionalprograms.

Using instructional data from the LEA Reading Literacy Study, we hope to demonstrate thestrength of the procedures we would propose for future work. Along the way, we also will point outother design issues that need attention as well. We start by reporting on the association between threeinstructional items and achievementthe standard practice. In these three examples we hope to makeclear some of the limitations of this approach. We contrast this approach with our strategy. We proposea theoretic frame, based on the reading research literature, into which we might place constructs derivedfrom the data. These constructs were developed from groups of items drawn from the TeacherQuestionnaire of the Reading Literacy Study, which were subjected to exploratory factor analyses. Theconclusions that we can then draw are based on the intersection of the reported data and the theoreticframe. In this way, we marry exploratory statistical procedures with instructional research theory andconsequently arrive at stronger interpretiveunderstandings about the current state of instructional practice.

Because the theoretic frame we propose was developed after the survey had been conducted, andbecause the items were not specifically written to meet the criteria of definitions established in that frame,our discussion of findings is limited and tentative. Our point is to demonstrate a methodology that webelieve might be more effective in designing future work and ultimately that could better inform practice.

In effect, this paper has two messages. One draws an interpretation of the LEA Reading LiteracyStudy data on reading instruction in the United States. The second, and for us the more crucial point,emphasizes the methodological issues that need further consideration in future studies so that findings canbe based on a more rigorous and solid footing. In fact, the overall point of the paper does not dependon the particular interpretation of reading theory that we put forth. Rather, alternative interpretations ofthe data might be just as valid. However, we strongly believe that without the initial statement of atheoretic frame, one cannot be sure what was measured.

7.2 The Available Data

The IEA Reading Literacy Study provided an unusually good opportunity to work with data aboutinstruction) Within the United States, the glimpse into the "black box" that constitutes grade 4 readinginstruction was provided by 190 items related to classroom reading instructional activities on the IEAReading Literacy Study Teacher Questionnaire. Over 300 teachers from 167 schools responded. Thus,when used with the proper weights, this sample constitutes a nationally representative sample of grade4 reading classes and their teachers in the United States.

Unlike other academic disciplines where a clearly specified list of topics to be covered at aparticular grade level could be produced, or where particular instructional strategies could be associatedwith topics, reading instruction is much more amorphous. The 190 items represented views about issuesin reading instruction, instructional activities that represent common practice, attributes of numerousinstructional programs, and some standard policy stances relating to materials, time allocation, and classgroupings.

tFor a complete description of the LEA Reading Literacy Study. see Binkley and Rust (1994).
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The 190 items did not necessarily represent the full range of possible instructional strategies. The

items had been generated through a consensus process whereby representatives from each of the

participating countries could add or delete items through open discussion. Thus, there might have been

some undetected or unanticipated bias in the array of items. While each item tended to represent a

discrete activity, any of these activities might be associated with one or more philosophical approaches

to reading instruction. For example, many programs call for such activities as "comparing pictures and

stories." Therefore, it would be difficult to attribute a single item to a particular philosophical approach.

7.3 Item-Level Analysis

For the purposes of providing examples of standard reporting practices with regard to

instructional data, we have chosen three items from the Teacher Questionnaire that correspond closely

to items included in NAEP. This makes it possible to compare data and to examine findings more

generally.

The items were drawn from question 50 of the grade 4 Teacher Questionnaire (see the appendix

to this chapter), which asked teachers to state how often their students were typically involved in specific

reading activities. The activities ranged from learning letter-sound relationships, to making

generalizations and inferences, to reading in other subject areas. The three items reported on ask about

phonics instruction, the use of writing in response to reading, and the provision of time to read silently

in class. The criteria for the selection of these items was based solely on the correspondence to NAEP.

We look first at the frequency of learning letter-sound relationships and/or phonics.

Example 1: Frequency of Phonics Instruction

As concisely stated by Lundberg and Linnakyla (1992, 2), phonics most often refers to a stage-

wise, objective-based strategy where specific decoding skills are taught with the aim of full mastery

within the first 2 school years. The purpose of this instruction is to make certain that children understand

the fundamental nature of the alphabetic principle and that they acquire ready familiarity with frequent

words and with spelling patterns and their mapping to sounds. (Also see Adams 1990; Chall 1967; and

Anderson et al. 1985.)

Within the context of the IEA Reading Literacy Study Teacher Questionnaire, teachers were asked

not about their adherence to the more global theoretic positions most often associated with phonics

instruction, but rather how frequently they specifically included instruction in letter-sound relationships

in their classroom activities.

While the data reported in Table 7-1 suggest that the more frequently the teacher reports the use

of phonics instruction, the lower the mean score of students for each of the three scales, there are no

statistically significant differences among the means of groups of students whose teachers reported using

this practice to varying extents for any scale. The level of statistical significance must be controlled for

the fact that many comparisons are involved (six for each of the three scales), with the result that even

the apparent differences between the extreme groups in each case are not significant.

This contrasts with the results of the 1992 NAEP reading assessment, in which grade 4 students

of teachers who reported a heavy emphasis on the use of phonics had considerably lower mean reading

achievement than those whose teachers reported a moderate emphasis. This second group, in turn, had

slightly lower mean achievement than students of teachers who reported little or no emphasis on phonics.

4-U4
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Table 7-1. Class mean reading proficiency scores, by frequency of phonics instruction
Frequency Percent Narrative Expository Document
Almost never 22.5 564 (7.0) 550 (6.7) 562 (5.9)
About once or twice a month 15.5 556 (6.4) 538 (5.8) 553 (6.8)
About once or twice a week 33.0 557 (5.4) 542 (4.4) 551 (3.4)
Almoct ev.ry dqv 27.0 550 (6.4) 535 (5.3) 545 (4.4)

NOTE: Numbers in parentheses are standard errors.

SOURCE: IEA Reading Literacy Study. U.S. National Study data, National Center for Education Statistics, 1991.

Although the IEA and NAEP items have very similar wordings, in the IEA Reading Literacy
Study the question asks about a specific subset of activities, while the question in NAEP places phonics
in a context where it represents an entire instructional approach. In contrast to the other instructional
approaches (literature-based reading, integration of reading and writing, and whole language) considered
in NAEP, phonics alone would tend to be limited only to beginning reading instruction' in its intent.
It is the only approach included in that list that focuses solely on the decoding aspect of reading
instruction. Therefore, we might expect that the NAEP data would show larger effects associated with
this instructional stance than the IEA data, gathered via the questions that refer solely to specific letter-
sound relationships.

In interpreting the data in both the IEA Reading Literacy Study and NAEP, we note that where
grade 4 teachers report high levels of phonics instruction, students tend to have lower achievement scores.
Given that this activity or instructional approach is recommended for beginning or delayed readers (Stahl
1992), and that it should be suspended after grade 2 if students demonstrate adequate abilities (Anderson
et al. 1985), it seems that the students who are receiving phonics instruction may have entered grade 4
with lower reading abilities. Consequently, we can draw no conclusions about the efficacy of phonics
instruction based on these data.

Example 2: Writing in Response to Reading

When reading is considered in the larger context of language usage or communication, the
interrelationships between speaking and listening and reading and writing become more prominent. There
has been a growing emphasis on tying reading and writing more closely together because of the natural
ways in which they complement each other and call upon related cognitive capacities (Loban 1963;
Durkin 1988; Moffett and Wagner 1983; Lewin 1992; Farr et al. 1991; Reid 1990; Clay 1985).
Strategies are multiplying for having students respond in ways that more closely emulate what people
more generally do when reading. Consequently, more and more children are being asked to write
summaries, to keep a personal reading journal, or to write to a friend about a book and their reactions
to it (McGinley and Madigan 1990).

Teachers were asked to report the frequency with which they ask their students to respond in
writing to something they have read. As seen in Table 7-2, the data show that the group of students
whose teachers reported that students almost never write in response to something that they have read is
too small to draw any meaningful conclusions. There are no differences in mean achievement among
students with teachers in the other three groups, who reported with varying frequency that they use thispractice.

'This does not mean that advocates of phonics instruction he!ieve that once children have learned phonics, reading instruction is .:omplete.Rather, they then advocate continued reading instruction to facilitate comprehension.
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Table 7-2. Class mean reading proficiency scores by teacher-reported frequency of written

responses to reading

Frequency Percent Narrative Expository Document

Almost never 0.1 497 (34.2) 500 (27.3) 521 (20.4)

About once or twice a month 18.2 559 (7.5) 543 (7.0) 559 (7.2)

About once or twice a week 48.8 558 (4.2) 543 (5.7) 551 (4.0)

About once a da 32.4 557 (5.9) 541 (5.2) 551 (5,4)

NOTE: Numbers in parentheses are standard errors. Percentages may not add to 100 due to rounding.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Similarly, the 1992 NAEP reading assessment showed no significant difference in mean reading

achievement among grade 4 students whose teachers reported that they write almost every day in response

to something they have read, or write at least once a week, or write less than weekly.

Can we conclude that writing in response to reading has no effect on reading achievement? In

their extensive review of the literature related to the integration of reading and writing, Tierney and

Shanahan (1991) would likely argue that the data are inconclusive at this time because, despite

methodological advances in exploring this area, "the research on reading-writing relationships should be

viewed as still in its infancy." Consequently, the instructional strategies that have been implemented to

date might in fact be misguided or misused. Further, it is striking that an overwhelming majority of the

research conducted in this area has focused on students of high school or college age. Therefore, one

would wonder about the ability of grade 4 students to successfully use similar approaches. Alternatively,

we have no measure as to whether beginning this type of instruction at this grade level results in higher

achievement in successive grades. Once again, there is little indication from these data as to an

appa priate policy decision.

Example 3: Silent Reading in Class

Numerous researchers have found that how much a child reads is highly associated with various

measures of reading achievement (Anderson, Wilson, and Fielding 1988; Greaney 1980; Greaney and

Hegarty 1984; Kirsch and Guthrie 1984; Krashen 1988; Heyns 1978). However, Thurlow et al. (1984)

have pointed out that perhaps too little actual sustained reading may be occurring in school as a part of

reading instruction. In the Reading Literacy Study, teachers were asked how frequently their students

silently read in class.

The data in Table 7-3 show that the groups of students whose teachers reported that they read

silently either almost never or once or twice a month are too small to draw any meaningful conclusions.

There are no significant differences across the scales in the mean achievement of the students whose

teachers reported silent reading once or twice a week and those whose teachers reported silent reading

almost every day.

In comparison, the 1992 NAEP reading assessment showed that grade 4 students whose teachers

reported that their students read silently almost every day had somewhat higher mean achievement than

did students whose teachers reported that their students read silently at least once a week. The group of

students whose teachers reported that they read silently less than weekly was very small.

There are two things that stand out when considering how to interpret these findings. First, in

contrast to, or perhaps as a consequence of, the warning that not enough sustained reading was going on

in classrooms during the early 1980s, we note that the lEA survey and NAEP surveys in the 1990s find

about 98 percent of the teachers reporting silent reading in class at least once a week. Second, there does
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not seem to be much difference in performance associated with whether students read at least once or
twice a week or almost every day.

Table 7-3. Class mean reading proficiency scores, by frequency of silent reading in class
Frequency Percent Narrative Expository Document

Almost never . . . . . . . ....... 0.1 484 (-) 469 (-) 498 (-)
About once or twice a month . . . . 1.8 561 (14.5) 559 (4.3) 556 (15.9)
About once or twice a week . . . . . 12.8 547 (12.7) 535 (11.0) 546 (9.7)
Almost every day 85.4 560 (3.2) 544 (3.4) 554 (3.1)

(-) = Sample size is too small to computer standard error.

NOTE: Numbers in parentheses are standard errors. Percentages may not add to 100 due to rounding.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

The real question, however, is whether this use of instructional time has improved reading
achievement. Pearson aid Fielding (1991) were surprised that methods designed to increase the amount
of uninterrupted reading children do in class had met with limited success. They reported on three
methodsbook floods (students are inundated with very easy access to numerous books), use of aclassroom library, and sustained silent reading. The findings showed that book floods were most
successful in settings where few books were available prior to the intervention (Elley and Mangubhai1983; Ingham 1982; Holdaway 1979). The work of Morrow and Weinstein (1986) indicated that the
voluntary free-time reading of grade 2 students could be increased if the classroom library was well
stocked and if there were related book enjoyment activities. However, this did not seem to transfer to
increased out-of-school reading. Sustained silent reading seemed most successful when it was
accompanied by peer and teacher interaction about books (McCracken 1971; Cline and Kretke 1980;
Collins 1980; Manning and Manning 1984). Once again, there is no clear indication of what an
appropriate policy decision might be.

In considering each of these three examples, it is striking that each one by itself does not seem
to enlighten the reader. The question and the data, without the surrounding information from a review
of the pertinent literature, would often lead the reader to perhaps an inaccurate conclusion. When placed
in the context of the literature, we are again left with more questions than we might like. We are left
wondering if we have sufficient information on which to base a judgment, or whether we have asked theright question in the right way. Clearly, we could continue to review each of the remaining 187
instructional variables in the same way. However, how it might help to improve our understanding of
instructional practices is unclear.

One alternative might be to ask teachers questions about instruction at a slightly more abstractlevel. We might ask, as NAEP did, about their emphasis on various instructional programs such as
literature-based reading, integration of reading and writing, and whole language. However, without
explanation and definition of what is intended by these terms, teachers are apt to respond with a more
widely divergent array of activities than if asked to respond with regard to more specific activities.

If we continue to ask questions at the same level of specificity, is there some way we might groupthe questions and aggregate the responses so that we might get some measure of adherence to a particular
program? In considering this issue, we wondered what a teacher might do with information regardinga particular instructional activity. When presented with a particular activity as a model of good
instruction, teachers are likely to evaluate it against what they are already doing and against the theory
of reading they have espoused. Although all teachers use most activities listed in the questionnaire, how
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they put them together and what aspects they emphasize are dependent on their own implicit theory of

reading.

Can we then look at how teachers tend to group instructional activities and the correspondence

with theoretic approaches to understanding reading and reading instruction? To do so, we must define

theories of reading. It is important to note, however, that theories of reading are a subset of theories of

learning. So, the.e i, a clew connection to larger currents of thought about theories of learning,

curriculum, and instruction.

7.4 Moving Beyond the Item by Establishing a Framework for Theories of Reading

In practice, teachers do not just focus their programs on a single, discrete activity. They tend

to be somewhat more goal oriented and to follow or create a pattern intended to move the student to a

greater accomplishment than could any single activity. The use of a combination of activities should, in

principle, reflect an implicit theory of learning and perhaps a more explicit theory of reading.

Because theories of reading have been promulgated since Plato, they are quite numerous.

Consequently, a way to characterize these theories systematically is needed. Logically, certain attributes

are common to all theories of reading. We have identified seven global attributes that make it difficult

to contrast theories of reading.

Reading theories are evolutionary. No 'reaVig theory stands on its own or comes from

nowhere. Each theory draws on previous conceptualizations and modifies these to suit

particular ends.

Reading theories are partial. No reading theory says all that can be said about reading, The

complexity of reading is immense, and new insights into its nature are being made

constantly.

Each reading theory has a focal phenomenon. No reading theory attempts to do everything.

Rather, each has a specific focus. For example, some theories concentrate on word

recognition processes (Gough 1972, 1985; La Berge and Samuels 1974, 1985; Stanovich

1991; Rumelhart 1985), while others concentrate on comprehension, almost to the exclusion

of letter-level processes (Just and Carpenter 1985; Kintsch and van Dijk 1978).

Reading theories with the same focal phenomenon take variant positions. For instance,

within the group of theories that have the focal phenomenon of word recognition, the

emphasis can vary. Some theories emphasize strict linear processing (e.g., Gough 1972,

1985); others emphasize interactive processing (e.g., Rumelhart 1985; Stanovich 1991;

La Berge and Samuels 1974, 1985).

Versions of each reading theory range from moderate to extreme. Within each theory there

are variant positions, with some proponents holding extreme positions and others holding

moderate ones. F2r example, some theories maintain that reading is acquired naturally,

and some proponents argue that teaching children to read any more than they are taught to

speak is a cause of reading failure (Goelman, Oberg, and Smith 1984). On the other side

are those who maintain that while learning to read is natural, some instruction can help to

prevent reading failure (Applebee and Langer 1983).
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Reading theories are complementary. They tend to be different rather than contradictory.
They tend not to contradict in many instances because they have different focal phenomena
or because they concentrate on a different aspect of the same phenomenon. Hence, different
theories tend to contribute to an understanding of different aspects of reading. Taken
together, they provide a more comprehensive view than any of them taken singly.

Not all reading theories look equally closely at reading. Some theories take a local,
microscopic look; others a global, macroscopic one. Word-recognition theories generallytend to be local and microscopic in their examination of reading, while comprehension
theories tend to be global and macroscopic.

The lack of a common focus makes it hard to contrast reading theories. However, there seemto be certain positions regarding distinctive attributes of reading theories that have had salience atdifferent times. Our aim is not to challenge the different theories, nor to repeat what has been said and
written before. Rather, our aim is to identify the distinctiveness of each of the dominant theories and toplace it in a time sequence that would convey its evolutionary nature.

To classify the reading theories, we have drawn on Straw's categorization system thatdistinguishes among five periods based on three criteria: locus of meaning, nature of knowledge neededto be literate, and purpose of literacy (Straw 1989). However, we have extended his descriptors byfocusing also on the attributes of theories of reading acquisition, instruction, and processes that would
likely be associated with his periods. This is not to say that each theory fits neatly into only one of thesecategories or in any one period of time. As noted at the beginning of this discussion, given theevolutionary nature of reading theories and instructional practice, remnants of earlier periods and
conceptions of reading continue to hold a very important place in both theory and practice.

The Progression of Reading Theories

The categorization system that we use divides conceptualizations of reading into just four periods.It combines Straw's first two periodstransmission and translationinto one that we label transmission,
and maintains the remaining threeinteraction, transaction, and social construction.'

Transmission. As defined by Straw, in the transmission period the meaning of text rests withthe author, arid the knowledge incorporated into a text by an author is to be reproduced by the reader.
This conceptualization of reading supports conceptions of teaching and learning that hold up the teacheras the source of knowledge and the student as the recipient of that knowledge. The purpose of readingis to reproduce the author's intention.

Straw contrasts this with the translation period, where meaning lies in the text, and the text isseen as independent of its author. The reader is seen as a decoder of text, not of the authors' intentions.To decode text, the reader needs knowledge about reading and literature skills. Emphasis is placed onthe entertainment value of text, as well as on the information found in it (Just and Carpenter 1980; Davis1944; Gough 1972; La Berge and Samuels 1974).

While Straw designates specific dates foreach period, we believe that for )ur purposes these designations are not important. Rather, we aremore interested in the progression across time, and the way in which these periods correspond to notions of acquisition, instruction, andprocesses. Further, we believe that while many might disagree with his time periods, few would argue with the progression.
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From our perspective we see the two as similar because in both instances the meaning of the text

rests outside of the reader, and in both cases the reader is expected to reproduce what is someone else's

meaning and knowledge as represented in the text.

One might expect stage models of reading acquisition to be associated with this period. Stage

models assume that human development progresses through a series of qualitatively different stages, that

the stages are nierarcnicany oraered, ana that higher stages cannot be reaciieti witiloui going tiztuug;i diG

ones below (Chall 1983; Gough and Hil linger 1980; and to a lesser extent, Mason 1980). A singular

simiiariLy ael Us stagc aii understanding of the alphabet is basic to reading acquisition (Juel

1991)can help to explain the connection we see. Given that the alphabet is an abstraction that is

removed from the basic understanding of words, it requires some intervention on the part of a teacher,

parent, or guide to facilitate learning.

Given the notion of a hierarchy inherent in stage theories, it also seems reasonable to see reading

acquisition as the accretion of subskills or components that together make up reading (Barrett 1968, Gray

1960). When reading is seen as a collection of skills, such as letter recognition, ability to make letter-

sound correspondences, word recognition, finding the main idea, sequencing ideas, and making

inferences, one is dependent on an expert to order those skills in some logical progression for learning.

Most basal reading series are structured on such a model of reading acquisition.

This period is very prescriptive in its stance. A central tenet is that students must be taught to

use the single system of language properly. The definitions and rules of this system form the basis for

what is taught. Teaching phonics before children have a concept of reading is the epitome of the

prescriptive approach to reading literacy instruction. For instance, some theorists argue that phonics

instruction is the only way to begin to teach reading: first teach the letters, then the sounds of each letter,

then the many phonic generalizations, and so on (Flesch 1955; Balmuth 1982).

Information-processing theories of reading, which compare human mental processes to the

operation of a computer, are highly consistent with the stance of this period. According to many of these

theories, information taken in by the senses is processed by a series of discrete processors. The output

for one processor becomes the input for the next one in a linear series of steps. For instance, Gough

proposes a comprehensive description of the reading process that begins with an eye fixation. Thence,

the visual system produces an iconic image, which is matched against patterns for letter recognition.

These patterns are then mapped onto lexical entries and stored for each word until they can be arranged

into a larger unit of meaning. The process then starts from the beginning again with a fixation on another

element of text (Gough 1985). Variations on this view would allow for information to be chunked into

whole units (Lab -;rge and Samuels 1985), or might be somewhat more interactive (Ruddell and Speaker

1985; Rumelhart 1985).

This prescriptive/information processing tradition, characteristic of the transmission period,

continues to exert a powerful influence on school language arts programs. Teachers continue to include

grammar and phonics instruction in their programs; publishers supply grammar texts and phonics drill

books; and computer software is offered based on the prescriptive traditions (Reinking and Bridwell-

Bowles 199 I).

Interaction. During the interaction period, meaning resides with readers and text. The theories

of this period assume that three sources of knowledge are needed by readers: knowledge of authors and

of text and personal experience. The good reader is the one whose background knowledge fits the text.

These theories also assume that meaning is determinate. Reading is seen as a means whereby authors

and readers can share knowledge and experience (Frye 1957; Goodman 1970; and Rumelhart 1977,

1985).
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This period marks the beginning of a shift in views regarding instruction and cognitive
processing. In contrast to the very prescriptive view previously held, we see the development of a
psycholinguistic view where language is perceived as an instrument and the vernacular speech that
children bring to school is seen as an adequate base for learning to read. Spoken language is seen as the
overt performance of underlying, abstract abilities that involve phonological, syntactic, and semantic
components of linguistic competence. The theme of building on those things the student already
knowslinking the more formal language of school to the informal vernacular and the more disciplined
academic understandings to the experientially acquired concepts already in place in the mind of the
learnerfit the definition of interaction.

Learning to read is a matter of employing these components in the processing of meaning. Reading is
much more than recoding visual symbols into their spoken equivalents. It involves readers in using their
knowledge of oral language and their powers of conceptualization to derive meaning from print. The
reader's knowledge of language includes familiarity with the syntactic order of linguistic elements andthe semantic relationships among them. The reader's background experience with oral language is
assumed to be a crucial factor in reading development.

Psycholinguistic approaches to reading instruction are based on the principle of continuity between
home and school in the young child's experience and language. Beginning readers encounter written
materials as part of their natural language development. They are encouraged to read them fluently in
terms of their own language and meanings, rather than precisely and accurately in terms of what appears
on the printed page as is required in the prescriptive approach. The graph;c symbols are only part of the
information that readers use; syntactic and semantic predictions supplement the visual display. These
sources of information are available from the child's own linguistic competence acquired in the preschool
years.

In the psycholinguistic view, language is a self-contained system to be acquired and refined by
the individual. Psycho linguists are primarily concerned with the individual reader and how that reader
establishes meaning for text. Of primary concern are the intrapersonal context, the background
knowledge and skills that the reader brings to the task of interpreting a text, and individual differences
in knowledge and skills. Consistent with this psycholinguistic view, we see the development of schema-
theoretic views where individuals are believed to possess cognitive structures called "schemata" (Andersonand Pearson 1984). These schema consist of organized sets of concepts, and understanding a piece of
text occurs when stimuli from the text are fitted into one of these structures.

Transaction. During the transaction period, constructing meaning is considered to be agenerative act. The meaning of text is indeterminate and is constructed by readers while reading. In
order to construct meaning, readers draw on a variety of knowledge sources including the text, knowledgeof language, and experience. In contras to the first two models described above, which arecommunicative, transactional theories assume that reading is more than the reception or processing ofinformation in text. The reader generates meaning in response to text. The purpose of reading, incontrast to the communicative purpose of the previous models, is actualization (Rosenblatt 1978;Tompkins 1980; Harste, Burke, and Woodward, 1982; Straw 1989).

In this period, there are the beginnings of a number of major shifts in the stances taken by
theorists. The stage models that prevailed in the two prior periods begin to be challenged by another
conceptionthe nonstage model that assumes human development is continuous, and that reading does
not require qualitatively different abilities for children and adults. So, what is required of a child to reada piece of text is the same as what is required of the adult; the difference is that the adult has a broaderbase of knowledge on which to draw in making an interpretation (Goodman and Goodman, 1979; Harste,Burke, and Woodward 1982; Smith 1973). This shift is necessary if one believes in having meaning
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produced or generated by the reader. Without an array of basic thinking processes, knowledge could not

be generated.

Consequently, reading acquisition is no longer seen as necessarily based on formal, well-

structured, sequential instruction. Theorists in this period maintain that reading acquisition is a natural

activity analogous to learning to speak one's native language. Children learn to speak naturally, without

formal instruction, when reared in the context of other speakers of the language. And learning to read,

just like learning to speak and to walk, emerges early in life from children's experiences with spoken and

written language (Goodman 1986; Harste and Woodward 1989; Kastler, Rosen, and Hoffman 1987;

Pearson 1985). Children learn to read earlier in the context of more diverse oral language use (Snow

and Perlman 1985) and through more active engagement with written language (Cullinan 1989; Strickland

and Morrow 1989; Sulzby 1985). Even within this group of theorists, however, there is often the

acknowledgment that children profit from help (Ehri 1987; Goodman 1986; Harste and Woodward 1989).

During the transaction period, the psycholinguistic views expand to include a somewhat more

sociolinguistic position. From this larger perspective, language cannot be separated from its social

context and reading is viewed not only as a set of cognitive processes, but also as social and linguistic

processes (Wells 1986). As a social process, reading is used to establish, structure, and maintain social

relationships among people. As a linguistic process, reading is used to communicate intentions and

meaning between authors and readers (Olsen, Torrance, and Hildyard 1985).

Roth the psycholinguistic and sociolinguistic theories of the period lead to experiential learning

or the achievement of linguistic abilities through engagement in language use. Children are encouraged

and allowed to learn to read by reading for purposes that are personally meaningful. School reading

programs provide opportunities for reflective appraisal of these communications (Moffett 1983).

Traditional, prescriptive information about language, such as the rules governing the relationships

between words called nouns and other words called verbs, may provide some useful tools of appraisal.

To this reflective repertoire could be added powerful tools of appraisal in the form of sociolinguistic

understandings about such factors as the effects of certain kinds of audiences, situations, and purposes

on meaning.

As opposed to the subskill view that characterized earlier periods, we see the emergence of a

holistic view that maintains that reading is more than the sum of its parts and involves more than a

collection of skills (Goodman 1986; Harste and Woodward 1989). Every reading act, according to

holistic theories, requires the integration of skill, background knowledge, purpose and intention, and

attitudes. Consequently, the characteristics of the reader and the text cannot be analyzed separately, as

assumed by earlier reading theories. Reading emerges in the transaction between readers and text. In

contrast to earlier interactive models, which assume that the text and the reader are separable entities,

both readers and text are seen as aspects of a total event according to transactional theories of reading

(Beach and Hynds 1991).

Learning to read is seen as a process of being socialized into the uses of written language. There

is a renewed interest in the home as a setting in which some children become literate and from which

schools can learn how to establish settings that are more effective for general literacy teaching (Harste,

Burke, and Woodward 1982).

Social Construction. In the newly emerging period called social construction, knowledge is

socially patterned and conditioned. The locus of meaning is in the social context, not with any person

or object. As in the transaction period, the focus is on the construction of meaningnot by a single

author or reader, but rather by society as a whole (Vygotsky 1978; Hunt 1990; Hynds 1990).
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Here the primary concern is with the interpersonal context, the organization of reading events,
the interaction of participants, the influences of the interaction on the processes of reading, and how the
reading influences the interaction of the participants. Language nc ither develops as an autonomous
system nor is it used as one, since language is a personal, social, and cultural phenomenon (Guthrie and
Greaney 1991). It is not learned as a system and then put into use; it is learned as its functions are
learned. Effective language use involves much more than learning words, pronunciation, spelling, and
grammar. It involves sensitivity to audience factors such .as social status and conventions such as turn-
taking in conversation. The pragmatic dimension of language is the central focus in this newly emerging,
very sociolinguistic view.

We arrive then at the definition of four dominant theory systems:

Transmission, where the meaning of the text lies outside the reader who is expected to
reproduce it, where teaching is based on a prescriptive view of language, instruction is
hierarchical and subskill in nature, and processing is done in linear fashion.

Interaction, where the meaning of the text resides with both the text and the reader who
is expected to have some background knowledge that fits the text, and where we see an
interaction between the vernacular language of the student and the more formal language
of school and text.

Transaction, where meaning is generated by the reader while reading, where a reader of
any age is expected to read in the same manner, albeit with differing levels of knowledge
on which to base an interpretation, and in which the reading act is clearly considered to be
holistic in nature and is tightly integrated into the socialization associated with active
language use.

Social Construction, where all knowledge is socially patterned and constructed not by
individuals, but rather in a group context.

7.5 Turning Groups of Items into Meaningful Constructs

Having established definitions of four dominant theory systems, we turn back to the LEA Reading
Literacy Study data to determine how the two might fit together. While in principle, items might havebeen written or might be grouped on the basis of a theoretic stance, the questionnaire was not developedin a manner that explicitly reflected theoretic stances. Among the set of instructional items, a number
of particular items could be classified as representative of more than one school of thought. For example,
very few reading theorists would argue against having students do such things as "compare pictures and
stories" or "understand why they are reading." Most, if not all, would consider these activities a naturalpart of reading and thinking. However, theorists would argue about how one might arrive at or structuresuch activities. Consequently, a number of items could be expected to be associated with a number oftheoretic stances.

Within the questionnaire, there were blocks of items that had the same response scales and weregrouped together as a single "question" because they had a common theme that tied the block of items
to the literature on reading. For example, in question 53 on the grade 4 Teacher Questionnaire (see theappendix to this chapter), the 30 subsumed items are all generally tied to teaching practices. However,the group of items tap more than one aspect of instructional practice. Some of the items are statementsrelated to student- or teacher-directedness (e.g., "Students have a choice in what they will do"), while
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others relate more closely to the content of reading instruction (e.g., "Specific skills are taught at certain

times").

Therefore, to establish both a theoretic (i.e., based on reading theory) and an empirical basis for

our groupings, we engaged in exploratory factor analyses to get at the latent structure of these items. As

a general strategy, a principal factor solution was obtained and, in the first instance, factors with

eigenvalues greater than I were rotated to an oblique solution. In subsequent analyses, factors were

rotated until a solution was obtained that exhibited good simple structure and whose factors could be

assign.,c1 meaning consistent with a theory of reading. Factor scores were then estimated to provide

measures of the latent variables identified.

To illustrate what we have done, we focus on four of these omnibus questions. The first is a

measure of what teachers believe about reading instruction (question 43). The second focuses on what

they do when teaching reading (question 53). The third focuses on what they have students do (question

30). The fourth looks at what they assess (question 46). See the appendix to this chapter for a copy of

these questions.

What Teachers Believe About Reading Instruction. In question 43, teachers were asked to

indicate their level of agreement with stateni,nts about issues in reading instruction. This question

provides a glimpse into teachers' beliefs about reading theory and how instruction should be organized.

As seen in Table 7-4, based both on an empirical rule of thumb where we considered factors with

eigenvalues greater than 1 and a theoretic stance where the group of items in the first factor contrast with

those in the second, we defined two factors from this question block. The first factor, labeled sequenced

instruction, is characterized by sequencing, mastery of prior levels before moving on, accuracy, and

heavy teacher direction. While this stance is likely to be consistent with what phonics advocates might

suggest, it is bvoader than just phonics. Although never specifically stated, one might read into this factor

a belief in developmental stages that are carefully orchestrated by either the materials or the teacher.

Sequence also may be related to beliefs about the logic of the subject matter moving from simple to more

complex.

Although a number of the items in this factor are not specifically unique to transmission, and

some are not exclusively related only to the period, the items loading in this factor mostly characterize

the theoretic stance underlying transmission. "Accuracy" is representative of reproduction of an author's

or text's message or knowledge. The necessity for correctness can easily be associated with a rule-driven

or prescribed notion of language use. The controlled movement across graded sets of materials can be

related to the idea of a hierarchy and stages of development. All of these attributes are characteristic of

the transmission period.

In considering the distribution of teachers' responses to the items in this factor, the general picture

that emerges is that, at a minimum, 60 percent of the teachers appear to disagree with beliefs that are

consistent with this factor. However, there are four items where this pattern is not as strong. Two items

are related to the use of sequenced materials in class. Here teachers seem to be more evenly divided in

their beliefs. Teachers also seem to be strongly supportive of providing feedback and monitoring stuck.

progress.

In contrast, the second factor, extensive exposure to reading, is characterized by students' active

involvement in frequent extended reading, both at school and at home. There is little mention of teacher

direction in this factor. It is characterized most by its focus on what the student does. Here are elements

of whole language approaches, with students being given a more central role in constructing meaning.
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Simil aly, there is mention of the integration of reading and writing where students are encouraged to
read texts they themselves have written.

Table 74. What teachers believe about reading instruction
Factor

loading Item

Factor 1 -- Sequenced Instruction

0.58 Reading learning materials should be carefully sequenced in terms of language structures andvocabulary
0.56 Most of what a student reads should be assessed
0.56 Every mistake a student makes in reading aloud should be corrected at once
0.55 Teachers should carefully follow the sequence of the textbook
0.55 Teachers should always group students according to their reading ability
0.54 All students' comprehension assignments should be carefully marked to provide them withfeedback
0.52 Students should not start a new book until they have finished the last
0.46 When my students read to me, I expect them to read every word accurately
0.46 Class sets of graded reading material should be used as the basis for the reading program
0.45 Students should learn most of their new words from lessons designed to enhance theirvocabulary

0.39 Teachers should keep careful records of every student's reading progress
0.32 A word recognition test is sufficient for assessing students' reading levels
0 31 Students who can't understand what they read haven't been taught proper comprehension skills
0.24 9-year-olds should not have access to hooks they will read in the next year at school

Factor 2 Extensive Exposure to Reading
0.51 Students should take a book home to read every day
0.41 Every day students should be read to by the teacher from a story book
0.40 Students should always understand what they are reading
0.39 All students should enjoy reading
0.38 Students should be encouraged to read texts they have written
0.32 Students should always understand why they are reading
0.30 Most students improve their reading best by extensive reading on their own

* Percentages may not add to 100 because response category "uncertain" has rot been included.
SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Disagree Agree

Percents

44 41

60 22

82 12

72 14

84 13

23 67

69 17

65 27

37 32

57 27

7 84

90 3

66 10

76 10

13 76

11 86

21 58

10 82

95

12 74

11 75

Once again, although we see that all the items clustered in this factor need not solely be tied to
a single particular period, we find that the underlying theme of the items in this factor would appear tobe most closely associated with either the interaction or transaction periods. The movement between
school and home, and between reading and writing, represent an integration between the more formal
language of school and the vernacular that would be associated with either a psycholinguistic or
sociolinguistic stance characteristic of these periods. These views are further developed by the statements
of enjoyment and extensive independent reading.

Teachers appear to strongly support the beliefs espoused in this factor. More than 74 percent of
the teachers agree with all but one of the items. In that item, students should always understand whatthey are reading, teachers seem to be permitting students a bit more latitude, and perhaps leaving more
room for students to be challenged by working at constructing meaning more interactively.

What Teachers Do. In question 53, teachers were asked how often they used specified teachingpractices in their classes. The items reflect a teacher's views and behavior with regard to who controlslearning. What is at issue across these items is the degree of autonomy that students are given.
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Across all the items in each of the three factors, there is an underlying assumption that the teacher

is orchestrating instruction (Table 7-5). The teacher is creating an environment in which students are

expected to learn certain thingsboth content and process. Within this structured environment there is,

however, a broad range in which instruction and learning can flourish.

Table 7-5. What teachers do
Factor loading Item Rarely Frequentiy

Factor I -- Student Centered
Percent

0.72 Students are given the opportunity to consider what they think they have learned,
as well as their perception of their strengths and weaknesses

70 30

0.72 Students are given the opportunity to assess their own progress 76 24

0.70 Students are encouraged to compare their written texts with the reading selection 88 12

0.69 Students are encouraged to use the reading selection as a source for ideas when
writing their texts

61 39

0.65 Students are given the opportunity to provide input on how they will be assessed 92 8

0.60 Students are given the opportunity to work on a variety of different projects 67 33

0.59 Students establish their own purposes and goals 85 15

0.54 Students are given the opportunity to discuss various possible themes for the
selection

72 28

0.54 Students are encouraged to compare their written texts with other students'
written texts

81 19

0.50 Students decide how they will approach their texts 90 10

0.40 Students have a choice in what they will do 84 16

0.34 Students are groan feedback by the teacher on the themes or main ideas of the
selections they read

54 46

Factor 2 Materials Directed

0.73 Students are given guided practice with skills 34 66

0.63 Specific skills are taught at certain times 35 65

0.53 Students are expected to follow the activities outlined in the lesson the teacher has
planned

15 85

0.45 Students are invited to consider how skills apply to what they have written 59 41

0.39 Students are told what they have learned and have yet to learn 54 46

0.38 Students are directed to answer a set of the teacher's questions 55 45

0.29 Students are given teacher feedback on how they compare with other students 87 13

Factor 3 Shared Direction

0.61 Students receive feedback from the teacher on their ideas 17 83

0.57 Students are informed as to the purposes of lessons 15 85

0.51 Students deal with issues and topics related to their own experiences 52 48

0.43 Students are directed to proceed based upon set guidelines 23 77

0.43 Students share their ideas with each other 43 57

0.41 Stu nts are told how what they know relates to a topic 49 51

0.27 Students are assigned specific topics to study 62 38

SOURCE: !EA Reading Literacy Study, U.S. National Study data, National Center fur Education Statistics, 1991.

Based both on the empirical test and the theoretical contrasts across sets of items, three distinct

patterns emerge.

Factor one, student centered, stresses student independence. Students are asked and encouraged

to consider and decide how they are doing, what they are doing, and how they will do it. This does not
imply anarchy. Rather, v, ithin a structured environment, students are given every opportunity to organize

themselves and the materials they use to construct meaning.

The seeming autonomy of the student, who is the reader, very closely emulates the terms of the
transaction or social construction periods. However, the group nature of the social construction period
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is not represented in any of the items. Within this factor, we see the marked movement away from a
hierarchical or staged stance. Students establish their purposes, decide how to approach their tasks, and
work interactively between the text and their own ideas. These attributes are all characteristic of the
transaction period.

An inspection of the distribution of teachers' responses seems to indicate that, at most, only about
a third of the teachers surveyed are likely to strongly support extensive use of student-centered teaching
strategies. It seems reasonable to conclude that, for the most part, teachers are still likely to be making
most of the decisions regarding instruction and are probably providing direct instruction.

The items in factor two, materials directed, represent the other end of the continuum. Here
students are directed as to what to do in a specified sequence. The teacher carefully maps out what will
be done in accordance with a highly structured and ordered sense of progression. The theme of this set
of items is that the expert or source of knowledge orchestrating instruction and meaning rests outside of
the student This view of reading would be most closely aligned with the transmission period.

As indicated by responses to the first three items in this factor, two-thirds or more of the teachers
surveyed indicate that students are expected to work frequently on activities that are skills oriented and
orchestrated in specific ways by the teacher or the materials they have been assigned. Teachers are more
evenly divided with regard to their use of the remaining strategies included in this factor, with the
exception of the last listed item, which few teachers do frequently.

The items in the third factor, shared direction, represent a give and take between teachers and
students. Teachers provide a high level of direction and feedback, but students are expected to generate
ideas, to share with one another, and to relate what they are learning to their own experiences. What
underlies this collection of items is the sense that students are given a great deal of latitude while they
work within a prescribed structure.

Despite the single item that might indicate the possibility of theories of social construction coming
into play (i.e., students share their ideas with each other), the factor as a whale seems more oriented
toward the give and take between the teacher who is mode:ing desired behaviors through the feedback
and structure of lessons and the students' use of their own knowledge. This reliance on and integration
between the students' own knowledge and the structure provided by either text or teacher underlies the
theories associated with the interaction period.

Although the distribution of teacher responses seems to vary a great deal across the items within
this factor, close inspection of the items reveals an inherent logic consistent with the notion of shared
direction. Teachers who believe in and practice behaviors that are consistent with an authoritative,
facilitating approach are more likely to provide students with feedback and are less likely to assign
specific topics. In principle, there seems to be reasonably high acceptance of this perspective among
teachers.

In general, it seems safe to conclude that the majority of teachers do not regularly use practices
that put the student at the center and with the most control. Rather, the teachers surveyed seem to most
favor teaching practices associated with shared direction or that are materials directed.

What Teachers Have Students Do. In question 30, teachers were asked how frequently they
have students do certain reading activities. In contrast to the last question, where the focus was on
descriptions of teacher bt,haviors, this question looks at the kinds of assignments and activities teachers
expect students to complete. Again, based both on an empirical rule of thumb, using only factors with
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an eigenvaiue greater than 1, and on theoretic contrasts, three factors emerge from this question, as

shown in Table 7-6.

Table 7-6. What teachers have students do

Factor loading Item Rarely Frequently

Factor 1 Schema-based activities
Percent

0.76 Making predictions during reading 16 84

0.71 Making generalizations and inferences 15 55

0.67 Relating experiences to reading
21 79

0.65 Orally summarizing their reading 31 69

0.63 Looking for the theme or message 25 75

0.42 Studying the style or structure of a text 60 40

Factor 2 -- Integrated language arts activities

0.63 Listening to students reading aloud to small groups or pairs 33 67

0.59 Discussion of books read by students 63 37

0.56 Dramatizing stones
95 5

0.46 Drawing in response to reading 72 28

0.45 Diagramming story content 82 18

0.43 Writing in response to reading 23 77

0.42 Reading other students' writing 60 40

0.38 Student leading discussion about passage 70 30

0.35 Reading plays or dramas 97 3

0.30 Comparing pictures and stories 45 55

Factor 3 -- Skills-based activities

0.81 Learning letter-sound relationships 41 59

0.65 Word attack skills
23 77

0.37 Learning new vocabulary from texts 8 92

0.35 Answering reading comprehension exercises in writing 9 91

0.35 Playing reading games (e.g., forming sentences from jumbled words) 82 18

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

In factor one, schema-based activities, students focus on the organization and interrelated aspects

of text. They move back and forth from the detail to the overarching theme to make predictions and

generalizations. They use what they know from experience and about the structure of text.

The instructional activities in this factor closely mirror the definition of the interaction period.

The period focuses on reliance on background knowledge of the reader, which serves as a context for

understanding. In activities such as making predictions, relating experiences reading, and looking for

the theme or message, students are calling forth the appropriate schemata for organizing the information

gathered from the text.

For all but two of the items included in this factor, over 70 percent of the teachers report
frequently having students do these things. In looking at the items, it is clear that they represent very

common practices associated with a directed reading lesson and have been suggested and included ill

teaching manuals for years. With regard to the two remaining items, making gen "ralizations and

inferences and studying the style or structure of a text, if one believed in a hierarchy of skills these

would be likely to be considered beyond the range of a grade 4 student. Therefore, it is not surprising

that fewer teachers reported frequent use of these activities.
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In factor two, labeled integrated language arts activities, the emphasis is on bringing all
communication modes together. Students listen and discuss, read and write, and respond through other
symbolic modes (drama, art).

The items grouped in this factor share an underlying theme, which is closely tied to the
sociolinguistic theories characteristic of the transaction period where reading and language more generally
are situated in a social context. The heavy reliance on discussion, dramatization, and writing of text
seems to indicate an emphasis on a more experiential approach to learning.

That there is a great deal of variability in the frequency with which teachers report using the
instructional activities in this group is to be expected given the nature of these items. Having students
dramatize stories or read plays or dramas is quite time consuming and possibly results in little added
benefit given the heavy time commitment. Even if the teacher were committed to this type of approach,
we would expect such differences among the items. However, in looking at those items teachers report
using frequently, we note that they need not be associated with this type of program. Students are often
asked to read aloud for diagnostic purposes. Students in any class frequently write something in response
to reading. And, it is not uncommon to have teachers in any subject area draw students' attention to the
accompanying pictures or diagrams in order to make comparisons with the text. Given the dispersion
of response rates, one would be very hard pressed to make any statement about teachers' commitment
to this approach as a whole.

In the third factor, skills-based activities, the emphasis is on what is literally in the text. It is
a very bottom-up orientation focusing on letters, words, sentences, and text-based understanding. This
factor conld most be associated with the transmission period, where the teacher or the text organizes tasks
to be accomplished that become increasingly more difficult and call forth increasingly more complex
coordinated skills.

The teachers surveyed seem to use the instructional activities included in this factor very
frequently. That only 58 percent report frequently teaching letter-sound relationships is not surprising,
because these are teachers of grade 4 students who, in principle, should have moved beyond this
particular type of activity. Similarly, playing reading games would also be most likely to be associated
with earlier gradespreschool, kindergarten, and grades I and 2.

What Teachers Test. In question 46, teachers were asked how frequently they assessed certain
aspects of reading (Table 7-7).

In their assessments teachers appear to emphasize three different concepts. As seen in factor one,
contextualized reading, teachers are testing the entire process. The basics of decoding and vocabulary
are given less emphasis in this factor than relating reading to what the student knows. The second factor,
reading stalls, focuses entirely on the basic subskills of readingdecoding, phonics. The third factor,
literal understanding, maintains a heavy, text-based, bottom-up orientation. Teachers are focusing on
what is specifically in the text.

One would be hard pressed to associate the assessment emphases with particular periods. Each
has somewhat overlapping elements. For example, word recognition and vocabulary are very closely
related, although the former is more strictly a decoding activity while the later represents some level of
understanding. It seems reasonable, however, to say that contextualized reading, due to its more
inclusive nature, would more likely to he associated with either the interaction or transaction periods.
Reading skills implies a more subs kill approach and an analytic organization of instruction, which would
require someone outside the learner to organize. Conseqi ntly, a case could be mac that this would best
match the transmission period. The third factor, literal understanding, given the progression from word
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to sentence to text, appears to rave elements of a hierarchy that are prevalent in both the transmission

and interaction periods.

Table 7-7. What teachers test
Factor loading Item Rarely Frequently

Factor 1 -- Comextualized reading
Percent

0.85 Use of background knowledge 11 89

0.72 Literary appreciation 20 80

0.62 Amount of reading 16 84

0.51 Vocabulary 5 95

0.51 Decoding 16 84

Factor 2 Reading skills

0.99 Phonic skills 21 79

0.42

Factor 3 -- Literal

Reading study skills

understanding

10 90

0.64 Word recognition 12 88

0.56 Text comprehension
99

0.50 Sentence understanding 2 98

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991

What is most striking about this group of factors and the distribution of teacher responses to the

items in each factor is that the teachers surveyed report frequently assessing everything, irrespective of

the content implied in the factor, and perhaps irrespective of what they might be teaching.

7.6 Joining Data and Theory

The illustrations of how the items group within each question block raise the question of whether

we can arrive at some systematic, integrated view of what is going on within classes. Do teachers in fact

integrate their beliefs, their practices, the activities they have students do, and their assessment practices

in ways that represent particular reading theories? The factor analyses of the four omnibus questions

resulted in 11 distinct factors that could be associated with certain theoretical stances. Mapping those
factors to the four reading periods, based on reading theory, might provide a tentative answer to our

question.

Teachers' beliefs grouped into two factors: sequenced instruction and extensive exposure to
reading. The first contains items that specifically related to a highly prescriptive, sequential, teacher-as-
source-of-knowledge view of reading. These are characteristic of the transmission period. In contrast,

the extensive exposure factor puts reading in a very natural acquisition mode with children doing
extensive reading on their own. There is very little teacher intervention, and students are encouraged to

read a gnat deal by themselves. These beliefs would be most typical of the transaction period.

With regard to what teachers do (e.g., how they provide instruction), the concern is most with

where the locus of meaning resides. The first factor, student centered, puts the learner/reader in control.
Statements of comparing their own writing with reading selections represent the generative act of
constructing meaning, which is characteristic of the transaction period. Readers and students are expected

to discuss various themes and to espouse a variety of positions regarding the meaning of text. The second
factor, materials directed, places the student in the position of recipient. All actions are organized by the
teacher in specific patterns. This is very prescriptive, and students are carefully guided through a series
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of skills. This position is most consistent with the transmission period. The third factor, shared
direction, contains items indicative of schema theory and psycholinguistic modelsstudents are expected
to deal with issues related to their experience and proceed according to set guidelines. There is a
structure to what they do that is imposed from outside but within which they exercise freedomsharing
their ideas. This give and take fits best with the interaction period.

In considering what teachers have students do, there were also three factors. The first, schema-
based activities, involved drawing background knowledge of both content and text structure together to
construct meaning. These activities are characteristic of the interactive period. The second factor,
integrated language arts activities, includes activities that involve an integration of symbolic forms, an
interaction with the text, and peers to go beyond the text. While it is probably most characteristic of the
transaction period, it also would fit within the definition of the interaction period. The third factor, skills-
based activities, only includes items that focus on small units of textwords, sentences. The very literal
nature of these items places the factor in either the transmission or interaction period.

In looking at what teachers test, we note that two factors, skills and literal understanding, are very
highly interrelated. Both focus on a bottom-up approach and are prescriptive and subskill in nature. Both
would be associated with transmission. Literal understanding might also be associated with the interaction
period if one assumes that it is the first step in developing an understanding of text. In contrast, the first
factor, contextualized reading, represents a much broader view of the reading process, incorporating
aspects of schema theory (use of background knowledge) and natural approaches to acquisition (amount
of reading). This type of testing would be consistent with the interaction or transaction periods.

Table 7-8 serves as a summary of the placement of each of these 11 factors based on the logical
relationship between the items and reading theory. What we see from this summary table is that the
factors regarding beliefs, teacher behaviors, student activities, and testingpractices can be aligned with
the dominant theories of reading. However, there are two issues to be considered. First, were all the
theories represented equitably? Second, what, if anything, is this configuration of data and the direction
of teacher responses telling us about the state of the art of instruction?

In Table 7-9, we have duplicated Table 7-8, but have replaced the asterisk (*) with the number
of items associated with each factor. In addition, we have limited any single factor to a single theoretic
period, emphasizing the earliest period with which it would be associated. This data display makes it
clear that based on the factor analyses of the responses of American teachers, there seems to be an
imbalance across the theories in terms of how well they are represented. For example, none of the
factors seem particularly representative of theories of social construction. Overall, the number of items
associated with, transmission is about 50 percent greater than those associated with transaction.

At least two possible reasons for this imbalance come to mind. First, one might consider whether
the items include an adequate and representative sample of the beliefs, behaviors, and activities that might
be associated with each period. Second, one might wonder if American teachers have had sufficient
exposure to each theoretic stance so that they might be explicitly implementing and/or emphasizing
instructional practices that might be associated with particular theoretic stances.

Both of these, interpretations have possible implications for future study. In the first case we
might argue that items should be developed to reflect a specified framework. The items would then be
more evenly distributed and would be associated with each theoretic stance before the data were collected.
This presents a challenge for survey developers: can the items be written so that they relate to one and
only one theoretic stance? The experience in this study cuggests this might be difficult. The items seem
more easily interpretable as a group than independently. Individual items might have more than one
interpretation and as a consequence could be associated with more than one theoretic stance. However,



once grouped into a factor it seems easier to infer the meaning as a respondent associated with the
individual item.

Table 7-8. Relating data to theory

Factor Transmission Interaction Transaction Social

What Teachers Believe . . Sequence-1 instruction *

Extensive exposure *

What Teachers Do Materials directed *

Shared direction *

Student centered *

What Teachers Have Students
Do

Skills-based activities

Schema-based activities *

Integrated language arts *

What Teachers Test Skills assessment

Literal understanding * *

Contextualized reading * *

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Table 7-9. Relating the number of data items to theory

Fctor Transmission Interaction Transaction Social

What Teachers Believe . . . Sequenced instruction 14

Extensive exposure 7

What Teachers Do Materials directed 7

Shared direction 7

Student centered 12

What Teachers Have Students
Do

Skills-based activities 5

Schema-based activities 6

Integrated language arts 10

What Teachers Test Skills 2

Literal understanding 3

Contextualized reading 5

SOURCE: lEA Reading Literacy Study, U.S. National Study data. National Center for Education Statistics, 1991.
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The second hypothesized interpretation regarding a measurement of implementation changes the

question asked. It implies that these items would be used repeatedly over time and that we would track
whether there were changes in the combinations of items clustered within factors and in the number of
teachers employing certain combinations of instructional strategies. When placed in juxtaposition with

information about modes of teacher training, this might provide insight into how to efficiently change

instructional practice.

For the sake of argument, assuming that there had been adequate representation of each of the
theoretic stances, could we then determine something about how teachers organize and implement

instruction?

7.7 Do Teachers Organize Instruction According to an Implicit Theory of Reading?

In principle, teachers might be expected to align their beliefs about instruction, their actions, what
they have students do, and what they test according to a consistent theory of either reading or learning.
As we noted in the discussion above, the emerging factors could theoretically be associated with particular
theoretic stances. To test whether teachers would organize instruction according to these theoretic
stances, we conducted a second-order factor analysis.

The second-order factor analysis resulted in three relatively meaningful factorstwo that
distinguish between two schools of thought in instruction, and a third that captures all testing. Table 7-10
displays the second-order factor loadings. The first two factors that emerge are derived from the item
blocks on beliefs, practices, and activities. The first of the two, interaction emphasis, seems to be most
related to notions of reading and learning as an interaction between the teacher or author and the student.
In contrast, the second factor, transmission emphasis, is associated with reading and learning theories
based on a notion of the transmission of knowledge from the teacher or author to the student.

Table 7-10. Theory and practice combined
Factor loading rPrimary factor name

Second Order Factor 1 -- Interaction emphasis
0.73 Integrated language arts
0.72 Schema-based activities
0.72 Student-centered teacher behaviors
0.64 Shared-direction teacher behaviors

Second Order Factor 2 Transmission emphasis
0.69 Materials-directed teacher behaviors
0.37 Sequenced instruction teacher beliefs

Second Order Factor 3 -- Assessment
0 76 Contextualized reading assessment
0.75 Text-based understanding assessment
0.63 Skills assessment
0.52 Skills-based activities

The I I th identified factor, extensive exposure, did not load on any of the second-order factors and is therefore not included in this table.

SOURCE: LEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

Interaction Emphasis

An interaction emphasis may be characterized as having the meaning of the text reside with both
the text and the reader, who is expected to have some background knowledge that fits the text (Straw
1989). There is also an expectation that there will be an interaction between the vernacular language of
the student and the more formal language of school and text.



Based solely on a theoretic stance, three of the first-order factors in this construct would be

associated with interaction. There is a consistent theme of the integration of reading and writing, of

student and author knowledge, and of the shared decision making between the student and the teacher.

The fourth first-order factor, student-centered teacher behaviors, might be seen as differing from the

others and, from a theoretic perspective, might be more closely linked to transaction. Although it is

linked in the factor analysis, teachers do not report frequent use of these behaviors.

Transmission Emphasis

Instruction and reading theories that can be grouped under the heading of transmission may be

characterized as placing the meaning of the text outside the reader who is expected to reproduce it (Straw

1989), organizing teaching according to a prescriptive view of language (Balmuth 1982), providing

instruction that is hierarchical and subskill in nature (Barrett 1968; Gray 1960), and processing that is

done in a linear fashion (Gough 1985).

The two first-order factors that fall into this category are strongly prescriptive and demand a high

level of accuracy consistent with a view of language usage that is correct, and that is known by the

teacher and the authors of texts and materials. Thus, they fit together well, both theoretically and

empirically.

Assessment Emphasis

Second-order factor 3 brings all the questions on assessment back together, including skills-based

activities. This is not particularly surprising because these activities are often workbook or worksheet

pages that a teacher would be likely to grade and are not too different in kind from what teachers would

use for a skills assessment. Despite the fact that there are three possible emphases, assessment seems to

run together. A teacher who tests a -,reat deal is likely to test everything frequently.

What then is this telling us about how teachers organize instruction? First, we see that only two

of the four defined theoretic stances are represented. The two that are represented have been well

documented and disseminated. Theories related to transmission have been in mainstream practice for

generations. Theories associated with interaction have been well documented since the early 1970s. As

such, it is not surprising to see that both theoretic stances appear to be heavily entrenched. In contrast,

the transaction theories began to take center stage during the mid- to late-1980s. Consequently, given

the age of the teaching staff and their distance from undergraduate training, it is not surprising that this

stance is not well represented. Social construction theories are now just coming into the research

literature, and consequently it may be premature to expect teachers to base their instruction on this stance.

Second, if we also consider response patterns, we can say something about how consistently

teachers organize their actions in ways that are consistent with their beliefs. However, we must do so

with a high level of tentativeness. Given that assessment emphasis formed a separate factor, one is likely

to conclude that teachers are not necessarily basing their testing on their beliefs or instructional strategies.

At a minimum, 80 percent of the teachers report administering tests of every kind frequently (see Table

7-7). Irrespective of their beliefs and practices, teachers seem to test everything frequently.

When we consider the responses associated with factors related to instructional emphases,

different pictures emerge. We consider first the items and response rates associated with a transmission

emphasis. As noted before, two first-order factors were associated with this construct. The first was

derived from the question asking whether teachers agree or disagree with particular issues regarding
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reading instruction. The second asked about the frequency with which teachers used certain instructionalstrategies. One would expect that if teachers aligned their instructional practice with their beliefs,
teachers would agree with those statements about issues in reading that corresponded with related
activities they used frequently. Or, conversely, they would rarely use those activities with which they
disagreed.

Given the factor loadings listed in Table 7-10 for these first-order factors, it appears that there
is a relatively strong tendency for teachers to align their beliefs and practices within a theoretic stance.
However, as noted in Table 7-11, where we have reproduced the parts of Tables 7-4 and 7-5 that
included the first- oiler factors that formed transmission emphasis, there is a level of incongruity between
the responses to the first-order factors and consistent representation of theory. While a large proportion
of teachers disagree with many of the items listed in this factor, many teachers report frequently using
activities that represent this approach to instruction.

There are a number of potential explanations for this lack of congruity. First, although teachers
may be more likely to disagree with the theoretic stance of transmission, they only may have access to
texts and teaching materials that fit that stance. Alternatively, given the movement in the field as
reflected in journals and teacher-oriented magazines, as well as the emphasis of most inservice courses,
reporting this view may be considered the socially accepted thing to do. Another possible explanation
may be that many teachers who no longer strongly believe in these theories are constrained by policies
enacted at the school, district, or state levels. Whatever, we seem to be picking up some level of
disequilibrium.

When we consider the response pattern associated with an interaction emphasis, we are confronted
by yet another picture (Table 7-12). The first-order factors are all reports of frequencies. Two factors
describe what teachers do, and the other two are reports on what teachers have students do. Based on
the factor loadings, as reported in Table 7-10 where each of the loadings is at least .64, it might be
reasonable to assume that there is a strong alignment between the teaching behaviors and instructional
activities included in this secottd-order factor.

However, the response distributions may be telling a somewhat different story. With regard to
what teachers do, there seems to be a clear divide. Teachers report rarely using those practices associated
with a student-centered approach, but they seem to indicate more frequently using teaching approaches
that represent shared direction. This is also in keeping with the historic progression of theory and thefact that this generally is an interaction factor. However, it would seem that teachers with a high factor
score on the second-order factor would be likely to be moving into the newer teaching strategies.

With regard to what teachers have students do, we note that teachers report frequently assigning
activities associated with schema-based theories. In contrast, teachers' reports of use of the activities
associated with integrated language arts activities vary greatly from item to item. That there is such wide
disparity between frequent and rare use of activities is not surprising when one carefully examines the
items and considers how each activity would fit into instruction. For example, the two items that less
than 5 percent of teachers report using frequently, dramatizing stories and reading plays or dramas, in
fact. would and should play a comparatively small role in the overall instructional program because they
are so time-consuming. In contrast "writing in response to reading," which is a more generalized andsignificant part of the language arts curriculum and would relate to a larger variety of topics that might
be covered, is used frequently by 77 percent of teachers. What this points to is the need to establish a
more logically uniform response scale as opposed to the absolute scale that is currently used.



Table 7-11. Transmission emphasis

Factor loading Item
I Disagree I Percent

Factor I -- Sequenced Instruction
Percent*

0.58 Reading learning materials should be carefully sequenced in terms of language

structures and vocabulary

44 41

0.56 Most of what a student reads should be assessed
60 22

0.56 Every mistake a student makes in reading aloud should be corrected at once 82 12

0.55 Teachers should carefully follow the sequence of the textbook 72 14

0.55 Teachers should always group students according to their reading ability 84 13

0.54 All students' comprehension assignments should be carefully marked to provide

them with feedback

23 67

0.52 Students should not start a new book until they have finished the last 69 17

0.46 When my students read to me, 1 expect them to read every word accurately 65 27

0.46 Class sets of graded reading material should be used as the basis for the reading

program

37 32

0.45 Students should learn most of their new words from lessons designed to enhance

their vocabulary

57 27

0.39 Teachers should keep careful records of every student's reading progress 7 84

0.32 A word recognition test is sufficient for assessing students' reading levels 90 3

0.31 Students who can't understand what they read haven't been taught proper

comprehension skills

66 10

0.24 9-year-olds should not have access to books they will read in the next year at school 76 10

Factor 2 -- Materials Directed
Rarely Frequently

0.73 Students are given guided practice with skills
34 66

0.63 Specific skills are taught at certain times
35 65

0.53 Students are expected to follow the activities outlined in the lesson the teacher has

planned

15 85

0.45 Students are invited to consider how skills apply to what they have written 59 41

0.39 Students are told what they have learned and have yet to learn 54 46

0.38 Students are directed to answer a set of the teacher's questions 55 45

0.29 Students are given teacher feedback on how they comparewith other students 86 14

*For factor 1, percentages may not add to 100 because the response category "uncertain" has not been included.

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.
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Table 7-12. -- Interaction emphasis
Factor loading: I Item

Factor 1 Wha

0.72

Factor 3 -- What

0.61

0.57

0.51

0.43

0.43

0.41

0.27

teachers do: Student centered

Students are given the opportunity to consider what they think they have learned,
as well as their perception of their strengths and weaknessel

0.72 Students are given the opportunity to assess their own progress
0.70 Students are encouraged to compare their written texts with the reading selection
0.69 Students are encouraged to use the reading selection as a source for ideas when

writing their texts

0.65 Students are given the opportunity to provide input on how they will be assessed
0.60 Students are given the opportunity to work on a variety of different projects
0.59 Students establish their own purposes and goals

0.54 Students are given the opportunity to discuss various possible themes for the
selection

0.54 Students are encouraged to compare their written texts with other student's written
texts

0.50 Students decide how they will approach their texts

0.40 Students have a choice in what they will do

0.34 Students are given feedback by the teacher on the themes or main ideas of the
selections they read

teachers do: Shared direction

Students receive feedback from the teacher on their ideas

Students are informed as to the purposes of lessons

Students deal with issues and topics related to their own experiences

Students are directed to proceed based upon set guidelines

Students share their ideas with each other

Students are told how what they know relates to a topic

Students are assigned specific topics to study

Factor I -- What teachers have students do: Schema-based activities

0.76

0.71

0.67

0.65

0.63

0.42

Making predictions during reading

Making generalizations and inferences

Relating experiences to reading

Orally summarizing their reading

Looking for the theme or message

Studying the style or structure of a text

Factor 2 -- What teachers have students do: Integrated language arts activities
0.63

0.59

0.56

0.46

0.45

0.43

0.42

0.38

0.35

0.30

Listening to students reading aloud to small groups or pairs

Discussion of books read by students

Dramatizing stories

Drawing in response to reading

Diagramming story content

Writing in response to reading

Reading other students' writing

Student leading discussion about passage

Reading plays or dramas

arin ictures and stories

SOURCE: IEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics,

Rarely I Frequently

Percent

70 31

76 24

88 12

61 39

92 8

67 33

85 15

72 28

81 19

90 10

84 16

54 46

17 83

15 85

52 48

23 77

43 57

49 51

62 38

16 84

15 55

21 79

31 69

25 75

60 40

33 67

63 37

95 5

72 28

82 18

23 77

60 40

70 30

97 3

45 55

1991.

It is possible to both theoretically and empirically tie these factors together into a cohesive whole.
The only outlier, as previously mentioned, is the student-centered first-order factor. Theoretically this is
a bit out in front of the theory represented in the other three factors.However, it is not inconsistent with
the stance. If these items were to be administered again in 3 to 5 years, within the United States one
might predict a reshuffling of the first-order factors such that shared direction and schema-based activities
would group together and would be distinct from student-centered and integrated language arts activities.
This assumes that reading theory is truly evolutionary instead of revolutionary.
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7.8 Conclusions and Recommendations

Throughout the discussion we have emphasized the need for revising and improving the design

and analysis of surveys related to instruction. Essentially, we stressed the importance of beginning with

a theoretic frame and designing the measurement instrument so that we might do more confirmatory

analyses. We have used the data from the IEA Reading Literacy Study as a case study. We have

manipulated and explored that data to illustrate a methodological point.

The findings from this data suggest that the proposed methodology would allow us to get a sense

of the degree of implementation of the various theoretic stances. The data seem to tell us that, in general,

a growing number of teachers are beginning to move away from the theoretic stance associated with a

transmission emphasis. However, many are still assigning student activities that would represent the tasks

of that period. Others have adopted an interactive emphasis. They frequently use instructional strategies

that represent that mode of interaction characteristic of that period. Similarly, they have incorporated

the notion of schema theory into their assignments for students.

To consider these findings conclusive, however, it is important to stress the necessity for

improving the instrument design. Three suggestions follow. First, it seems imperative that we begin

with a theoretic frame that can serve as the blueprint or specifications for item development. In this way

we can more systematically sample the domain of instruction. In this paper we have suggested a possible

frame that identified four periodstransmission, interaction, transaction, and social construction. While

we have defined these periods in terms of reading theory most specifically, they are based on more

generalized theories of instruction and learning. Consequently, we see that they also might be used more

generally in relation to other curriculum areas.

Second, we would advocate that items be written to correspond specifically with each period.

This, however, is likely to be very difficult. Teachers would have difficulty in responding to the global

terms. On the other hand, including a wide range of activities so that there is the probability that many

would relate to each period is important.

Third, item response categories should be designed so they easily facilitate logical comparisons.

The weights given to the responses "frequently" and "rarely" should be based not on absolute frequency,

but rather on a logical understanding of differences in the strategies and their relation to an overall

instructional program.

This type of reporting methodology would provide a different type of information to policy

makers, curriculum specialists, and teachers. Although it would not necessarily lend support to a

particular strategy, it is likely to help these educators discern trends and perhaps measure levels of

implementation. Given the cross-sectional nature of the study, this would be an appropriate type of

information to generate.
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Appendix
Teacher Questionnaire, Selected Items

Questions 30 to 53 have to do with your teaching activities.

30. How often are your students typically involved Ir the following reading activities? (Circle one

number per line only.)

a.

Reading Activities

Learning letter-sound relationships

Almost
never

Frequency

About 1 About 1
or 2 times or 2 times
a month a week

Almost
every
day

and/or phonics 1 2 3 4

b. Word-attack skills (e.g., prediction) 1 2 3 4

c.
d.

Silent reading in class
Answering reading comprehension exercises

1 2 3 4

in writing 1 2 3 4

e.

f.

Independent silent reading in a library

Listening to students reading aloud to a

1 2 3 4

g.
whole class
Listening to students reading aloud to

1 2 3 4

small groups or pairs 1 2 3 4

h. Listening to teachers reading stories aloud 1 2 3 4

i.

j.

Discussion of books read by students
Learning new vocabulary systematically

1 2 3 4

(e.g., from lists) 1 2 3 4

k. Learning new vocabulary from texts 1 2 3 4

I. Learning library skills 1 2 3 4

m.
n.

Reading plays or dramas
Playing reading games (e.g., forming

1 2 3 4

sentences from jumbled words) 1 2 3 4

o. Dramatizing stories 1 2 3 4

p. Drawing in response to reading 1 2 3 4

q. Orally summarizing their reading 1 2 3 4

r. Relating experiences to reading 1 2 3 4

s. Reading other students' writing 1 2 3 4

t. Making predictions during reading 1 2 3 4

u. Diagramming story content 1 2 3 4

v. Looking for the theme or message 1 2 3 4

w. Making generalizations and inferences 1 2 3 4

x. Studying the style or structure of a text 1 2 3 4

y. Comparing pictures and stories 1 2 3 4

z. Student leading discussion about passage 1 2 3 4

aa. Reading in other subject areas 1 2 3 4

bb. Writing in response to reading 1 2 3 4
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Teacher Questionnaire - 4th Grade

43. Below you will find a number of statements about issues in reading instruction. Please stateyour degree of agreement/disagreement with each statement by circling the appropriatenumber. (Circle one number on each line.)

a. When my students read to me, I expect
them to read every word accurately

h. Teachers should keep careful records
of every student's reading progress

c. Students should not be encouraged
to read a word they don't know

d. All students should enjoy reading
e. Most of what a student reads should

be assessed

f. Every day students should be-read to
by the teacher from a story book

g. Reading aloud by students to a
class is a waste of time

h. Most students improve their reading
best by extensive reading on their
own

i. Students should always understand
why they are reading

j. Teachers should always group students
according to their reading ability

k. 9-year-olds should not have access
to books they will read in the next
year at school

I. Class sets of graded reading material
should be used as the basis for the
reading program

m. Students who can't understand what
they read haven't been taught proper
comprehension skills

n. Every mistake a student makes in reading
aloud should be corrected at once

o. All students' comprehension assign.
ments should be marked carefully to
provide them with feedback

p. Students should not start a new book
until they have finished the last

q. Parents should be actively encouraged
to help their students with reading

r. Students should learn most of their
new words from lessons designed
to enhance their vocabulary

s. Reading learning materials should
be carefully sequenced in terms of
language structures and vocabulary

t. Students should take a book home
to read every day

Strongly
disagree Disagree Uncertain Agreb

Strongly
agree

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5
1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5
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Teacher Questionnaire - 4th Grade

43. (Continued)

u. Students should be encouraged to
read texts they have written

v. Students should always understand

what they are reading

w. Students should always choose their
own books to read

x. A word recognition test is sufficient for

assessing students' reading levels

y. Teachers should carefully follow the
sequence of the textbook

z. Students should undertake research
projects to improve their reading

Strongly
disagree Disagree Uncertain Agree

Strongly
agree

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

46. How often do you assess these aspects of reading with all or most of your class? (Circle one

number per line only.)

Never

About
once
a year

About
once
a term

About
once

a month

About
once a
week or

more

a. Word recognition 1 2 3 4 5

b. Vocabulary 1 2 3 4 5

c. Text comprehension 1 2 3 4 5

d. Literary appreciation 1 2 3 4 5

e. Use of background knowledge 1 2 3 4 5

f. Sentence understanding 1 2 3 4 5

g. Phonic skills 1 2 3 4 5

h. Reading study skills 1 2 3 4 5

i. Amount of reading 1 2 3 4 5

j. Decoding 1 2 3 4 5
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Teacher Questionnaire - 4th Grade

53. How otfr.:n are the following teaching practices reflected in your class? (Circle only one numberper line.)

a. Students are assignel
specific topics to study

b. Students are told how what
they know relates to a topic

rt. Students are informed as to
the purposes of lessons

d. Students receive feedback
from the teacher on their ideas

e. Students are directed to
proceed based upon set
guidelines

f. Students deal with issues
and topics related to their
own experiences

g. Students establish their own
purposes and goals

h. Students have a choice in
what they will do

i. Students decide how they will
approach their texts

j. Students share their ideas with
each other

k. Students are directed to
answer a set of the teacher's
questions

I. Students are given feedback
by the teacher on the themes
or main ideas of the selec-
tions they read

m. Students are given the oppor-
tunity to discuss various possible
themes for the selection

n. Spontaneous student responses
are discouraged

o. Students are encouraged to
compare their written texts
with other students' written
texts

Frequency

Never

Less than
once

a week

1 or 2
times

a week

3 or 4
times

a week

More than
4 times
a week

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

228
234



Teacher Questionnaire - 4th Grade

53. (Continued)

p. Students are encouraged to
compare their written texts
with the reading selection

q. Students are given guided
practice with skills

r. Students are invited to con-
sider how skills apply to what
they have written

s. Students are encouraged
to work independently on
classwork

t. Spontaneous student responses
are encouraged

u. Students are encouraged to
use the reading selection as
a source for ideas when
writing their texts

v. Students are told what they
have learned and have yet
to learn

w. Students are given the opportu-
nity to consider what they think
they have learned, as well as
their perception of their
strengths and weaknesses

x. Students are given the oppor-
tunity to assess their own
progress

y. Students are given the oppor-
tunity to provide input on how
they will be assessed

z. Specific skills are taught at
certain times

aa. Students are given teacher
feedback on how they com-
pare with other students

bb. Students are expected to
follow the activities outlined
in the lesson the teacher
has planned

cc. Student needs necessitate
changes to the lesson

dd. Students are given the oppor-
tunity to work on a variety of
different projects

Frequency

Never

Less than
once

a week

1 or 2
times
a week

3 or 4
times
a week

More than
4 times
a week

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5
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8 Hierarchical Models: The Case of School
Effects on Literacy

Stephen W. Raudenbush

National studies of school effects on pupils' educational achievement commonly involve a two-

stage design in which schools are first sampled, and then, within each selected school, students are
sampled. The aim in such studies is to link variation in school and teacher characteristics to variation in

pupil outcomes, adjusting for exogenous pupil background and school context variables. Most studies of
this type have assumed that pupil-level errors are independent and that school or teacher variables have
uniform effects on all students. In light of these assumptions, two features of the U.S. portion of the IEA

Reading Literacy Study are remarkable. First, the analytic model explicitly represents the nested structure

of the data through random effects specification. Second, following Raudenbush and Bryk (1986), school

effects are reconceptualized to alter the distribution of outcomes rather than just the mean level of
outcomes. In the presence of many school, teacher, and pupil characteristics, this richer conceptualization
confronts the researcher with dilemmas as well as opportunities for learning.

8.1 Background

Beginning with the Coleman report in the United States (Coleman et al. 1966) and the Plowden

report in Britain ( Plowden 1967), many researchers have used survey data to assess the effects of
measurable school and teacher characteristics on pupils' educational outcomes. The Coleman and Plowden

reports epitomize earlier efforts that focused primarily on relationships between physical resources and
pupil outcomes, controlling differences in pupil background and school context.

The more recent wave of such studies, often based on more local samples, has emphasized fea-

tures of schools as social organizations, including dimensions of climate or ethos (Rutter et al. 1979) and
the organization and delivery of instruction in classrooms (Mortimore et al. 1988). Though the choice
of critical explanatory variables has shifted over time, these studies have employed analytic models having

in common the form

Y = f (school and teacher characteristics + school context indicators + pupil
covariates) + error
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where Y is a pupil outcome such as educational achievement. The model has two features that have been
targets of persistent criticism regarding methodology.

1. The errors of the model have generally been assumed statistically independent despite the
nested character of the design, in which students share membership in classrooms and
schools.

2. The analyses have assumed implicitly that schools and teachers have uniform effects on their
pupils. That is, the effect of, say, adding a school resource (e.g., a science laboratory) is
assumed to be constant for every child in the school, even though in reality some children
may never have access to that resource.

Burstein (1980) provided a comprehensive critique of school effects analyses based on these two
assumptions and called for an alternative "multilevel" analytic strategy that would address both. Key
characteristics of that strategy include specification of random effects to incorporate the shared effects
of schools or classrooms on their members and the concept of "systematically varying slopes" or "slopes
as outcomes" to include in the models the possibility that schools and classrooms might affect the distribu-
tion of outcomes as a function, say, of social class, sex, or ethnicity.

Widespread use of the multilevel strategy, however, was delayed by the limitations of estimation
procedures for variance components models in the face of the "messy" data yielded in large-scale field
studies. School effects survey designs are, in general, unbalanced, nested designs with random effects of
schools and fixed effects of covariates described at each level. Covariates may be discrete or continuous
at any level. The idea that schools affect the social distribution of outcomes implies that regression
coefficients as well as regression intercepts ought to be specified as random, and, to be realistic, models
must allow these random components defined on the same schools (or classrooms) to covary. Hence, to
implement the multilevel conceptualization requires a family of covariance components models for nested
unbalanced data, models that allow flexible incorporation of covariates at each level.

The kind of model that fits these demanding specifications has, in fact, been around since the
publication of Lindley and Smith's (1972) classic article that introduced a hierarchical linear model with
Bayes estimation theory. However, efficient estimation of the parameters of this model required first
algorithmic advances beginning with the estimation-maximization (EM) algorithm (Dempster, Laird, and
Rubin 1977).

During the mideighties, several investigators, working independently, developed hierarchical
linear models of the type envisioned by Lindley and Smith and illustrated their application in the context
of educational survey research (Aitkin and Longford 1986; deLeeuw and Kreft 1986; Goldstein 1987;
Longford 1987; Raudenbush and Bryk 1986). Dempster, Laird, and Rubin (1977) provided statistical
theory for this approach based on EM, which found early application in cross-national demography
(Mason, Wong, and Entwistle 1983). Raudenbush (1988) reviews the statistical theory and applications
of these approaches. Bryk and Raudenbush (1992) provide a comprehensive discussion of alternative
models and data analysis procedures with many detailed examples.

8.2 A Hierarchical Linear Model

Raudenbush and Bryk (1986) used a hierarchical linear model to represent characteristics of the
distribution of educational achievement as a set of multiple outcomes. Their level-1 or within-school
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model conceived of each school as having "its own" regression equation relating student social class to

mathematics achievement:

poi + fiv +

r.. -N(0' a2).
(1)

where Yu is the math achievement of student i in school j and X1 is a measure of student social class

for that student centered around group mean. The model intercept, flop represented the mean level of

outcomes (educational excellence) while the slope, fiu , represented the strength of association between

social class and outcomes (educational equity). The ideal school would produce both excellence (high

average achievement) and equity (weak effects of social class on achievement). At level 2 (between

schools) the intercept and slope were therefore conceived as outcome variables, i.e,

so

Pof = yoo + E rat ws, uo;
s -I

PI; = E Yis wsi u 11
s =i

(2)

Here the Ws are school characteristics hypothesized to influence the level of excellence and equity within

a school.

In essence, the level-1 model describes the distribution of outcomes within each school in terms

of two school-specific parameters, an intercept and a slope. The level-2 model describes the joint distribu-

tion of those parameters across the entire population of schools. Student-level covariates can be added

at level 1. School-level covariates L:an be added at level 2. The level-2 model errors are the random

effects associated with school j and are assumed bivariate normal

uoi

uti -N[ti

roo

r°1to sit

By constraining the slope to have no variance, equation 3 could be modified to become

kOO) 0 0,1

(3)

(4)

In this case, the model is a simple variance component or random intercept model. If the intercept were

constrained to zero as well, the level 2 would have no random components so that the model would

reduce to an ordinary least squares regression model. All parameters are estimated by means of restricted

maximum likelihood using the EM algorithm. Likelihood ratio tests are therefore available to test the

appropriateness of simplifying the covariance structure of the model.

Q
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The explanatory power of the model at each level can be monitored by examining the reduction
in estimated variance at each level. The explanatory power of the level-1 model is assessed by estimating
equation 1 as well as an "unconditional" level-1 model

Yid = poi + rip

raj.. N (0,

The explanatory power of the level-1 model is then estimated to be

2 -2

R2
a a wwond

level 1 .2
wwond

(5)

(6)

To evaluate the explanatory power of the level-2 model, the level-1 model must be held constant.
Suppose the level-1 model were that specified in equation 1. Then an unconditional level-2 model couldbe estimated

where

14
1 j

Poi

fi

[(

Yoo uoj

+ u1i

( r0Ouneond

lOuneond

roluncondll.

Tlluncond

(7)

(8)

The explanatory power of the level-2 model could then be estimated by comparing the unconditional and
conditional variances. For example, the power of the model in accounting for variance in the slope wouldbe

"rove!
fll flluncond.

"frvd 2
fituncond

(9)

However, one must use the same Ws in the equation for the intercept as in the equation for the slope inorder to justify this interpretation.

8.3 Advantages of HLM

The advantages of using hierarchical linear models rather than ordinary least squares regressionare that the hierarchical models often give better answers to old questions and may make it possible toget answers to new questions.
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Better Answers to Old Questions

The standard applications of regression in school effects research are focused on main effects of

variables measured at the pupil and school (or class) level. However, the level-1 effects may be biased

if the nested structure of the data is ignored, and estimated standard errors of the level-2 effects will be

negatively biased (see Bryk and Raudenbush 1992, chapter 5). Standard regression models have also been

widely tailored to discover especially effective or ineffective schools. The approach involves the

computation of school-level residualsdiscrepancies between a school's mean achievement and the

achievement expected on the basis of its student intake. However, the search for effective schools based

on this residual analysis can become highly distorted. The larger the number of schools and the smaller

the sample of students per school (or classroom), the more likely the researcher is simply to discover

artifacts of chance. However, by facilitating estimationof variance components, hierarchical linear models

enable the researcher to compute improved empirical Bayes estimates of model residuals (the u's). The

empirical Bayes approach shrinks least squares residuals toward 0; the degree of shrinkage is proportional

to the unreliability of the least squares residual. Advantages of such estimators are discussed in Morris

(1983) and Raudenbush (1988).

Answers to New Questions

Bryk and Raudenbush (1992) describe three kinds of effects that can now be readily

addressedeffects that were inaccessible or difficult to assess with standard met, )ds. One is now able

1. To estimate effects of schools or classrooms on the distribution of outcomes (as in model

2 above);

2. To estimate components of variation and covariation at each level; and

3. To compute empirical Bayes estimates of coefficients that cannot be estimated because of

deficient rank data (Braun et al. 1983).

The first two effects, which we shall consider next, are of central interest in the IEA Reading

Literacy Study. By estimating these effects, the researcher is encouraged to reconceptualize school and

classroom effects research. Rather than conceiving the outcome as school mean achievement, the

researcher can conceptualize the social distribution of achievement as the outcome. That distribution is

affected by schoolwidedifferences in resources, processes, and contexts, differences that presumably lead

to between-school differences in outcomes; but it is also affected by within-school differences in how

children are grouped and taught. These within-school differences modify each school's social distribution

of achievement (Lee and Bryk 1989). The level-1 model characterizes each school's distribution of

outcomes. The distribution of the level- parameters across schools captures the between-school

differences.

8.4 Utilization of the Model in the IEA Reading Literacy Study

The General Modeling Strategy

The analytic team of the LEA Reading Literacy Study has adopted a two-phase procedure using

the framework of the hierarchical linear model (Williams 1994). The first phase involves deciding on an

appropriate level-1 model, estimating the parameters of that model, and developing interpretations of the
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parameter estimates. The products of this phase of the work are (a) a set of statements about the
characteristics of pupils and their families that predict reading literacy, and (b) an associated set of
statements about how schools vary in the importance of these pupil characteristics as determinants of
achievement. For example, the wealth of a student's family may be (a) a moderately important predictor
of reading achievement overall, but (b) the importance of wealth on achievement may be much greater
in some schools than in others. Statements of type "a" (statements about the average effect of a pupil
variable) depend on estimation of fixed effects in the hierarchical model, while statements of type "b"
(statements about the varying effect of a predictor) depend on estimation of the covariance components.

Phase 2 assesses the effects of school and class variables on the level-1 parameters. Two types
of statements emanate from this phase: (a) statements about the effects of school- or class-level variables
on average achievement within schools (controlling student covariates); and (b) statements about theeffects of school- or class-level variables on distributional equity (i.e., statements about the links between
school- or class-level variables and level-1 slopes).

In its general structure, this modeling strategy of the IEA Reading Literacy Study is not differentfrom that described by Raudenbush and Bryk (1986). What makes implementation quite different,however, is the large number of candidate variables in the study. The IEA Reading Literacy Studyinvolves 19 level-1 variables and a potentially even larger number of level-2 variables.

The Problem of Many Variables

The IEA Reading Literacy Study involves a reasonably large sample. Restricting our attentionto the data for fourth graders, there are 6,428 students nested within 303 classes and 167 schools.However, a model with 19 random slopes and a random intercept would produce up to 210 variance
components and 20(S+1) fixed effects estimates where S is the number of school or class variables. Thesample is not large enough to support estimation of so many parameters. What is to be done? Three
solutions might be advocated.

First, the researcher might impose a priori theory. The model could be prespecified to includeonly those predictors suggested strongly in the literature to be important, or only those predictors ofinterest to the researcher. A variant on this approach is to prespecify alternative models representingcompeting theories. However, the LEA Reading Literacy Study is a broad-based, publicly supported
survey conducted in conjunction with parallel surveys in a number of countries. The research team wouldhave had considerable difficulty in justifying the imposition of a single favorite theory. Nor is theliterature on school or class effects sufficiently cry allized to identify a.small set of theories as relevant.So while it is possible to identify a broad set of variables as reasonably comprehensive (excluding,therefore, an infinite number of other variables as irrelevant), it is hard to go much further in theoretical
specification without damaging the mission of the study.

Secondly, the investigators might go to the other extreme and propose a purely data-based ap-proach to model simplificationa multilevel version of step-wise regression. However, we know fromexperience in standard regression that when there are many candidate variables, the resulting fitted modelwill not be robust under cross-validation; and the absolute values of the coefficient estimates will bepositively biased while the standard error estimates will be negatively biased.

A third possible strategy is that chosen by the researchers. Variables at level 1 were firstclassified in conceptually related blocks. For example, level-1 variables were divided into status variables(e.g., gender, ethnicity, parental education, and wealth) and process (or intervening) variables (e.g.,books in the home, hours spent on television, and parental help with homework). For phase one, that is,
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specification of the level-I model, the analysis was conducted separately for each block. Within each

block, empirical procedures were used to decide (a) which level-1 variables should be specified as having

random effects, (b) which should have fixed effects but no random effects, and (c) which should be

discarded from the model. The survivors of the separate analyses for each block were then combined

into a pooled analysis. This permitted estimation of total, direct, and indirect effects of the status variables

found important and of direct effects of the intervening variables found important. Once the level-1 model

was decided upon, the phase-two analysis proceeded in a similar manner. Level-2 variables were blocked

and the blocks ordered causally. Analyses within blocks relied on empirical indicators (t-values) to discard

some variables. Total, direct, and indirect effects of the survivors were then estimated.

An Example of Empirically Based Model Selection

Within phase one, that is, specification of the level-1 model, the first task was to study the effects

of the status variables, of which there were nine. However, even this part of the analysis posed

complications, because the data were insufficient to support estimation of 10 random coefficients (9 slopes

plus the intercept). That is, the joint distribution of 10 random coefficients involves 55 variance-

covariance parameters; yet there are, on average, only about 22 students per classroom. Again the

dilemma facing the researchers contrasts theoretically driven versus empirically driven variable-selection

procedures. The analysts' decision again used some of both. The nine variables were broken down into

three subblocks: personal characteristics (ethnicity, sex, age); socioeconomic indicators (father's

education, mother's education, family wealth); and family structure/culture (family composition, nuclear

versus extended family, language). Within subblocks, decision making was empirically informed. For

example, within the socioeconomic indicators subblock, the following level-1 model was estimated:

Ygi
= Boi + B11 (Dad.Ed.)11 + B21 (Mom.Ed.)u

+ Bv (Wealth)u + B41 (Age)u + B51 (SeX)u

+ B61 (Ethnic)u + By (Ext.Fam.)u

+ B81(Fam.Comp.)u + B9i(Language)u + ru,

N (0,02)

where Y was a measure of reading comprehension. At level 2 the model was

Boi = yoo + uoi
By = yio + U11

B21 Y20 + U21
B31 = Y3o + 1431

= ypo, p > 3.
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However, even within this level-2 model, three models were estimated. Each represented a more or less
simple covariance structure. The first model included 11 covariance components, namely

T00 r0200 01 02 03

r
11 r12 T13

T22 T23

.33

C1
2. (12)

Given the estimates of the first model, it was decided that the second model should constrain the
mother education slope to have zero variance, so that seven covariance components were to be estimated,
namely

v00 v01 0 r03

T11 0 1'13

0 0

r33

(13)

Next, a model was estimated with only the wealth slope random, so that four parameters were
estimated:

r00 0 0 ro3

0 0 0

0 0

T33

2a . (14)

Finally, a model with a random intercept was estimated, leaving two parameters to estimate:

r00 0 0 0

0 0 0

0 0

0

1:7
2

.

Results of the estimation of the four models are given in Table 8-1.
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Table 8-1. Comparison of covariance components models
Model Free slopes Number of parameters Deviance

1 Father's education I I 72981.6

Mother's education
Wealth

2 . Father's education 7 72987.5

Wealth

3 Wealth 4 72994.9

4 None 2 73002.9

SOURCE: lEA Reading Literacy Study, U.S. National Study data, National Center for Education Statistics, 1991.

In corn. -wring models, the difference between deviances has an asymptotic chi-square distribution
with degrees of freedom equal to the difference between the numbers of parameters for the two models.
Large values of chi-square imply that the simplified model is not justifiable. The results suggest that the
simplest model cannot be justified when compared to any of the others. However, the model with just
wealth random (model 3) can be justified against any of the others. Hence, the investigators settled on
a model with the wealth slope random and the others fixed.

Within the subblocks of variables representing pupil and family status, only the ethnicity and
wealth slopes showed signs of significant randomness. When both wealth and ethnicity were included,
results suggested that a model with the ethnicity effect random and the wealth effect fixed was adequate.
As a result, the phase-one analysis of student status suggested that subsequent models should represent
the social distribution of achievement in terms of equity-based ethnic minority status, adjusted for the
fixed effect of wealth. Variation in this slope and in the intercept therefore constituted the primary targets
of interest in subsequent models employing level-2 variables. More details about the selection of student
status and process variables are included in Chapter 14 of the technical report for the study (Williams
1994).

8.5 Conclusions

The lEA Reading Literacy Study has adopted an analytic strategy of studying school effects on
educational achievement using a hierarchical linear model with random coefficients. The model explicitly
represents the clustered character of the data, thereby enabling the researchers to avoid some of the
pitfalls of past studies of school effects, namely, biased effects of pupil background and negatively biased
standard error estimates for the level-2 coefficients. More importantly, the model facilitates a richer
conceptualization of school effects. Instead of assuming that schools or teachers have uniform effects on
every student under their supervision, the model enables the researcher to formulate the social distribution
of achievement as the outcome. This reformulation is more realistic in allowing that organizational
processes differentially affect organization members; and it opens for policy consideration issues of equity
based on social class, sex, and gender.

Because hierarchical analysis allows a richer set of models, however, data analytic decision
making in the face of many explanatory variables, always a concern in standard regression analysis,
becomes even more complex. Not only must the researcher decide, as in conventional analysis, which
main effects to incorporate and which to discard, he or she must also decide which slopes should be
random and which slopes explicitly modeled as functions of level-2 variables. This multiplicity of
possibilities calls for an emphasis on theoretically driven models as opposed to the use of empirical
techniques such a' hypothesis testing to inform decisions about model simplification. However, in public

239 244



policy research in general, and cross-national comparative studies like the lEA Reading Literacy Study
in particular, strict a priori model specification may not be feasible.

The IEA Reading Literacy Study approach represents an attempt to find a compromise between
model specification based purely on theory and model specification based purely on empirical results. The
result in this cal,: promising: both empirical and theoretical grounds support conceptualizing equity
differences between schools in terms of equity with respect to ethnic minority status and family wealth.
Of course, there is no guarantee that others using this approach will arrive at such conceptually sensible
conclusions. The problem of model specification in the presence of many variables is not solved in the
case of standard regression models and so cannot be solved for the richer class of models considered
here.

The future holds promise for meaningful extension of these analyses. First, the empirical
Bayes approach to estimating effects of individual schools may prove valuable given the IEA's in-erest
in identifying and understanding especially effective schools. Second, the hierarchical model provides a
promising approach to cross-national comparisons, as discussed in Chapter 9 of this volume. The country
becomes the third level in the model, facilitating study of country-level variation in mean outcomes as
well as in the equity with which achievement is distributed. Third, Raudenbush (1988) describes how the
model can readily be expanded to incorporate multiple waves of data, including either panel data on
students or panel data on countries (repeated cross-sections within each country).
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9 Synthesizing Cross-National Classroom
Effects Data: Alternative Models and Methods

Steven W. Raudenbush, Yuk Fai Cheong, and Randall P. Fotiu

9.1 Introduction

As concern for improving educational effectiveness has intensified during recent years,
policymakers in many countries have demanded better information about the outcomes of schooling
(Willms 1992). Governments in a number of countries have recently developed performance indicators
for the purpose of monitoring levels of achievement, often with the aim of holding national, provincial,
or local officials accountable for the productivity of schools under their supervision (Fitz-Gibbon 1991;
Bosker and Guldemond 1991; Wheeler, Raudenbush, and Pasigna 1992). The policy of using better
information to guide educational improvement poses, within each country, a series of methodological
issues and dilemmas discussed in detail by Willms (1992).

The policy environments impelling governments to monitor learning within each society also
inspire a need to synthesize information about educational outcomes across societies. It is widely held
within many countries that improved educational attainment is a key to improved global competitiveness.
Thus it is natural for policymakers within a country to inquire about the standing of their country relative
to other countries with respect to educational attainment, and a finding that one's country is faring poorly
in the educational competition becomes the occasion for intensified efforts to improve schooling within
that country.

Moreover, the availability of cross-national data on learning enables policy-relevant research that
cannot be conducted with data on particular society. For example, it might be argued that a nation's level
of educational attainment could be enhanced by lengthening the school year. Such a policy option might
be evaluated by asking whether schools requiring more days of attendance have higher mean achievement
than similar schools requiring fewer days of attendance. However, the length of the school year varies
little or not at all within some countries. For those countries, a researcher proposing to study the
relationship between the length of the school year and educational achievement requires cross-national
data.

Given the current policy climate in many countries, it is hardly surprising to find growing interest
in international surveys of educational outcomes. However, the valid synthesis of such cross-national
survey data poses a host of methodological challenges in addition to the challenges that arise within a
country that attempts to study its own level of educational attainment. The primary purpose of this paper
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is to consider issues of statistical modeling that arise in synthesizing cross-national achievement data. In

pursuing this purpose, we shall assume that comparable measures of achievement and predictors of

achievement are available across countries. Thus, we are side-stepping one of the most difficult

challenges in cross-national researchdeveloping such comparable measuresin the interest of focusing

on statistical issues.

This chapter is organized as follows. In Section 9.2 we consider three uses of cross-national data:

comparing countries' literacy levels; testing cross-national hypotheses about predictors of mean literacy;

and studying cross-national differences in the equity in the distribution of literacy. Associated with each

use of cross-national data is a set of characteristic problems of statistical inference, and we consider these

in each case. Section 9.3 proposes a general statistical framework for model formulation and estimation,

indicating how this framework addresses the issues of statistical inference that arise in the three uses of

cross-national data. Section 9.4 briefly describes the illustrative data, drawn from the IEA Reading

Literacy Study. Section 9.5 illustrates application ofthe statistical methodology to each of the three uses

of cross-national data. The final section considers application of the methodology to other cross-national

research problems.

9.2 Three Uses of Cross-National Data

Having data from multiple countries makes it possible to ask a variety of questions that cannot

be studied when data are available on only one country. We shall consider three broad kinds of questions

that become accessible. First and most basically, cross-national data allow one to assess the level of mean

literacy in a country relative to the level of literacy in other countries. Second, cross-national data allow

one to test a hypothesis about how differences between countries are related to mean literacy. Third,

cross-national data allow one to study differences in the equity of the distribution of literacy within
countries. A classic example of the third use is Heyneman and Lox ley's (1983) hypothesis that effects

of student socioeconomic status on student achievement are more pronounced in highly developed nations

than in less developed nations. Associated with each type of question is a set of inferential challenges.

Our understanding of these challenges motivates our choice of statistical model and estimation procedure.

9.2.1 Comparing Country Means

Perhaps the simplest use of cross-national data is to compare countries with respect to their mean

achievement. Such comparisons might involve contrasting a particular pair of countries or locating a
particular country within a distribution of country means. The seeming simplicity of this task should not

obscure substantial obstacles, both statistical and conceptual, to valid inference.

Taking Uncertainty into Account. Comparing point estimates of country means will be
misleaAing to the extent that significant uncertainty is associated with those point estimates. Thus,

confidence intervals and significance levels are needed. These must be computed with care because,
within each country, data will typically be collected via a multistage cluster sample. For example, in
most countries participating in the TEA Reading Literacy Study, which provides data for the illustrative
examples below, schools were first selected, and then, within schools, students were selected.' Thus,
standard errors for country-level mean estimates must take into account the extra component of variability
associated with schools. Methods that ignore the clustering within schools will underestimate the standard

error of the country mean. Two common approaches are used to incorporate the clustering effect:
resampling approaches, such as the bootstrap or jackknife, and model-based approaches.

'In most cases, one classroom was selected at random within each school.
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In addition to the clustering effect, researchers will need to consider the possible effects of

stratification. Clusters, or students within clusters, may be sampled with unequal probability to achieve

adequate representation of rare cluster types or student types. Appropriate weighting of observations is

required to achieve unbiased estimates of country means and unbiased standard error estirnates.

To cope with effects of clustering and stratification, we have opted to use a hierarchical linear

model (Raudenbush and Bryk 1986) within each country. Effects of clusters are represented via random

effects, the variance of which is incorporated into standard error estimates for means. The HLM3.0

program (Bryk et al. 1988) allows unequal weighting at either the cluster or the student level to account

for stratification. Although the resampling approaches might be viewed as more robust than the model-

based approach, the model-based approach extends better to the more complex estimation tasks described

below.

Assessing Between-Country Heterogeneity. The substantive significance of a mean difference

between two countries can be assessed by comparing that mean difference to the variation within countries

(e.g., via a standardized effect size). In addition, a summary measure of between-country heterogeneity

may also be important. If the between-country component of variability were trivially small, for

example, the search for country differences would take on far less urgency than if between-country

variability were large. However, estimating the extent of between-country variability is nontrivial

statistically because each country's mean is estimated with different precision. Thus, an iterative

computational procedure is needed to estimate the between-country variance. More important, given a

modest number of countries (n=22 in the analyses below), a point estimate of the between-country

variance will be imprecise. A confidence interval is needed, but large-sample confidence intervals based

on the asymptotic normality of maximum likelihood estimators often will be inappropriate in this small-

sample setting.

A more profound conceptual problem is in interpreting a measure of between-country variance.

In what sense are countries random? For example, the IEA Reading Literacy Study countries volunteered

for the study, and so they cannot constitute a random sample.

To address the problems of estimating and interpreting between-country heterogeneity, we adopt

a Bayesian approach with estimation via Gibbs sampling (Gelfand and Smith 1990; Seltzer 1993). In the

Bayesian framework, the between-country variance represents the investigator's uncertainty about the

degree to which countries vary in their means. Thus, we need not assume countries to have been sampled

randomly. We postulate a relatively noninformative prior distribution for the between-country variance

component. Then the posterior distribution of this variance gives us a range of plausible values of the

extent of between-country heterogeneity and, for each value, a degree of plausibility (technically the

posterior density). These posterior distributions can readily be displayed and explained to nontechnical

audiences.

A final and important advantage of the Bayesian approach to studying between-country variation

is that it extends well to the more complex modeling tasks described below. Thus, when we estimate the

relationship between gross national product (GNP) and country means, the standard error of the estimated

regression coefficient will take fully into account the uncertainty with which the degree of between-

country heterogeneity is estimated. Rubin (1981) lucidly describes the difficulties that arise with

maximum likelihood estimation in this case and advocates the Bayesian method in this type of setting

where the number of countries is small.

Comparability of Countries. It might be argued that countries should be compared with respect

to mean literacy only if those countries are comparable in other ways. For example, one might wish to

compare the means of countries that have similar resources as indicated by GNP. A poor country with
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low mean literacy might, nonetheless, be viewed as having a relatively efficient educational sys em if it
scores higher than other countries of similar GNP. Thus, rather than comparing simple means, one might
estimate the effect of GNP on literacy and compute GNP-adjusted "country effects." We consider the
problem of estimating relationships between country-level characteristics (such as GNP) and achievement
means in Section 9.2.2.

Differential Demographic Effects. Comparing means tells us nothing about the equity of
distribution of the outcome. Thus, a country with high average literacy might nonetheless be
comparatively ineffective for some children. For example, such a country might produce large literacy
gaps between males and females or between rich and poor students, and the high average literacy of that
country would provide little consolation to those who are so disadvantaged. It is well known in
experimental research that interpreting main effects of treatments in the presence of statistical interactions
between treatments and subject background can be highly misleading. Similarly, to compare country
means is to assess main effects of countries, and these main effects will be misleading ifcountry interacts
with student demography. We consider models for country variation in the equity of distribution of
literacy in Section 9.2.3.

9.2.2 Testing Hypotheses About the Relationship Between Country Characteristics and Mean
Literacy

Though comparing country means is a plausible use of cross-national literacy data, many
researchers would seek to account for the variability among country means. Do countries with longer
school years score higher than similar countries with shorter school years? How do countries with
national examinations compare to similar countries without such examinations? What relations with mean
literacy are associated with having a national curriculum? Answers to such questions may be of interest
to national policymakers considering options for increasing literacy. Again, however, challenges to valid
statistical inference arise.

Controlling Confounding Variables. The policy-relevant questions defined above require that
we compare countries with different policies that are similar in other regards such as student background,
school resources, and gross national product. The implication is that covariates at each level should be
measured and incorporated into the analysis.

Efficient Estimation and Valid Assessment of Uncertainty. Country means, whether adjusted
or unadjusted for student and school characteristics, will be estimated with unequal precision because of
the varying sample sizes across countries and because of the varying explanatory power of the student-
level and school-level predictors within countries. Efficient estimation requires that the varying precision
of the outcome from each country be taken into account via weighted least squares (Seber 1978).
However, the precision of the country r ..:an (the inverse of its variance) depends not only on the data
within each country but also on the variance between countries. Let bk denote the estimated mean
outcome for country k and let flk denote the "true" mean. We may write

bk=fik+ek,

ek N(O,vk),
(I)



that is, ek is the error by which bk estimates fik and vk is thus the sampling variance of bk. However, the

true means fik, k = 1,...,K are themselves viewed as randomly varying about their predicted values. For

example, using GNP as a predictor, we have

k= y0 + yl(GNP)k +uk,

uk-N(0,$),
(2)

where uk is the unique effect associated with country k assumed normally distributed and r is the between-

country variance. Combining equations (1) and (2), we have

bk=yo+yi(GNP)k+ uk+ ek,
uk+ ek -N(0,r+vk).

(3)

Under the model of equation (3) and with r and vk known, the maximum likelihood estimator of

the GNP coefficient and its variance are given by weighted least squares with weights

wk = 1(r + vk) according to the formulas

E cak(GNPk-GITTP)(bk--b)

and

where

91-
E cooNpk-Gicrp)2

Var(f 1)-
1

E wk(GNpk-GRp)2

GNP =
E cooNpk E okbk.

E wk E wk

(4)

(5)

When the data are balanced, the weights wk are equal for every country and equation (4) reduces

to ordinary least squares, eliminating dependence of the coefficient estimate on T. Moreover, equation

(5) simplifies and an exact t test becomes available, eliminating dependence of hypothesis testing on r.
(See Raudenbush (1992) for detailed applications in the balanced case.)

However, when the data are unbalanced, which will generally be the case in international studies,

equations (4) and (5) will depend upon r via the dependence of the weights wk on r, and r will not be
known.' When T is not known, the maximum likelihood estimates (MLEs) of ry, and its standard error

are equations (4) and (5) with the MLE of r substituted in the construction of wk. These MLEs will be

sensible when r is estimated with reasonable precision. However, this precision depends heavily on the

number of countries, which will tend to be limited (K=22 in our case). When the precision is poor,
equation (5) will underestimate the uncertainty associated with the MLE of 71.

Our strategy for coping with the small number of countries and the consequent limited precision
of the MLE of r is to employ the Bayesian strategy described in Section 9.2.1. Using this approach, the
posterior distribution of 'y, gives a range of plausible values for that parameter, and, associated with each

?The sampling variance vv can be precisely estimated and assumed known, given the large amount of data typically gathered within countries

in international educational surveys.
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value, its degree of plausibility (posterior density). This posterior density fully incorporates the
uncertainty about T. An important byproduct of this analysis is a good approximation to the posterior
density of r itself, which indicates the range of plausible degrees of heterogeneity in country means that
remains after controlling for the effects of GNP.

Interactions with Demographic Background. We mentioned earlier that comparisons between
country means are misleading when countries vary in the equity of distribution of achievement.
Similarly, statements about the effects of a country-level predictor on country-level mean outcomes will
be misleading if the effect of that predictor differs for different demographic groups. We turn our
attention to modeling such interactions in the next section.

9.2.3 Studying Cross-National Differences in the Equity of the Literacy Distribution

In a widely cited article, Heyneman , and Lox ley (1983) reported an analysis of data from 29
countries indicating that student social status was comparatively less important for predicting educational
achievement in developing nations than in developed nations. Within a multilevel modeling framework,
we might therefore hypothesize that the greater the level of economic development of a country, as
measured by GNP, the larger the magnitude of the regression coefficient relating student social status to
academic achievement. This hypothesis exemplifies a broader class of important cross-national
hypotheses concerning relationships between country characteristics and the distribution of outcomes
within countries. Mason, Wong, and Entwistle (1983-84) have employed multilevel models to investigate
similar cross-national hypotheses in their work on the world fertility survey. Once again, inferential
challenges arise in this setting, and our modeling and estimation strategies are designed to cope with
these.

Individual and Contextual Effects of Demographic Background. A multilevel perspective on
social status shows that the link between student social status and an educational outcome has two
components: a student-level component and a contextual component (Burstein 1980; Raudenbush and Bryk
1986). The student-level component indicates the extent to which students attending the same school but
varying in social status vary on the outcome of interest. The contextual component indicates the extent
to which attendance at schools having varied social status compositions has consequences for students who
are similar in personal social status. A common finding in school effects research is that the social status
composition of the school predicts achievement even after controlling for the social status of persons (see
Willms 1986 for a review). Thus, the varying association between social status and educational
achievement across societies, as reported by Heyneman and Lox ley (1983), reflects a blend of two effects.
The student-level effect can apparently be reduced only by equalizing resources available to students
within a school who vary in social status.' However, to reduce the contextual effect requires a
potentially different set of policy options, including reducing between-school segregation by social status
and equalizing resources available to schools. To render the association between social status and
achievement interpretable requires disentangling the individual and contextual effects.

Efficient Estimation and Valid Assessment of Uncertainty. In formulating models for the
relationship between country characteristics and regression coefficients characterizing demographic
effects, the same statistical concerns discussed earlier with respect to means as outcomes arise.
Specifically, the precision of an estimated regression coefficient for a given country will depend both on
the information in that country's data and on the between-country variance in the coefficient of interest
(see equations (1) to (3) above). The IEA Reading Literacy Study data provide sufficient information to

'An alternative policy option is to reduce or eliminate social status differences between students, but we consider this option beyond the purview
of educational policy.
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estimate the within-country parameters with good precision. However, the small number of countries

available results in estimates of between-country parameters that are comparatively imprecise. One goal

of the analysis is to accurately reflect these multiple sources of uncertainty in our inferences. The next

section considers our strategy to accomplish this goal.

9.3 Statistical Methodology

9.3.1 Overview

We have selected a statistical approach that is designed to facilitate the kinds of uses described

in the previous section: comparing country means, testing hypotheses about relationships between country

characteristics and country means, and studying country differences in the equity of distribution of

outcomes within countries. The approach is tailored to take into account the multilevel design within each

country and to represent between-country heterogeneity via random effects defined on countries.

Formally, the data collected by the IEA Reading Literacy Study have a three-level hierarchical

structure: students are nested within classrooms, which, in turn, are nested within countries.' Such a

structure suggests analysis by means of a three-level hierarchical linear model as described, for example,

by Goldstein (1987) or Bryk and Raudenbush (1992). However, these data have special characteristics

that contradict the assumptions of standard three-level applications. Our approach is adapted to these

special characteristics, as described below.

Sparse Data at Level 3. As described in Section 9.2, inferences about fixed effects (regression

coefficients) based on maximum likelihood are conditional on point estimates of variance and covariance

components when the data are unbalanced. The dependence of key inferences on point estimates of these
variance-covariance components poses no serious problem when adequate data are available at the highest

level of the hierarchy. However, international studies of achievement will typically include a modest
number of countries. Thus we have rejected the maximum likelihood approach in favor of a Bayesian

methodology.

Randomness of Between-Country Variability. Classical random effects models require the
assumption that available countries are randomly sampled from a population of such countries. This

assumption is unrealistic since, in fact, countries have volunteered for the survey. Under the Bayesian
approach, the conception of countries as random represents the investigator's uncertain state of knowledge

about the sources of variation between countries. Following DeFinetti (1964) and Lindley and Smith

(1972), we view the country-level effects as exchangeable. Once hypothesized predictors of country
differences (e.g., GNP) have been specified in the regression model of the form of equation (2), the
investigator's knowledge about country differences has been exhausted and the residuals uk, k=1,...,K,

are exchangeable: one has no a priori reason to expect that uk will be larger or smaller than uk. or that
their variance will differ or that knowledge of one predicts the other. This assumption of exchangeability
is functionally equivalent to assuming that the uk form an iid (independent, identical, distribution) random

sample, but does not require the existence of a sampling mechanism.

Varying Covariance Structures. Standard applications of hierarchical models would require the

assumption that the covariance structure within countries (between students and schools) is

homogeneousor at least can be predicted on the basis of country characteristics such as size or GNP.
In reality, each country is likely to have a unique covariance structure. Fortunately, enough data are

4In most lEA study countries one classroom per school was selected so that classroom and school variance are confounded.
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available within each country participating in the IEA Reading Literacy Study (150-200 schools and
2,000-3,000 students in most countries) to provide a stable estimate of these variances and covariances
based on that country's data. No pooling of information is required across countries to achieve
reasonably precise estimation. Thus, our approach will employ maximum likelihood to estimate the
variances and covariances separately within each country. The results will then be synthesized in a
between-country analysis based on the Bayesian approach described above.

Computational Considerations. Computations associated with Bayes estimation via Gibbs
sampling are known to be intensive. However, using our two-stage approach; the method of maximum
likelihood is employed to summarize the data within each country and the Bayesian analysis is computed
on a data set having only 22 cases (the number of countries). Thus, where the data are dense (i.e., within
countries), the computational methodmaximum likelihoodis highly efficient. However, where thedata
are sparseat the country levelthe more sophisticated and computationally intensive Bayesian approach
is used. The resulting Bayesian computations, based on only 22 data points, are relatively inexpensive.

Summary. The approach we have adopted has, therefore, the following elements:

A two-level hierarchical model is first estimated separately for each country's data
separately. Estimation is via maximum likelihood. The output for each country is a set of
regression coefficient estimates and their variance-covariance matrix. These separate
analyses are highly efficient because data are summarized within each classroom so that, for
each country, the effective sample size for the computations is the number of classrooms
rather than the number of students.

A Bayes regression model is formulated to describe variation between countries. The input
data are the maximum likelihood parameter estimates from theseparate countries along with
their standard errors. The output is constituted by estimates of the posterior densities of all
quantities of interest.

Bayesian amputations are achieved via Gibbs sampling as described in detail in the
appendix to this chapter. This approach avoids the need for difficult numerical integrations
and produces an empirical representation of the relevant posterior distributions.

The structure of the analytic model and assumptions are described in more detail in the next
section.

9.3.2 The Model

The choice of variables for the model at each of its levels was made after extensive exploratory
analysis of the data country by country. Many potentially relevant predictors were rejected because they
were clearly not measured on comparable metrics across countries, because of missing data, or because
of anomalous features of their distributions. As a result, the specification of the model is quite thin. For
example, our sole indicator for the social status of the students is the availability of books in the home.
While related to social status, this indicator better reflects the literacy environment of the home. Our
sense is that this variable is a better indicator of the social status composition of a classroom or country
at the aggregate level than of the child.

Because the model is underspecified, substantive conclusions are made with extreme caution.
However, we believe the analysis and preliminary results give a sense of the kinds of questions that
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become accessible using our approach. We leave to the future two kinds of activity needed to develop

a more credible base for substantive conclusions: a) an investigation into the sources of noncomparability

across countries in the metrics of key IEA Reading Literacy Study variables, such as years of parental

or teacher education leading to construction of equated measures and a reanalysis of these data; and b)

the collection of future international data with greater care to comparability across countries.

In principle, the estimation of a single model within each country can produce evidence relevant

to ?.ach of the three types of research questions we have identified: comparing means, testing hypotheses

about i.be relationships between country characteristics and country means, and examining country

differences in the equity of the literacy distribution. Using the fourth grade study data, we illustrate this

idea by formulating a within-country model having two levels. At level 1the student leveloverall

reading literacy is predicted by our indicator of social status and gender. This model defines, for each

classroom, three quantities of interest: a) the adjusted overall reading literacy mean for the class; b) a

regression coefficient indicating, for that class, the strength of association between the social status

indicator and the literacy outcome; and c) a regression coefficient, indicating, for that class, the gap in

overall reading literacy between males and females. These three quantities in essence define the

distribution of literacy within each class, in terms of the average level of literacy and the equity of

distribution of literacy with respect to social status and gender. At level 2between classrooms within

each countrythese three quantities become the outcome variables. We use the school mean of the social

status indicator, the school size, the class size, and the urban versus rural location of the school to predict

the classroom means. This level-2 model defines a vector of regression coefficients for each country that

become outcome variables at the country level. Key country-level outcomes of interest are

The country's mean overall reading literacy;

The gender gap in overall reading literacy;

The effect of student social status on overall reading literacy; and

The contextual effect of social status.

Each of these is adjusted for the other variables in the model, including urban versus rural

location, school size, class size, student social status, school mean social status, and gender. Variation

in these outcomes across countries is then studied by means of a multivariate Bayes regression model.

We now turn to specification of this model in detail.

Level-1 or Student-Level Model. Within each classroom j of country k, we formulate a model

to predict the overall reading literacy of fourth grade student i:

Yijk=n0Jk+n AM
(Books)

ilk
+7c

2ik
(Gender) +e

41k

(6)

where

is the combined reading literacy outcome for child i in classroom] of country k;5

roil, is the mean outcome for class j, country k (assuming books and gender are scaled as

deviations about their country means);

5The outcome Yo, is the simple average of the narrative, document, and
expository reading subtext scores for student ijk.
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(Books)iik is a measure of the availability of books in a the home of student ijk; so that

7rvk is the expected increase in literacy per unit increase in books for students within classroom
j of country k;

(Gender), is an indicator for males (1 = male; 0 = female) that has then been centered about
its country mean; so that

ir2jk is the mean difference between males and females within classroom jk, adjusted for the
effect of books; and

eijk is a within-classroom random error assumed normally distributed with mean 0 and a
country-specific within-classroom variance, that is, eijk N(0, ak2).

Level-2 or Classroom-Level Model. The level-1 model defines three quantities (the 'ir's) as
characterizing the distribution of overall reading literacy within each classroom. These now become the
outcomes in the level-2 model

where

Tr* =/3 ook +fi01k(mean books)jk+ Poik(ClagS SiZe
+/303k(schoolsize).k+1304k(urban)jk+140j.k

rc
11.k

=/310k lje
rc zfk =1320k+u2jk

(7)

/3,30k is the mean outcome for country k (all class-level predictors are expressed as deviations
from their country means);

(mean books)ft is the mean availability of books in the homes of members of class jk;
so that

gOlk is the compositional (or contextual) effect of books in the home within country k;

(class size)ik, (school size)ik, and (urban)jk are, respectively, the enrollment of the class, the
enrollment of the school, and an indicator for urban location, each deviated around
their country means; so that

Om*, 003k) and 1:304k are the associated regression coefficients within country k;

1310k and (3204 are the average within-classroom effects of books and gender, respectively; and

uo,k, utik, and U2 jk are random effects defined on classrooms within country k and are assumed
trivariate normal in distribution, that is

Uoik

U ilk

U 2jk

-N
0

0,
0

'VisOOk r101k trO2k

TAI0k milk rn12*

'Cita* Talk x22k,

(8)
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Restricted Maximum Likelihood Estimation Within Countries. With between 67 and 232
schools and between 1,331 and 7,277 students per country, sufficient data were available to permit

estimation of all country-level parameters in separate, within-country analyses. Specifically, the computer

package HLM3.0 (Bryk et al. 1988) was used to produce restricted maximum likelihood (REML)

estimates of the variance-covariance components (a:, r,k), where r,k is the 3-by-3 covariance matrix
described in equation (8). As described in Raudenbush (1988), inferences about the regression
coefficients (the (3k's) are then based on their posterior means and variances given the REML variance-

covariance components.'

We define bk as the country-specific vIctor of estimates of the regression coefficients (the

Ok's) and Vk as its covariance matrix. These summarize the results of estimation in country k and provide

input into the third level of the model, the between-country level.

Four 13 ' s are of particular interest in the between-country analysis: Nook (mean literacy

contextual effects of social status), $ (the effect of student social status), and 1320k (the gender gap).
These are the latent outcomes to be synthesized in the Bayesian between-country analysis.

literacy), ,801k (the

9.3.3 A Bayesian Synthesis of Results Across Countries

The two-level analyses based on each country's data produce the input for the between- country
synthesis. A new computing algorithm was needed to compute the posterior distributions using Gibbs
sampling, and this algorithm is described in detail in the appendix to this chapter. For comparative

purposes and to help check the results from the new algorithm, the betvieen-country synthesis was
computed using restricted maximum likelihood as well, by means of the "v-known" subroutine of
HLM3.0 as described by Bryk and Raudenbush (1992, chapter 7). Both the restricted maximum
likelihood and Bayes approaches are outlined below.

The Likelihood. Conditional on the true value of the regression coefficients, the estimates bk are

assumed normal, i.e.,

b p N69 k, Vd (9)

where bk is a vector of estimates from country k, tflk is the corresponding vector of parameters, and Vk
is the variance-covariance matrix of the estimates k. The dimensions of bk and Vk vary according to the

analytic task at hand.

An Exchangeable Prior fox. $ k. Conditional on a set of known country-level predictors contained

in the matrix Wk, the parameters f3k are assumed exchangeable. That is,

/3k=Wky+uk,

uk-N(0,7).
(10)

Estimation via REML. It is possible to estimate T in equation (10) via REML and then,
conditioning on this point estimate, to base inferences about y on its posterior mean vector and covariance
matrix. In fact, we did compute such analyses. As mentioned earlier, the difficulty with this approach
is that T will be estimated imprecisely based on only 22 countries. Inferences about y may be sensitive

6A vague prior is specified for the regression coefficients so that their posterior means are equivalent to generalized least squares estimates given

the REML variance-covariance estimates.
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to this imprecision. The Bayesian approach via Gibbs sampling, designed to overcome this problem, uses
the REML estimates as starting values. We checked the new Bayes results against the REML results,
and they behaved as expected in comparison.

Estimation via Bayes. We now formulate noninformative priors for $, 7, and T (Fotiu 1989)
as described in detail in the appendix to this chapter. :hen the joint posterior density of the parameters
is

P(15,Y,Tb,V) = const. * 41413,11,Ya)fiblY,7)P1(Y)P2(7)

where L(bl$,V,7,T) is the likelihood of equation (9), f(6 I -y,T) is the exchangeable prior of equation (10),
and pi and p2 are noninformative priors described in the appendix. Inferences about the country-level
regression coefficients, j3, the between-country regression coefficients, 7, and the between-country
variance-covariance matrix, T, are then based on their marginal posteriors:

gi(00,V)= fp(13,y,71b,v)ayaT

8,2(yfb,V)=f fp(13,y,T1b,mapaT

g3(11b,V)= f fp(ig,y,11b,V)af3ay.

(12)

Gibbs Sampling. Unfortunately, the integrals in equation (12) are difficult to evaluate
numerically, as is the integral required to find the normalizing constant of equation (11). Recently, Gibbs
sampling (Gelfand and Smith 1990) has become a popular approach to approximate such integrals. We
refer the interested reader to Fotiu (1989) for details; also see Seltzer (1993) in the univariate case. We
used the final 2,000 realizations from the Gibbs sampling process to approximate the marginal posteriors
of the parameters in equation (12).

9.4 Data

The 27 countries participating in the IEA Reading Literacy Study at Population A are
predominately high-income countries, the majority of which are in Europe. Not all of these countries
were used in this analysis. Two low-income countries were excluded because their income levels were
substantially different from those of theother countries. If there had been a larger number of low-income
countries, these would have been retained. Two other countries were excluded because of apparent
irregularities in test administration. One other country was excluded because of insufficient data on key
predictor variables. The analytic sample included the 22 countries listed in Tables 9-1 to 9-7, which give
descriptive statistics for each country on each variable.

Within each country, schools were selected at random. Within most countries, one PopulationA class was selected at random, although some schools had only one class at that level. In a few
countries, two classrooms were selected. We view the design as a two-stage cluster sample within each
country having students clustered within classrooms/schools and classrooms/schools clustered withincountries. As mentioned above, we view the countries as exchangeable (conditional on the model athand), so that we conceive of three levels of random variability in the data.
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Table 9-1. Descriptive statistics: Urban versus rural location

Country Mean Standard deviation Number of classrooms

ENTIRE SAMPLE .64 .48 2,908

Belgium (French)
.55 .50 113

Canada (B.C.)
.88 .33 123

Finland
.55 .50 67

France
.35 .48 108

Germany, East .61 .49 82

Germany, West
.60 .49 89

Greece
.76 .43 141

Hong Kong
.94 .23 124

Hungary
.63 .48 135

Iceland
.59 .49 153

Ireland
.54 .50 114

Italy
.52 .50 105

Netherlands
.32 .47 77

New Zealand
.81 .40 176

Norway
.51 .50 158

Portugal
.25 .44 124

Singapore
1.00 .00 206

Spain
.80 .40 232

Sweden
.52 .50 118

Switzerland
.35 .48 173

USA
.80 .40 152

Slovenia
.64 .48 138

NOTE: 0 = rural; 1 = urban.

SOURCE: lEA Reading Literacy Study, International Association for the Evaluation of Education d Achievement, 1991.
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Table 9-2. Descriptive statistics: School enrollment
Country I Mean Standard Deviation Number of Classrooms

ENTIRE SAMPLE 416.47 394.78 2,809

Belgium (French) 241.31 137.37 113
Canada (B.C.) 327.46 147.09 123
Finland 271.58 145.99 67
France 111.99 85.42 108
Germany, East 382.55 153.09 82
Germany, West 293.12 146.69 89
Greece 249.27 163.94 141
Hong Kong 696.73 352.84 124
Hungary 560.13 249.63 135
Iceland 215.71 233.29 153
Ireland 285.93 -/ 215 89 114
Italy 470.38 277.16 105
Netherlands 178.13 78.97 77
New Zealand :68.56 135.93 176
Norway 156.55 129.08 158
Portugal 168.02 167.53 124
Singapore 1,261.22 489.50 206
Spain 597.33 409.39 232
Sweden 233.75 161.37 118
Switzerland 196.34 276.06 173
USA 505.93 306.60 152
Slovenia 701.03 365.86 138

SOURCE: LEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Table 9-3. Descriptive statistics: Class size
County Mean Standard deviation Number of classrooms

ENTIRE SAMPLE 24.04 8.34 2,908

Belgium (French) 20.20 4.47 113
Canada (B.C.) 23.33 3.19 123
Finland 24.48 5.08 67
France 21.34 6.03 108
Germany, East 20.41 3.45 82
Germany, West 22.20 4.31 89
Greece 23.59 5.40 141
Hong Kong 36.38 6.47 124
Hungary 23.39 4.68 135
Iceland 14.84 6.46 153
Ireland 29.71 8.86 114
Italy 16.36 5.17 105
Netherlands 24.29 5.75 77
New Zealand 29.75 7.35 176
Norway 15.52 6.46 158
Portugal 20.90 5.62 124
Singapore 36.83 5.21 206
Spain 27.91 7.12 232
Sweden 19.97 4.07 118
Switzerland 18.40 4.25 173
USA 23.94 5.55 152
Slovenia 24.64 3.91 138

SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.
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Books at home
Country Mean Standard deviation Number of classrooms

ENTIRE SAMPLE
2.14 .48 2,908

Belgium (French)
2.31 .41 113

Canada (B.C.)
2.42 .34 123

Finland
2.33 .26 67

..,-France
2.08 .44 108

Germany, East
2.00 .40 82

Germany, West
1.98 .31 89

Greece
1.71 .40 141

Hong Kong
1.38 .25 124

Hungary
2.26 .36 135

Iceland
2.54 .32 153

Ireland
2.09 .44 114

Italy
1.80 .38 105

Netherlands
2.42 .34 77

New Zealand
2.37 .41 176

Norway
2.44 .41 158

Portugal
1.60 .51 124

Singapore
1.89 .33 206

Spain
2.14 .41 232

Sweden
2.61 .26 118

Switzerland
2.28 .45 173

USA
2.30 .37 152

Slovenia
2.14 .30 138

NOTE: School means, 1 = 0-50; 2 = 51-100; 3 = more than 100.

SOURCE: LEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Table 9-5. Descriptive statistics: Overall reading literacy
Country Mean Standard deviation Number of students

ENTIRE SAMPLE 516.80 78.47 55,651

Belgium (French) 510.69 72.83 1,916

Canada (B.C.) 505.44 74.64 2,013

Finland 569.20 69.32 1,376

France 533.50 69.53 1,458

Germany, East 501.30 81.05 1,437

Germany, West 512.20 81.07 1,605

Greece 513.10 73.29 2,821

Hong Kong 524.74 67.86 2,395

Hungary 503.85 75.29 2,690

Iceland
517.73 85.51 1,738

Ireland 509.35 76.68 2,388

Italy
538.69 77.04 1,474

Netherlands
487.10 72.06 1,331

New Zealand 532.58 83.37 2,906

Norway
529.02 86.65 2,011

Portugal 484.23 70.10 2,121

Singapore 513.47 72.01 7,277

Spain 511.06. 76.97 5,794

Sweden
538.87 91.34 2,084

Switzerland 509.55 80.D' 2,417

USA 546.78 74.4.5 3,232

Slovenia 500.44 77.80 3,167

SOURCE: [EA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.
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ive ics Gender
Country Mean Standard deviation Number of students

ENTIRE SAMPLE .51 .50 55,651

Belgium (French) .49 .50 1,916
Canada (B.C.) .52 .50 2,013
Finland .52 .50 1,376
France .49 .50 1,458
Germany, East .49 .50 1,437
Germany, West .52 .50 1,605
Greece .50 .50 2,821
Hong Kong .54 .50 2,395
Hungary .50 .50 2,690
Iceland .51 .50 1,738
Ireland .49 .50 2,388
Italy .52 .50 1,474
Netherlands .48 .50 1,331
New Zealand .52 .50 2,906
Norway .49 .50 2,011
Portugal .51 .50 2,121
Singapore .52 .50 7,277
Spain .49 .50 5,794
Sweden .51 .50 2,084
Switzerland .52 .50 2,417
USA .50 .50 3,232
Slovenia .51 .50 3,167

NOTE: 0 = female; 1 = male.

SOURCE: IEA Reading Literacy Study, International Association forth:; Evaluation of Educational Achievement, 1991.

Table 9-7. Descriptive statistics: Books at home
Country Mean Standard deviation Number of students

ENTIRE SAMPLE 2.13 .88 55,651

Belgium (French) 2.32 .83 1,916
Canada (B.C.) 2.44 .78 2,013
Finland 2.34 .78 1,376
France 2.09 .87 1,458
Germany, East 1.99 .87 1,437
Germany, West 1.98 .85 1,605
Greece 1.78 .85 2,821
Hong Kong 1.38 .71 2,395Hungary 2.28 .81 2,690
Iceland 2.53 .71 1,738
Ireland 2.13 .88 2,388
Italy 1.82 .86 1,474
Netherlands 2.44 .80 1,331
New Zealand 2.40 .81 2,906
Norway 2.49 .74 2,011
Portugal 1.70 .86 2,121
Singapore 1.90 .88 7,277
Spain 2.16 .86 5,794Sweden 2.61 .68 2,084
Switzerland 2.33 .82 2,417USA 2.30 .84 3,232
Slovenia 2.16 .84 3 167

NOTE: Student means, 1 = 0-50; 2 = 51 100; 3 = more than 100.

SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.
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As indicated in Tables 9-1 to 9-7, the analytic sample includes 2,908 classrooms and 55,651

students, an average of 132 classrooms and 2,530 students per country and 19 students per classroom.

School and classroom variables include urban versus nonurban location, school size, class size, and

classroom mean availability of books in the home. Somewhat more than half of the schools are urban

(Table 9-1), though all schools in Singapore and 94 percent of the schools in Hong Kong are urban. In

contrast, fewer than half the schools in France, the Netherlands, Portugal, and Switzerland are classified

as urban. Average school enrollment (Table 9-2) is 416, with Singapore having exceptionally large

schools (mean enrollment of 1,261) and France having the smallest schools (mean of 112). Class sizes

(Table 9-3) average 24 students overall, with the largest classes found in Singapore (mean of 37) and the

smallest classes in Iceland (mean of just under 15). The school-aggregate of the student-level variable

books at home is described in Table 9-4.

Student-level variables include overall reading literacy, gender, and books in the home (Tables

9-5 to 9-7). Overall reading literacy (Table 9-5) is the average of three test scores, each of which

indicates proficiency in reading a different type of text (narrative, expository, and documents). Country

sample means range from 484.23 in Portugal to 569.20 in Finland, with standard deviations ranging from

67.86 in Hong Kong to 91.34 in Sweden. As one might expect, every country shows near-equal

proportions of males and females (Table 9-6). Availability of books at home (Table 9-7) is measured

ordinally (low = 0-50 books; medium = 51-100 books; high = more than 100 hooks). However,

exploratory analyses indicated that it was reasonable to treat this as a linear contrast. The lowest sample

mean on this contrast was found in Hong Kong and the highest in Iceland.

A number of variables we had hoped to use in the analysis were found unusable. These included

a home possession score and a student possession score. These were measured on different metrics in

different countries with different types of possessions and commodities listed in different countries and

no attempt to equate the scales. Similarly, years of parental education was available in the Population

B sample but not the Population A sample. One result of excluding these variables was underspecification

of social status.

Histograms of all candidate variables and scatter plots between pairs of variables were examined

for each country's data. These analyses led to the exclusion of some variables as mentioned above and

informed choice of metric for those variables that remained. Small numbers of anomalous cases (at the

student level) were removed within a number of countries. These included students who achieved the

minimum on all three tests, likely indicating that they had not tried to respond to the test. Two countries

having large numbers of such cases and, as a result, displaying unexpectedly low mean overall literacy,

were also excluded.

9.5 Results

As explained earlier, our interest focused on three potential uses of the data: comparing country

means, relating country characteristics to mean levels of literacy, and studying country differences in the

equity of distribution of literacy with respect to gender and social status as indicated by books available

in the home. However, as mentioned in Section 9.3, all of the necessary information for these purposes

was obtained by estimating within each country the two-level model described by equations (6) and (7).

The key output from each country's analysis is a vector of four estimates of the parameters (3 (mean

literacy), Om (the contextual effect of books at home), PIN (the student-level effect of books at home),

and 1320,k (the gender gap) along with their variance-covariance matrix. Table 9-8 summarizes the marginal

posterior distributions of these four parameters, as defined in equation (12) for each country.
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Table 9-9. Posterior estimates, by country

Country GN P

Poor
Mean Literacy

001/
School Books'

P er
Student Books'

020I
Gender2

I StandardMean
deviation

Mean Standard
deviation

Mean
Standard
deviation Mean Standard

deviation
Hungary . 2.46 502.65 2.54 35.08 8.12 16.78 1.67 -9.13 2.54
Portugal 3.65 480.80 3.05 28.71 7.26 10.45 1.84 -7.04 2.64
Greece 4.80 509.85 3.46 20.89 9.21 10.00 1.45 -1.69 2.21
Slovenia . . . . . 6.50 499.85 2.26 20.24 7.78 16.77 1.63 14.12 2.52
Spain . 7.74 507.50 1.97 33.42 5.13 12.76 1.18 -5.57 1.92
Ireland 7.75 507.16 2.74 14.69 6.54 17.91 1.72 14.23 3.08
Singapore 9.07 511.11 1.98 37.26 5.87 11.60 0.90 10.37 1.60
Hong Kong 9.22 523.40 2.94 22.53 10.03 5.92 1.72 -8.46 2.41
New Zealand . . 10.00 529.87 2.38 38.39 6.07 20.06 2.01 18.95 2.91
Germany, East . 11.30 501.60 3.40 20.93 8.10 13.43 2.18 13.67 3.57
Italy 13.33 536.75 4.59 -4.04 11.32 13.41 1.90 -9.00 2.94
Belgium (French) . 14.49 511.25 2.68 38.80 6.68 12.49 1.81 12.51 2.69
Netherlands 14.52 486.71 3.32 26.69 9.50 14.71 2.25 -8.82 3.10
France . . . . . 16.09 534.02 3.08 -4.44 7.69 14.31 2.06 -6.40 3.13
Iceland 16.59 515.27 2.92 21.50 9.02 12.31 2.48 19.15 3.60
Canada 16.96 503.43 2.59 20.55 7.71 12.19 1.98 13.08 2.88
Germany, West . . 18.48 510.81 3.42 33.77 9.72 15.98 2.03 -8.E6 3.23
Finland 18.59 568.36 2.54 -4.63 9.74 11.48 2.29 11.89 3.32
Sweden 19.30 538.25 2.83 27.00 10 31 16.21 2.57 11.97 3.37
USA 19.84 547.29 2.48 58.30 7.00 11.15 1.40 -8.60 2.13
Norway 19.99 528.68 2.56 4.34 6.96 16.55 2.42 14.28 3.16
Switzerland 27.50 506.73 2.53 -4.38 6.21 18.03 2.02 -5.45 2.74

Column Mean 13.10 516.43 2.83 22.07 8.00 13.84 1.89 10.60 2.80

GNP per capita in thousands of dollars.

The variables school books, student hooks, and gender were centered around the grand mean for the country.

SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

9.5.1 Comparing Country Means

The first column of Table 9-8 gives the name of the country, and, for reference, the second gives
that country's GNP. For convenience, the countries are listed in ascending rank order by GNP. Column
3 summarizes the posterior distribution of 1300k, that is, mean literacy, for each country, by listing the
posterior mean and standard deviation of the country mean. A moderate tendency for these posterior
means to increase with GNP is manifest.

Assessing Uncertainty. Figure 9-1 displays box plots describing the posterior distribution of
mean literacy for each county. Each box plot summarizes 2,000 sampled values based on the Gibbs
method after convergence. The horizontal line within each box marks the median point of the
distribution. These posterior distributions have a normal shape, aria the median and mean are
approximately equivalent. Inside the box are the middle 75 percent of the sampled values, while the ends
of the whiskers delimit the top and bottom 1 percent of the sampled values. Thus, the plots give 75
percent and 98 percent credibility intervals for the mean literacy parameter for each country. Within the
Bayesian framework, one is justified in saying that the posterior probability is .75 or .98 and that the true
mean lies in that interval. We note that these credibility intervals are virtually identical to the confidence
intervals based on the two-level analyses using maximum likelihood. This equivalence is expected given
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the substantial amount of data within each country and the asymptotic equivalence of classical and Bayes

estimators. Many of these intervals overlap, though the interval for Finland stands alone as by far the

most positive interval.

Figure 9-1. Posterior distribution of mean literacy 98 percent credibility intervals, by country
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The horizontal line at 516.43 indicates mean literacy across countries.

SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.
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The analysis takes into account the sampling design within each country in that the sampling

variance matrix V), was computed by the two-level hierarchical analysis within country k and therefore

incorporates the clustering of students within classrooms.

Assessing Heterogeneity. How much do countries vary in their means relative to the variation

within countries? For our data, the between-country variance in their means will tend to be estimated

with uncertainty despite the fact that each country has a substantial amount of data. The precision of that

variance estimate depends quite heavily on the number of countries providing data. Figure 9-2 is a

histogram that approximates the posterior distribution of the variance of the means, that is, the posterior

distribution of var(f).).-(Tood.

This histogram is based on 2,000 sampled values of rpm As the figure indicates, all plausible

values of this variance are positive, implying clearly that the country means are heterogeneous. The

posterior mean of this between-country variance is 392.8. Recall that the overall standard deviation of

the outcome across all countries is 78.47 (Table 9-5). Thus, it appears that the proportion of variance

in the outcome that lies between countries is about 392.8/(392.8+78.52) = .060, so that about 6.0

percent of the variance is between countries. However, as Figure 9-2 implies, values of r as small as

150 and as large as 850 are plausible, implying that the percentage of variance lying between countries

could be as small as 2.4 percent or as large as 12.3 percent, giving some sense of the degree of

uncertainty about the extent to which literacy means vary across countries. Although no more than a

fraction of the variability in literacy lies between countries by any estimate, this does not imply that

country differences are trivial. As Table 9-8 indicates, it is common to find pairs of countries with
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posterior means differing by more than half the overall standard deviation, a quite substantial effect size.

Figure 9-2. Posterior distribution of the variance of the country mean coefficient
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SOURCE: lEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

9.5.2 Modeling Country Means

As described in Section 9.2, there are compelling reasons to formulate models to predict
variability between countries in mean literacy. One might want to investigate whether policy manipulable
variables such as the length of the school day or the use of a national examination are related to greater
school achievement. One may also wish to control for GNP in assessing mean differences between
countries to avoid unfair judgments about poor countries' educational systems. Our analysis of country
means in the preceding section clearly signals the existence of heterogeneity in country means,
encouraging a search for explanatory variables.

Figure 9-3 displays the posterior distribution of the regression coefficient -rot relating GNP to
mean literacy. Our belief about the magnitude of this relationship does depend upon our opinion about
the variance between country means (see equations (4) and (5) and the associated discussion). The
posterior distribution displayed in Figure 9-3 fully takes into account the uncertainty about this variance.
Thus, the posterior standard deviation of 0.70 is larger than would be found using maximum likelihood
estimation, which conditions upon a given value of this variance (effectively the posterior mode).

As Figure 9-3 indicates, the posterior probability is concentrated on values greater than 0,
implying the existence of a positive relationship between GNP and mean literacy. The posterior mean
is 1.41. Given the standard deviation of GNP of 6.38 we see that the posterior mean of Tom = 1.41 is
equivalent to a standardized regression coefficient of 1.41*6.38/78.57 = 0.11. However, values of 7col
quite near 0 are plausible, and the posterior mean is twice the posterior standard deviation. Values as
large as 3.0 are also plausible, implying that the standardized regression coefficient could be as small as
0 or as large as 0.25.
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Figure 9-3. Posterior distribution of the GNP per capita coefficient
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SOURCE: TEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Figure 9-4. Posterior distribution of mean literacy 98 percent credibility intervals, by country
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Taking GNP into account may revise our opinion about the relative efficiency of countries'
educational systems. Figure 9.4 displays the posterior distributions of mean literacy as a function of
GNP. Certain countries that had appeared quite different from each other (e.g., Hungary and Norway)
are achieving about as expected given their GNP. However, the low performance of Portugal and the
high performance of Finland do not appear completely attributable to their substantial GNP differences.

9.5.3 Modeling Equity Differences Between Countries

Gender Equity. A study of mean differences between countries will be misleading if equity in
outcomes varies from country to country. Consider the relationship between gender and reading literacy.
The fourth column of Table 9-8 lists the posterior means and standard deviations of the gender gap in
reading literacy for 22 countries. Note that every posterior mean is negative, implying that females tend
to outperform males. Boxplots displaying the posterior 75 percent and 98 percent credibility intervals
are displayed in Figure 9-5.

Under the model

/320k= Y200 ÷U20k$

U -N(o20k /32

(13)

yxo represents the average gender gap across the 22 countries and r represents the variance in the
gender gaps. The posterior distribution of 7200, displayed in Figure 9-6, shows a posterior mean of
-10.59, indicating that males score about 10.59/78.57 = 0.13 standard deviations on average behind
females at the fourth grade across these countries. Note that this estimate is quite precise (the posterior
standard deviation is only 1.36 = 0.02 standard deviation units). However, the posterior distribution of
the variance of the gender gaps (r, see Figure 9-7) indicates that this variance is unmistakably greater
than 0. Thus, gender gaps differ significantly from country to country. Unfortunately, these data contain
little information to help us understand the sources of variation of the gender gap.

Figure 9-8 plots posterior expected male and female means for the 22 countries. Points near the
diagonal line most closely approximate gender equity. There is little evidence that countries scoring high
on average are more or less equitable than countries scoring low. Apparently excellence in terms of a
high mean does not guarantee gender equity, nor does gender equity preclude excellence.

Equity with Respect to Social Status. Heyneman and Loxley (1983), synthesizing data from
29 countries, found the relationship between student social status and literacy to be stronger in developed
than in developing countries, with a correspondingly greater effect of school resources in developing than
in developed countries. This hypothesis exemplifies an important class of hypotheses regarding the
relationship between country characteristics and the distribution of outcomes within countries. Our
modeling framework is well suited to examine such hypotheses. The data at hand are not well suited to
test Heyneman and Loxley's hypothesis because the available countries are uniformly quite highly
developed. However, the essential methodological principles involved in such a test become clear in our
illustrative analysis.
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Figure 9-5. Posterior distribution of gender effect 98 percent credibility intervals, by country
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SOURCE: lA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Figure 9-6. Posterior distribution of the mean country gender gap coefficient
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Figure 9-7. Posterior distribution of the variance of the country gender gap coefficient
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SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Figure 9-8. Posterior mean literacy for males and females in 22 countries
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SOURCE: lEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.
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The essential difficulty in examining hypotheses of this type is that the relationship between a
student variable such as social status and the outcome has two sources (as discussed in Section 9.2.3):

the relationship between social statu3 and literacy for students within the same s'7;hool, and the relationship

between the social status composition of the school and student literacy for students of the same SES.

Thus, for any country, we can characterize the literacy gap between two students, one of high and one

of low social status, as

where

Xlligh

XLQ

XHigh k

XLow k

110k

1301k

Pic= P 10k(XHighXLow) 4. PO (3CHigh k"Low
(14)

is the value of social status indicator for a student of high social status;

is the value of the social status for a student of loW social status;

is the mean social status of the typical school attended by high social status students

in country k;

is the mean social status of the typical school attended by low social status students

in country k;

is the student-level regression coefficient for social status in country k; and

is the contextual social status coefficient in country k.

With this formulation in mind, equation 14 shows that the gap hem ,:en high and low social status

students within a country depends on the within-school coefficient 13,0k, the contextual coefficient

the degree of social status segregation of the schooling system as characterized by the discrepancy
between the mean social status of schools attended by high and low social status students within that

001k, and

country. Thus, a country interested in closing the social status achievement gap might consider strategies

that a) close the within-school gap, b) reduce the contextual effect, or c) reduce social status segregation
of schools. The summary measure Ok* is by itself uninterpretable because it is composed of these three

contributors. Thus, it appears essential to decompose 13: into constituent parts.

To approximate these quantities, we have used the availability of books in the home as the sole

indicator at hand for social status. Figures 9-9 and 9-10 display the posterior distributions of the student-

level and school-level effects and contextual effect of this social status indicator in 22 countries. The
figures indicate that countries having large individual effects may inve small contextual effects and vice

versa. For example, the United States exhibits a very large posterior mean for the contextual effect and

a comparatively modest individual effect.

Clearly, both of these effects, on average, are significantly positive as indicated by their posterior

uistributions, with the student-level effect having a posterior mean of 13.85 (posterior s.d. = 0.98) and
the contextual effect having a mean of 22.1 (s.d. = 4.60) (Figures 9-11 and 9-12). Moreover, these

effects do vary significantly from country to country, as indicated by the posterior distributions of their
variance components (Figures 9-13 and 9-14). The contextual effects are particularly highly variable.
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Figure 9-9. Posterior distribution of student-level booklet effect 98 percent credibility intervals by
country
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SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

Figure 9-10. Posterior distribution of school-level books effect 98 percent credibility intervals,
by country
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Figure 9-11. Posterior distribution of the mean student-level books coefficient
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Figure 9-12. Posterior distribution of the mean school-level books coefficient
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Figure 9-13. Posterior distribution of the variance of the student-level books coefficient
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Figure 9-14. Posterior distribution of the variance of the mean school-level books coefficient
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Finally, Figure 9-15 plots the expected literacy mean for students with Xlish = more than 100

books at home and XL, = less than 50 books at home in the 22 countries. These points are, in fact, the

i3: of equation (15). Countries with points close to the diagonal line have comparatively equitable

distributions of outcomes. We see that the highest achieving country (Finland) has a comparatively

equitable distribution of literacy. There is some indication that countries with low means tend to exhibit

less equitable distributions, although the country with the least equitable distribution (Norway) is about

average on mean literacy. No relationship was manifest between GNP and 1 k, a result that cannot be

viewed as evidence against Heyne..ian and Lox ley (1983) given the absence of low-income countries in

this sample.

Figure 9-15. Posterior mean literacy for students having high and low access to books at home

in 22 countries
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SOURCE: IEA Reading Literacy Study, International Association for the Evaluation of Educational Achievement, 1991.

9.6 Conclusions

In this chapter we have identified three common uses of cross-national classroom data on student

literacy: comparing country means, testing hypotheses about the relationship between country
characteristics and country means, and studying the equity with which literacy outcomes are distributed.

Associated with each use is a set of challenges to valid statistical inference. We have proposed a two-

stage statistical methodology for coping with these challenges. The first stage involved estimation of a

hierarchical linear model separately for each country. This model copes with the multistage cluster
sampling designs commonly employed in such surveys and incorpc, ates weights inversely proportional

to the probability of selection of units within strata. Typically, as in the IEA Reading Literacy Study,

each country will have a reasonably large sample, and maximum likelihood estimates of model parameters

based on each country's data will be quite precise. At the second stage, we synthesized results from the

first stage. The number of countries involved will typically be small, leading to imprecision in estimates
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of between-country variance of mean literacy and certain regression coefficients that characterize the
equity r c distribution of literacy. This between-country variance is important in its own right, and its
estimation is critical for inference about the other parameters in the between-country distribution.
Because maximum likelihood estimates of relevant means and regression coefficients are conditioned on
point estimates of such variances, and because such point estimates will tend to be imprecise, we have
avoided use of maximum likelihood at the country level, opting instead for a Bayesian approach.

The Bayesian approach bases all inferences on the posterior distributions of the parameters of
interest. The posterior distribution of the between-country variances is interesting in itself and useful in
interpreting other results. For example, we found that the posterior distribution of the variance of the
country literacy means was quite dispersed, conveying a realistic degree of uncertainty about the
proportion of variation in literacy outcomes that lies between countries. When we examined the
relationship between GNP and mean literacy, our inference about that relationship fully took into account
the uncertainty about this variance. As a result, the posterior distribution of the regression coefficient
relating GNP to mean literacy is quite dispersed. In contrast, other posterior distributions, such as that
of the gap between males and females in literacy, were very concentrated about their means reflecting
the substantial amount of information in the data about that parameter. Nevertheless, gaps between males
and females were found to vary significantly from country to country, as were gaps between students of
high and low social status.

Heyneman and Loxley (1983) had hypothesized that effects of social status on literacy outcomes
are greater in more developed than in less developed societies. Applying a multilevel perspective to this
problem, we found that such social status gaps are more complicated than might be expected. They can
arise because of gaps between high and low status students attending the same school, because schools
are segregated (to some degree) with respect to social status, and because the expected literacy level for
students of the same social status depends on the mean social status of the school attended. The modeling
framework we have used enables one, given adequate data, to separate these effects.

Our substantive inferences, especially those regarding social status, must be viewed with caution
in light of data limitations. We were disappointed to find that potentially important indicators of social
status were not measured on comparable metrics across countries and therefore could not be used for our
purpose. Thus, social status was underspecified. There are two possible antidotes to this problem. First,
it may be possible to discover the sources of incommensurability of some of the measures in the study
data. If so, a more adequate specification of the social status construct may be the basis for firmer
inferences about cross-national differences in social status effects as ti.ey operate within and between
schools and countries. Second, this experience may encourage designers of future cross-national surveys
of literacy to take pains to construct equitable measures of these key constructs.

There are potentially important uses of cross-national data other than those considered here to
which our modeling framework could be applied. Three come immediately to mind.

Controlling for Student- and Class-Level Variables in Estimating Country Means. Our
analyses of country means was based on unadjusted means or means adjusted for GNP. One might wish
instead to study country means adjusted for social status or other student, classroom, or school variables.
Our approach can easily be adapted to this task. One can simply scale the covariates used for the
adjustments as deviations from a common international mean. However, interpretations must be made
with care. Student and school social status are probably best viewed as endogenous to GNP, so the effect
of GNP on literacy adjusting for social status would underestimate the total effect of GNP.

Assessing the Variable Effect of Educational Reforms Implemented in a Number of
Countries. The analytic approach we have outlined is well suited to compare relationships between

2722 7 6



policy-relevant variables and outcomes in several countries. Consider, for example, a reform requiring
postgraduate education for teachers. One could examine the relationship between postgraduate education
and classroom literacy in each country, assess the degree to which these relationships are heterogeneous,

estimate the average relationship between postgraduate education and literacy across countries, and test
hypotheses about student, school, or country characteristics that moderate that relationship.

Studying the Varying Structure of Variation at Several Levels of Social Organization Across
Countries. The proportion of variation in outcomes that lies within and between schools (or classrooms)

may vary from country to country for a number of reasons. Some countries may have greater segregation
of classrooms or schools with respect to demographic predictors, and some may use selective admission

of students to elite schools, inflating the between-school variance. Decentralized governance of schools

may lead to more variability in instructional inputs and outcomes, leading again to greater between-school

variance. Some countries' teachers may be more variable than others in prior education, creating
variability between classroom means. Identifying and accounting for discrepancies between societies in

the proportion of variance at each level is a potentially interesting task that can be approached via the
modeling framework we have described.

There are undoubtedly other cross-national research issues that will require other analytic
strategies. Our broader agenda is to stimulate thinking about how such data can be productively
exploited, how statistical methods can be tailored to such uses, and about how new cross-national surveys

can be designed to facilitate such analyses.
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Appendix
Empirical Bayes and Bayes Estimation Theory

for Two-Level Models with Normal Errors

1. Introduction

Historically, the hierarchical linear model (HLM) has been developed and promoted from a

Bayesian perspective.' More generally, Bayesian approaches to statistical problems have been studied

since Thomas R. Bayes's (1763) famous paper,' but only recently have practical estimation techniques
been available to implement Bayesian statistical methods for many current applications. One difficulty
encountered with traditional implementation of Bayesian methods is the required integration over one or

more parameter spaces. Many applications of scientific interest have complicated, multidimensional

parameter spaces. Some of these integration problems can be solved with sophisticated numerical analytic

techniques, while others have been resistant to analytic solution.

Two estimation techniques, the EM algorithm developed by Dempster, Laird, and Rubin' and

the Gibbs sampler introduced by Geman and Geman4 have been instrumental in making the Bayesian

approach to the HLM a practical alternative. The EM approach to HLM as first described by Dempster,
Rubin, and Tsutakawa5 can be viewed either as a strictly classical procedure or as providing an
approximation to the Bayesian posterior distribution. This approximation is known as an empirical Bayes

approach because the parameters of certain prior distributions are estimated from the data rather than

specified a priori. The empirical Bayes strategy we have adopted for within-country analysis is described

briefly in the next section. In Section 3, we discuss the Gibbs sampler as an improved Bayes solution in

the context HLM. The Gibbs sampler is a sampling-based algorithm for calculating finite approximations

to posterior distributions enabling one to incorporate more information into the calculation of a posterior

distribution and provide a better account of the uncertainty associated with parameter estimation than is

possible using EM. We refer the reader to Fotiu,' Gelfand and Smith,' and Seltzers for more detailed

treatments.

We note that the stage-1 analysis employs the empirical Bayes approach within each country. The

stage-2 analysis employs the Gibbs sampler to synthesize results from the several countries.

1D.V. Lindley, and A.F.M. Smith. Bayes Estimates for the Linear Model (with discussion). Journal of the Royal Society, Series B, 34, 1-41,

1972.

2T.R. Bayes. An Essay Towards Solving a Problem in the Doctrine of Chances. Philosophical Transactions of the Royal Society, 53, 370, 1763

(reprinted in Biometrika, 45, 293-315, 1958).
3A.P. Dempster, N.M. Laird, and D.B. Rubin. Maximum Likelihood from Incomplete Data Via the EM Algorithm (with discussion). Journal
of the Royal Statistical Society, Series B, 39, 1-38, 1977.
4S. Geman, and D. Geman. Stochastic Relaxation, Gibbs Distributions and the Bayesian Restoration of Images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 6, 721-741, 1984.
5A.P. Dempster, D.B. Rubin, and R.K. Tsutakawa. Estimation in Covariance Components Models. Journal of the American Statistical
Association, 76, 34 I -353, 1981.

6R.P. Fotiu. A Comparison of the EM and Data Augmentation Algorithms on Simulated Small Sample Hierarchical Data from Research on
Education. Unpublished doctoral dissertation, East Lansing, MI: Michigan State University, 1989.

7A.E. Gelfand, and A.F.M. Smith. Sampling-Based Approaches to Calculating Marginal Densities. Journal of the American Statistical
Association, 85, 398-409, 1990.

8M.H. Seltzer. Sensitivity Analysis for Fixed Effects in the Hierarchical Model: A Gibbs Sampling Appmach. Journal of Educational Statistics,

18(3), 207-235, 1993.
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2. Empirical Bayes Estimation with the EM Algorithm

2.1 The Model

We now consider the two-level HLM and its assumptions for the empirical Bayes estimation
approach.' The model is formulated in submodels: a level-1 model that describes variation within
clusters and a level-2 model that describes variation between clusters.

Level-1 Model. Within clusters such as classrooms, the outcome Y is viewed as depending
on characteristics of level-1 units according to the model

Y = XP+r, r N (0, E) (1)

where Y is a vector of outcomes, X is a matrix of known predictors, p is a vector of unknown level-1
regression coefficients describing the relationship between X and Y within the clusters, r is a vector of
level-1 random effects, and E is a positive-definite level-1 covariance matrix. Assuming X to be of full
rank and p known, one might estimate p via generalized least squares, i.e.,

# = (XT E-1 xrixT E-1Y

V = Var( /)= E-1x)-'

(2)

(3)

Typically, it is assumed that E = cf2I in which case equation (2) reduces to ordinary least squares with
V = cr2 (XrX)-1.

Level-2 Model. Between clusters, the coefficients I are viewed depending upon cluster
characteristics and random error according to the model

P = W7 U, u N(0,T) (4)

where W is a matrix of known cluster characteristics, y is a vector of unknown level-2 regression
coefficients describing the relationship between W and /3 between clusters, u is a vector of level-2
random effects, and T is a positive definite level-2 covariance matrix, having block diagonal structure
with J identical submatrices r along the main diagonal, one submatrix for every cluster j = 1, 2,...,J,
i.e.. T = subdiag (r).

Combined Model. Substituting equation (4) into equation (1 )gives the combined model

Y = XW +Xu+r. (5)

'We present the model in its "hierarchical form" as opposed to the more general mixed model form. Raudenbush (S.W. Raudenbush.Educational Applications of Hierarchical Linear Models: A Review. Journal of Educational Statistics, 13,2,85-116, 1988) discusses the twoforms of the model. This clarifies parallels with our application of Gibbs sampling, although the mixed model form is actually more general andwill he employed in the stage-I analysis.
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Premultiplying equation (5) by VXTE-1 yields the equivalent model

# = Wy+u+VXT E'r (6)

showing that the marginal distribution of /3 is N (Wy,A) with A = V + T. Thus, the generalized least

squares estimator of y and its covariance matrix are given by

and

7* (WTA WTA

VarM = Dy=(WTd-lwy'.

Empirical Bayes Estimation. Following Dempster, Rubin, and Tsutakawa,' we now

formulate a no ; formative prior distribution for y such that, a priori,

y N r o (9)

Equation (9) assumes that the prior precision, r-1, of our knowledge about the value of y approaches 0.
As a result, the specific value of the location parameter is inconsequential, and we have chosen 0 for

convenience. Then the conditional posterior density of y Y,E,T is N(y*,Dy) and the conditional density

of pi Y,E,T is Nar,Dp) where y* is given by equation (7), Dr is given by equation (8), and we have

and

where

p* = +(l-A)W;

D = L-1 -1-(1-A)WD WT(I-A)T,

L = 17-11-T-1,

A =L

We note that the conditional covariance between p and y, is

Cov(fi,yIY,E,T) = E-1XWDy.

(10)

(12)

(13)

Empirical Bayes inferences about /3 and y are typically made by substituting maximum likelihood (ML)
estimates of E and T in equations (7), (8), (10) and (II). Such inferences do not take into account the
uncertainty of the ML estimates.

t0See footnote 5.
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2.2 Covariance Estimation via EM

Suppose that, in addition to the data Y, the level-1 random effects r and the level-2 random effects
u were also observed. Then, with T = subdiag (r) and E = 021, ML estimators of the covariance
components r and a2 could be computed simply as

= -1E u
T

J: "
.2 1 Tr r

N

(14)

where J is the number of clusters, N is the number of level-1 units, ui is the jth subvector of u, and ri
is the jth subvector of r. Of course, the quantities u and r are not observed. However, given current
estimates of the covariance parameters, the sufficient statistics defined by equation (14) (termed
"complete-data sufficient statistics")" can be estimated by their conditional expectations given the data
and these current parameter estimates. Thus, based on equations 10 to 13, and denoting current estimates
with the superscript '7", we have

where

kr 1 j.14
T

I Y,-cP, E (P7-TvY1 (P7-vvy1T

E Var(u.IY2TP a2P)

E (rTrIY,TP,o2P) = (Y-XP1T (Y-Xfiv)

+ Trace(XTX*DPp)

Var (uilY,T,a2) =
L.-1

J Y J

(15)

(16)

Given an initial estimate of r and a2, and therefore of the posterior distribution of y (from
equations (7) and (8) and 3 (from equations 10 to 13), the EM algorithm iteratively computes the
complete-data sufficient statistics (equation 15) and then uses these to compute new complete-data ML
estimators using equation (14). Equation (15) is called the "E" or "Expectation" step and Equation (14)
is called the "M" or "Maximization" step. Under quite mild conditions, each E-M cycle increases the
observed data likelihood

until convergence to a maximum.

1tSee footnote 5.

T,02) _ AYI 13,T, a2) *ip I 0:12)

h(f3I Y, ,cr2)
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At convergence, empirical Bayes estimates are based on

p0,yIY,a2= 1:52*, = T *) =const. xf(YI p, 8.2)g(fi y). (18)

As mentioned, the empirical Bayes approach does not take into consideration the uncertainty of our
knowledge of the unknown variance-covariance components c? and T.

3. Bayesian Estimation with the Gibbs Sampler

Bayes (Via Gibbs) Versus Empirical Bayes (Via EM). The Gibbs sampler is a special case of
the data-augmentation algorithm described by Tanner and Wong.' These two approaches are compared
by Gelfand and Smith." A number of methodologies that offer solutions on a. continuum between the
Gibbs sampler and the EM algorithm are discussed by Tanner." The essential difference between
empirical Bayes estimation via the EM algorithm and Bayesian estimation via the Gibbs sampler applied
to the HLM is that the Bayesian approach using the Gibbs sampler computes a posterior distribution for
the variance-covariance components in the model, rather than summarizing this information into a point

estimate as illustrated in equation 18. Hence, Bayesian inferences about /3, y are based on

p(P,yIY) =const. x p,o2)g(13Iy,t)p(y)p(t)p(o2)ata02. (19)

This Bayesian approach provides more information about the posterior distribution of a model's
parameters than is available with empirical Bayes because more elements of uncertainty are accounted
for explicitly.

The following assumptions for the Bayesian formulation are the same as those specified earlier
for the empirical Bayes approach, except that we now add prior distributions for the parameters o2 and
T. The variance parameter, a2, is assumed a priori to have an inverse chi-square distribution given by

2o 2 -
o 2aox (v 0)

(20)

with the degrees of freedom parameter vo and noncentrality parameter a:. This prior distribution for o-2
is considered noninformative in its contribution to the posterior distribution of a2 as vo approaches 0. In
addition, the variance-covariance matrix, r, is assumed a priori to have an inverse Wishart prior
distribution given by

W ('Yv) (21)

where is the precision matrix of the inverse Wishart distribution and v is the degrees of freedom
parameter. This prior distribution for v is assumed to be noninformative in its contribution to the
posterior distribution of T as the degrees of freedom parameter, v, approaches 0, and approaches 0.

I2M.A. Tanner. Tools for Statistical Inference (New York: Springer-Verlag, 1992).
13See footnote 7.
"See footnote 12.
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It is the assumptions concerning the model in conjunction with the data that determine the joint
distribution of all unknowns given by

p(Y,P,a2,y,T) =01 ,cr9g(fi y,T)p(a2,y,t)

Two alternative expressions for this joint density° are

AY,P,a2, y,T)=q1(Y)q2(/3,a2 1)q3(y,t I#, a2)

=r1(Y)r2(Y3, (72 I Y,y,$)r3(y,r I Y)

(22)

(23)

with q1 = r1. Gibbs sampling exploits the fact that, although this joint density is not tractable, both q3
and r2 are readily accessible (as shown below) so that it is simple to sample from those. Starting from

rough guesses at the values of y and r, Gibbs works by sampling from r2 to obtain new values of /3 and

a2. Knowing those values, it is easy to sample from sq,, yielding new values of y and T. This process
iterates as described in more detail in the next section. The goal is to obtain the joint posterior densities
of all unknowns, i.e.,

A/3,02, IY)P(LP'a2'Y'T)
q1(Y)

The marginal posteriors are readily derived from this joint posterior.

(24)

The Gibbs Sampler. The Gibbs sampler uses the data and distribution assumptions to generate
approximate posterior distributions by Monte Carlo sampling. Successive iterations move closer to the
true posterior distribution until stochastic convergence is achieved. After convergence, we can collect a
sufficiently large set of generated parameters from subsequent iterations as a finite approximation to the
true posterior distribution.

There are two basic steps to this algorithm. The first step is to calculate a current approximation
of a required posterior distribution. The second step is to sample from this distribution.

Initially, suppose the parameters y and r from q3 in (23) and cr2 were observed. Then 13 andDfi
could be calculated, where the asterisk (*) indicates an estimated posterior mean. Next, given p and D
just calculated, /3 can be sampled by Monte Carlo methods from the posterior distribution of
/3 I Y,y,T,a2. With the knowledge of p , an estimate of the central tendency of the conditional distribution

of 02 (given /3) can be calculated and then a2 is sampled from its conditional distribution given Y and /3

(see below). The resulting parameter pair of (3 and a2 approximates a sample from r2 in (23).

In a similar manner, a sample of y and r can be obtained. Given parameters p and a2 from r2
just realized along with r from the previous iteration, the posterior mean and variance of y can be
calculated from the distribution of y given /3 ,a2, and r. Next, the location parameter for the conditional
density of y (given /3 and this new y) can be calculated and then r can be sampled from its conditional
density given /3 and y. This results in the parameter pair of y and r approximating a sample from q3
in (23).

15C.N. Morris. Comment on article by Tanner and Wong. Journal of Amencan Statistician, 82, 542-543, 1987.
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To improve the approximations, the resulting sample from q3 is considered an intermediate
approximation of q3 and recycled back to calculate estimated conditional distributions and generate a new
sample to update r2. The new sample from r2 is used in the same manner to calculate estimated
conditional distributions and obtain a sample from q3. This iteration scheme is repeated until
convergence. Afterwards, m more iterations are completed and the parameter values from each iteration
are collected. If m is large, the mixture of the densities can be considered a finite approximation to the
joint posterior distribution given in (24).

One advantage of this algorithm is that not only are point estimates generated, but the results also
include finite approximations to the true joint posterior distribution. For example, the sampled values
for a parameter of interest can be sorted in order and then the a/2 percent tails of the distribution can be
easily determined. As a consequence, highest posterior densities can be easily determined for both
symmetric and nonsymmetric distributions.

Initial Values. It does not matter at what level parameter estimation begins. In the example

detailed next, we shall begin at the first level in the hierarchy to obtain values for /3 and e. Initial

values for y, -r , and (r2 are required for the start of this algorithm, in addition to the ordinary least
squares (OLS) estimate of /3. Initial parameter estimates may be calculated by a variety of techniques.
Of course, better initial estimates will result in faster convergence. One strategy is to use the empirical
Bayes modal estimates of the posterior distributions as a starting point.

Calculating and Sampling the First-Level Parameters # and a'. The sampling of the first-level

parameters /3 requires the knowledge of y, t and (12. The data Y are summarized in the OLS estimator, 0
and its sampling variance, V. The first iteration of the algorithm uses the initial values, while subsequent
iterations use the previous iteration's generated values.

The desired posterior density r2 can be rewritten as

r2(13, es I Y,y,c)=r2(I3 I Y,Y,02,t)r;(02). (25)

Let c?", y(t-1) , and r" indicate the previous iteration's sample. New values for the 0;W 's can be
calculated as

#;(i) = A(I -1) #4.(i_AcilAw ,,,0-1).
Jr (26)

A new set of [3 j's can be sampled from the density of /3 given y, T, cr2 , which is N(131 ,

D(13)`.-I)), where

D(13(i -1)) var(fif I a20 -I), yfr -/),r (1-1)) -1) 1.
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First, the matrix D(;` -1)) is factored by the Cholesky method such that miomior,
where

(0,Aff
(0 is a lower triangular matrix. Next, the 13; s are sampled with the following equation:

s(0 +Mj(041)
(28)

(0
is anwhere x.

1 s a vector containing independent and identically distributed elements sampled from N(0, 1).

After generating new p_ 's from (28), um can be calculated as follows:

G2*(0 = E (yrxp(1))T(y,--xifilm,

where N = Ent Alternatively, equation (29) can be expressed as

o2*(') {E (17:-XICY1XJA)+E 16(TXJTXJ(111- Pl]

(29)

(30)

to minimize computation and illustrate the partitioning of the sources of variation. The first part of the
expression enclosed in brackets computes the sum of the squared deviations of the ordinary least squares
prediction from the observed data vector Y. This expression can be computed once because its value is
constant across iterations of the algorithm. The second part of the expression adds the variance as a

function of the deviation of ni from the ith iteration's realization of the parameter pr. It has been
assumed that a2 has an inverse chi-square prior distribution with u0 degrees of freedom. The posterior

distribution of a2 given the data and P(i) is

Cr 2 0 G20 +NG2*(1))1X-2(u0+1V). (31)

For a noninformative prior, we can let 14 approach 0 in its contribution to the posterior
distribution and (31) becomes

a2No2*(1) I x -2(N). (32)

To sample a2, we generate a chi-square variate with N degrees of freedom, invert it, and substitute it in
(32) to obtain 02c).

Now we have a sample from r2 of the parameter pair (f3a),a2(0).. These are passed on to
calculate and sample the second-level parameters in the HLM.

Calculating and Sampling the Second-Level Parameters y and T. Given a pair of(P,o2)

drawn from r2 (f3,o2IY,y,t) we can calculate the posterior mean, y* and with Tom from the previous
iteration a sample is drawn from the posterior distribution of y. In a similar manner, we can then use
our sampled y to calculate a conditional distribution for T and then sample from it. The goal is to achieve
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a realization of the parameter pair ( y, t) from q3. The distribution of q3 may be expressed in the
following form:

q3(Y,T I fl,a2) q3(YIT,P,02)q;(t). (33)

We note in passing that the calculation and sampling of y and T does not directly depend on cr2.

A posterior sample of 10 given p and T is drawn from the normal distribution

*('),{E r W1 1 \

The posterior mean value for y* can be calculated as:

wirwi) -1E wiTfir.

A sample is drawn from equations 34 and 35 given r and r('-') as follows. Let

Aw = w.T.ro-i)10-1
4-1 .1 11

The matrix A6) is then factored such that

A(l) = B(`)B(i)T,

(34)

(35)

(36)

(37)

where B(t) is a lower triangular Cholesky factor of Aa ). The matrix equation used to generate a new )0
is

y(i) = y'(') ÷B(ox(o.

The column vector x6) contains elements that are independently and identically distributed N(0, 1).

The new y(i) vector is used to update the posterior distribution of T. Let

-1-1E(Pr-w1 .Y1(Pr-w1.r171

(38)

(39)

Based on the noninformative inverse Wishart prior distribution with parameters NI, and u, the posterior

distribution of r given p and y is given by

r ~ Wl(C1)+T, J+ v) (40)

If we assume that the prior precision matrix If approaches 0 and that the prior degrees of freedom
parameter v approaches 0, we can sample r from

-W-1(C(1),
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To sample r from eo-ation (41), we find the Cholesky factor of the C1) such that CI) = Da)D6)T,
where D6) is a lower triangular matrix. For Ea), a lower triangular matrix, define

F(0 = J -1 ° EC° E(°TD(r)T =J -1 (D(° E(°)(D® E(°)T (42)

If eu is an element of E where each el; element on the main diagonal is an independent chi-square variable
with (J) degrees of freedom and the elements below the diagonal are independently distributed N(0, 1),
then r will have an inverted Wishart distribution with J degrees of freedom.'

This concludes one complete iteration of the Gibbs sampler. To improve the approximation to

the posterior distribution of interest the new values for y(i) and r(i) are passed to the next iteration to

generate new updated values for p and a2. This process of calculation and sampling is continued until
convergence. After the algorithm has converged, a sequence of m further iterations are performed. The
parameter samples resulting from each iteration are collected. This sample of size m of the model's
parameters is considered a finite approximation to the true joint posterior distribution.

3.1 The V-Known Modification

There are some situations when the dispersion matrix V can he estimated with enough precision
to be considered known. This may be a reasonable assumption when the sample size used to compute
V is sufficiently large, as in the case of the IEA Reading Literacy Study data from each country. An
advantage resulting when the V-known simplifying assumption is tenable is a reduction in the algorithm's
computational burden. In this situation, computing an estimate of V and sampling from its posterior
distribution every iteration is not required. Another advantage occurs frequently in meta-analysis
situations. Typically, access to the taw data is impossible and one is forced to work with summary
statistics. For the case where V is considered known, the only modification required of the Gibbs sampler
developed above is to skip the estimation and sampling of elements of V such as o-2. Otherwise the
algorithm is the same.

16M.S. Bartlett. On the Theory of Statistical Regression. Proceedings of the Royal Statistical Society of Edinburgh, 53, 260-283, 1933.
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