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INTRODUCTION

The papers in this volume focus on different aspects of pragmatics and discourse analysis as those
two overlapping disciplines relate to language learning and language pedagogy. They have been selected
from those presented at the 2nd Annual Conference on Pragmatics and Language Learning held at the
University of Illinois (Urbana-Champaign) in April, 1988. The coverage begins with Patricia L. Carrell’s
detailed exploration of the relationship between pragmatics and reading in a second language; it ends with
a highly practical discussion of how to gather ard use examples from television that illustrate pragmatically
effective interaction. In between, we find comparisons of both narrative and expository writing by students
with different linguistic and cultural backgrounds, a discourse based comparison of the use of relative
clauses in Chinese and English, a study of various means of investigating the cross-cultural use of
implicature, and a demonstration of the overly simplistic treatment normally afforded Yes/No questions in
ESL texts and classrooms. All of this will provide a language teacher interested in pragmatics or a
pragmatist attuned to language leamning and teaching with a broad range of challenging, pragmatically
stimulating reading.

The first paper, Carrell’s "Pragmatics and Reading in a Second Language," is a comprehensive
treatment of the subject arca. Carrell argues that many of the notions associated with investigations of the
pragmatics of oral communication actually apply to "language processing in general, regardless of the
medium or the mode." Written texts, she says, "invite inferences, evoke conversational implicatures, [and)
often require that such inferences be made before [those texts] can be said to have been comprehended.” Of
course, this close relation between reading theory and pragmatics should come as no surprise, since reading
is "an interactive process wherein the reader’s prior background knowledge interacts with the properties of
and the information in the text." From this perspective, it is easy to see that many of the factors that affect
oral interaction will affecy the reading process as well: . the backgrounds of the author and the reader; the
linguistic, stylistic and content schema that each brings to the experience; their expectations concerning the
responsibililies of the author and the reader, etc. Having established these basic concepts, Carrell discusses
what recent rescarch has to say about such topics as the the relative ease with which one reads material on a
subject and in a style with which one is familiar and the near impossibility of finding general reading
materials that are equally accessibic to everyone, how readers from different backgrounds interact with a
text, and the reading/writing connection. Ultimately, she argues, “"second language reading research and
pedagogy must consider all that the reader needs to know (including content and formal schemata, as well
as linguistic knowledge) and, in addition, how to strategically apply such knowledge in the reading process
(including cognitive processes, and metacognitive awareness.” For Carrell, the inherent interrelationship of
pragmatics and reading rescarch is clear.

P. B. Nayar's "English Across Cultures: Native English Speaker in the Third World," is forcefully
wrilten and brings a new perspective to the discussion of an old issue - the need of native English speakers
to lean to adapt to the Third World cultures in which they may find themselves living temporarily.
Coming from the Third World and having lived and taught there for many years, Nayar speaks with the
authority of experience. The problems that Nayar describes as the result of the innocent but misguided
behavior of native English speakers in cross-cultural interaction with members of the Third World, along
with the explanations that he gives for the trouble that arises, have a definite ring of reality. "The
monocultural English speakers’ naivete regarding the sociocultural and technological ‘values gap’ between
themselves and their hosts significantly affects their attitudes, interaction, and the methods, materials and
techniques they adopt,” argues Nayar. Even when the Third World hosts scem to speak the same language,
i.c., English, they do not relate to that language the same way the native English speakers do. The ability
to come to grips with these cultural and linguistic differences, and an awarencss of the implications raised
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by the fact that English has now become a world language - thesc things must be the focus of effective pre-
sojourn training, he argues.

Jeff Connor-Linton, in his "Pragmatic Analysis in the Second Language Classroom," reports on a
project in which ESL students were taught to incorporate aspects of the pragmatics of wrilicn
communication into their own cfforts at writing and into their analysis and criticism of the writing of
others. The difficulty second language speakers have in communicating in writing stems as much from
their failure to understand the pragmatic implications of what they writc as from problems with English
grammar or essay structure, he argucs. Then he scts out to demonstrate how the students can be brought to
understand the pragmatic impact of different rhetorical ools by guiding them as they analyze selected
articles and student papers. Most important, he says, is helping the students develop a persona, their own
voice, vis a vis their particular audicnce and the subject about which they are writing.

Thomas Riccnto’s “"An Analysis of the Rhetorical Structures of English and Japancsc Editorials™
provides us with intcresting insights along two different themes.  First, he offers us a tightly executed
comparison of the rhetorical structure found in two regular columns from the Japancse ncwspaper Asahi
Shimbun and in a number of cditorials from various major Amcrican ncwspapers. Then, having
distinguished the styles of thc two Japarese columins from cach other and from their American
counterparts, Ricento tumns to an experiment in which native speakers of Japancsc and of English were
tested 1o sce to what extent they could recognize the rhetorical structure of specific cditorials from those
diffcrent ncwpapers.  All subjects were given both American cditorials and Japancsc cditorials translated
into English; in addition, thc Japanese subjects were given cditorials in Japancse. The results of this
cxperiment are interesting, somewhat surprising at times, and should definitcly stimulate discussion among
thosc teaching composition and reading skills to Japancsc ESL students.

Thelma Mcl.cod Porter's paper is the first of two in this volume that compare aspects of narrative
writing by Spanish spcakers leaming English and native English speakers. Porter’s contribution, "A
Comparison of Narrative Structures of English-speaking and Spanish-speaking Students” focuscs on the
extent to which cach of these groups includes an abstract, an oricntation component, an cvaluation, a
resolution, and a coda in their narratives, and on the way in which each group uses these different narrative
structurcs. Porter’s conclusion after a comprehensive, carcfully written and well documented discussion of
her results: "Though it is clear that the structures that make up narratives do occur in the storics writien by
both native and non-native speakers of English, the subtle diffcrences that cxist in the ways that the
different writers usc these structures merit study.”

The sccond paper comparing narrative writing of native speakers of Spanish and English is Erica
McClure’s "Identifying Referents in Narrative Discourse: A Comparison of the Acquisition of Preauinal
and Zero Anaphora by Native and Non-native Speakers of English.” The subjects in this study acc
monolingual American and bilingual Mcxican children at the sixth and twelfth grade levels. But as in her
earlicr papers growing out of her continuing research into the narrative and linguistic skills of these
subjects, McClure does not limit herself to comparisons between native Spanish and native English
speakers, but also is constantly alert to the possibility that age may also be a factor influencing the various
pauterns that she finds. For instance, she finds that "sixth graders definitcly pronominalize more than
twelfth graders, and non-native speakers pronominalize morc than natuve speakers." And so McClhure's
often rather complex, well supported results tend to bridge the gap that has sometimes existed between
thosc arguing for L¢ transfer as the major source of difficulty for ESL students and those claiming that
intralanguage complexity is at the root of such difficulty.

Rong Zhao's "A Discoursc Analysis of Relative Clauscs in Chinese and English: An Error in ‘An
Error in Error Analysis,”™ also provides evidence of the effect of L1 transfer during the process of language
leaming, but transfer with a slightly different twist.  Shao’s argument is that the tendency of Chincse
learning English not to usc relative clauses is not an avoidance strategy, but rather results from the fact that

7.
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relative clauses occur much less frequently in Chinese than they do in English. It is this infrequent use and
the different distribution of the relative clause that the Chinese are transferring in this case, along with
other ways of saying the same thing that are more compatible with the tendencies of their native language.

With Lawrence F. Bouton's "So They Got the Message, But How Did They Get 1t?" we move to a
different aspect of pragmatics in relation to language leaming. After briefly reviewing Grice's Principle of
Cooperation and the attendant maxims, Bouton raises the question of whether conversational implicatures
arising from violations of those maxims can be an effective tool of cross-cultural communication and
suggests that question needs to be carefully investigated. He then discusses three earlier attempts to
determine the extent to which people from onc culture can derive implicatures initiated by members of
another. Two of thesc used instruments consisting of open ended questions; the third, conducted by
Bouton himself, employed a multiple choice format. All demonstrated that people from different language
and linguistic backgrounds tend to produce significantly differcnt results on tests designed to study their
ability to interpret implicatures, whether those tests follow the open eided or the multiple choice format.
But, asks Bouton, how accurately can the data from these diffcrent types of question be evaluated? And
what is it exactly that these tests test? It is the purpose of his paper to try to answer those questions using a
multiple choice test plus a posttest interview.

Next, Jessica Williams, in her "Yes/No Questions in ESL Textbooks and Classrooms," shows us that
there is an important gap in the treatment of Yes/No questions in ESL textbooks. Native speakers of
English, she notes, frequently employ Yes/No questions in which there is no inversion of subject and
operator, as well as others in which the operator has been deleted, ¢.g., "He wanna get a pizza, too?"
Furthermore, she cites Long (1981) as claiming that both of these types of Yes/No question occur
frequently ir. the forcigner talk that native speakers use with the nonnatives. Yet, says Williams, neither of
these two types of Yes/No questions are anywhere to be found in ESL textbooks, nor are they common in
the classroom language of the teachers. The result, argues Williams, "may lead SLLs to formulate

incorrect or only partially correct hypotheses regarding language use,” in this case the use of different
forms of the Yes/No question.

The final paper in this volume, Ann Salzmann's "Oh Darn! 1'd Love to Come, But [ Already Have
Plans: Television Invitations as Conversation Models,” is a type that we need to see many more of. In it,
Salzmann leads us through the paths she followed as she learncd how to adapt what we are now
discovering about the pragmatics of interaction to the language classroom. First, she sets the stage bricfly
by reminding us what writers such as Goffman, Levinson, Hatch, and Wolfson are saying about different
aspects of interaction and the importance of helping language learners become more proficient in it. But
when Salzmann looks for examples with which to illustrate the different facets of interaction that she wants
to teach her students, she finds those in her texts inadequate. Nor, she argues, docs she have the time or the
cquipment with which to scarch out and record exactly what she needs by obscrving everyday
conversation.  Instead, she tums to television soap operas, and lists for us five "compelling reasons to
investigate television as a source of models.” Finally, she describes actual examples of invitations and their
responses, showing us at the same time that they seem authentic in that they sound perfectly natural to the
viewer and arc compatible with what scholars have told us about how such things work. What's more, as a
bonus, there were sometimes devices that characters used in the soap operas that scemed perfectly natural
to Salzmann and others, and these she could add to the list of such devices that she had glcaned from the
literature of the ficld. One thing that does come through in Salzmann’s discussion of what she has done: it

seems to have taken a great deal of work! But, judging from her paper, it was work worth doing, and more
of it should be done.

Lawrence F. Bouton
Cocditor
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PRAGMATICS AND READING IN-A SECOND LANGUAGE
Patricia L. Carrell

This paper explores the relationships between pragmatics
and reading in a second language. After a brief introduction
reviewing the recent history of pragmatics and the author’s
involvement with pragmatics, the relationship between pragmatics
and reading is explored from the perspective of learning to read
in order to read to learn. Second language reading is then
discussed in terms of three current and major research areas:
(1) cognitive processing and research on content and formal
schemata, (2) cognitive processing and readers’ cognitive
strategies and metacognition, and !3) the reading-writing
connection.

PRAGMATICS

In searching for a formal definition of pragmatics to use as the
basis for leading into a discussion of the relationships between
pragmatics and reading and reading in a second language, I wanted a more
complete definition than to simply say that pragmatics is the study of
language use and communication. A review of Chapter 1 of Levinson’s
Pragmatics (1983), yielded a number of different definitions of the field.
These definitions range from rather limited definitions of pragmatics as
grammatically encoded aspects of context or as an equation of pragmatics
with ‘meaning minus semantics,” to broader definitions involving notions
of ‘appropriateness’ and broad theories of language understanding and use.
Levinson’s various definitions show pragmatics to include, at a minimum,
consideration of deixis, conversational implicature, presupposition,
speech acts, and conversational structure. The more I considered the
various aspects of pragmatics covered in Levinson, the mare I was reminded
of the development of my own interests in pragmatics. Thus, I concluded
that instead of trying to state a formal definition of pragmatics, perhaps
a better way to get into pragmatics and from pragmatics into reading and
reading in a second language would be to simply tell about the history and
evolution of my own interest in pragmatics and how I got involved with
second language reading through an interest in pragmatics. (Besides,
Levinson concludes that chapter by saying that there are no entirely
satisfactory definitions and that if one really wants to know what a

particular field is concerned with one must simply observe what
practitioners in that field do.)

I began my career as a trained theoretical linguist, a syntactician,
in the heyday of Transformational Grammar and of the Extended Standard
Theory and Generative Semantics, in the late 60s and 70s. The latter
school, as is well-known, not only argued for the non-autonomy of syntax
from semantics, but in the 70s also began calling attention to the
interrelationships among syntax, semantics and pragmatics. Even the old-
standby, the passive transformation and the relationship hetween active
and passive sentences, was reexamined, not only in terms of the syntactic
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relationships among the surface elements of active and passive sentences
and in terms of the truth-value semantic relationships between active and
passive sentences (the fact that under whatever conditions it would be
either true or false to say "John kicked the ball" it would be equally
true or false to say "The ball was kicked by John"), but also in terms of
the topic-comment relationships between active and passive sentences (the
fact that in the active sentence "John" is the topic, while in the passive
sentence “"the ball" is the topic). Similarly the "context dependency" or
so-called "stylistic" function of other transformations --- e.g., particle
movement, extraposition, ... was reexamined not only in terms of truth-
value semantics, but in terms of pragmatic, contextual, considerations.

At the same time, from the philosophical and logical traditions —-
most specifically from the writings of Bustin (1962) and Searle (1969),
the field (and I along with it) became interested in speech acts,
especially the illocutionary act performed in a speech act, in the
distinction between explicit and implicit performative utterances (e.g.,
"I bet you $10 Bush will win the Republican nomination," versus "Bush will
win the Republican nomination"), in direct versus indirect speech acts
("Please pass the salt," versus "Could you pass the salt"), and in
conventional and non-conventional speech acts ("Can you pass the salt”
versus "This soup could sure stand some seasoning"). There also developed
a concern with questions of the relationships between sentences such as
“The cat is on the mat," and "The mat is under the cat,” and "The present
king of France is bald,"” and "There exists a present king of France." —-
i.e., with questions of entailment and of presupposition. This lead to
consideration of other meaning relationships between and among sentences,
not all of which could be considered "strictly logical." For example,
"I‘11 pay you $20 if you mow the grass," conversationally but not
logically implies that "If you don’t mow the grass, I won’t pay you $20."
Grice (1975) proposed the cooperative principle, and showed how exploiting
or flouting its attendant maxims ("Be truthful," “Be clear," "Be
informative —- but not too informative," and "Be relevant") could bring
about conversational implicatures of various kinds -- for example,
scarcasm or irony. At about the same time, the sociolinguist Dell Hymes
(1972) was articulating and advocating the notion of "communicative
competence" which goes beyond the more limited type of competence
articulated by Chomsky in his competence-performance distinction.

This expansion of the tounds of linguistics into the area of
pragmatics and communicative competence as legitimate areas for inquiry
was widely and warmly embraced by second language theorists, researchers,
and classroom teachers whe found in these notions ideas sympathetic to the
goals of preparing second language learners who are not only
"grammatically," but also communicatively and pragmatically, competent.
The impact cf pragmatics on second language teaching and learning has been
most evident in the work on communicative competence and the development
of communicative language teaching and functional/notional syllabuses, as
well as in the work on various types of speech acts (indirect requests,
apologies, invitations, compliments, suggestions, to mention only some of
the most widely studied speech acts). Some of my own early research in
pragmatics and ESL has involved empirical investigation of processing
differences between presupposed and asserted information (Carrell, 1977,
1978), and empirical investigation of indirect requests (Flick & Carrell,
1978; Carrell, 198la; Carrell & Konneker, 1981) and indirect answers
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(Carrell, 1979). The latter study, one of my earliest in ESL,
investigated non-native adult speakers’ abilities to understand the
meaning conveyed by indirect answers to questions. (E.g., "Did you mop
the floor?" "wWell, I swept it.") However, most of the interest in
pragmatics and second language teaching and learning has been focused on
the oral skills, listening and speaking, and not as much on the written
skills of reading and writing. This may be because the field of second
language study has been preoccupied lately with speaking and listening,
and has in general devoted much less attention to reading and writing.
This is especially true of ESL in this country; it is less true of EFL
abroad and of foreign language education in this country.

As I became involved with pragmatics, I was struck by the relevance
of its notions not only for oral language processing, but for language
processing in general, regardless of the medium or the mode. Written
texts, just like oral texts, indirectly convey much meaning beyond their
literal semantic interpretation. They not only invite inferences, or
evoke "conversational implicatures," often they require that such
inferences be made before they can be said to have been comprehended.
Some texts clearly show the amount of inferencing and of additional,
background knowledge which the reader has to bring to bear in order to
understand the implicitly, indirectly conveyed meaning of a text.
Consider the following text:

"John knew his wife’s operation would be expensive. There was always

Uncle Harry. John reached for the suburban telephone book." (Rumelhart &
Ortony, 1977, p. 116)

Consider what is going on as you mentally process this text. Think about
how you would answer the following questions, and what enables you to do
so: What is John going to do with the telephone book? [He is going to
use it to look up Uncle Harry’s telephone number.] Why is he looking up
Uncle Harry’s phone number? ([Because he wants to telephone Uncle Harry.]
Why is he going to call Uncle Harry? ([Because he thinks Uncle Harry can
help him.] How does he think Uncle Harry can help him? {He thinks uncle

Harry may be able to give or lend him the money he needs for his wife’s
operation. ]

In fact, it was texts like this one, and the realization of the types
of information even native speakers must bring to the reading task,
coupled with observations about cross-cultural difficulties which ESL
students frequently have in their comprehension of texts (both assigned
reading of specifically prepared ESL materials as well as of naturally-
occurring, authentic texts) which lead to my current interests in ESL
reading and in the interaction between text-based variables and reader-
based variables. 1If one recognizes that a text exists in a given
linguistic and rhetorical form and is about a given topic relaying certain
information, and that a reader comes to a text with his/her own
linguistic, formal and content schemata, one must view reading not only as
an active, but an interactive process wherein the reader’s prior
background knowledge interacts with the properties of and the information

in the text. Reading is a dynamic process of constructing meaning, not
merely reconstructing meaning.
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LEARNING TO READ - READING TO LEARN

Our task in second language reading is to do whatever is necessary
and whatever we can in the teaching of second language readin%nso that our
students will learn to read in their second language (e.g., English as a

second language) in such a way that they may use this acquired skill to
read to learn. That is, our goal is to turn learning to read into reading
to learn. To do so becomes the task of teaching both what the reader
needs to know in terms of language, content, and rhetorical structure, as
well as how the reader may strategically apply such knowledge in the
reading ~process. With this in mind, I'd like now to turn to
considering several current areas of second language reading research and
pedagogy which, I believe, reflect this concern with both the what a
reader needs to know and how to turn this knowledge to the reader’s
strategic use.

CURRENT RESEARCH IN SBCOND LANGUAGE READING
Cognitive Processing and Research on Content and Formal Schemata

The most significant recent development in second language reading, I
believe, is the focus on cognitive processing in second language reading,
and the recognition of the variety of complex cognitive processes in which
readers engage. These processes involve all kinds of knowledge which the
reader brings to the reading task -- knowledge of content, knowledge of
rhetorical structure, and linguistic knowledge, including lexical,
syntactic, semantic, as well as pragmatic knowledge. We now recognize the
interactive nature of text processing, involving both top-down and bottom-
up processes interacting both within and across various levels of
processing, from the lowest levels of feature, letter and word
recognition, to syntactic and propositional levels, to the highest, most
global levels of text and context. We also now recognize that the
interaction is not only between and across levels within the reader, but
also between the reader and the text -- between levels of processing
within the reader and the properties of the text at various levels of
analysis. This interactive nature of human information processing is
common to both oral and written language -- listening and reading, in
first and second languages.

With the recognition of reading as an interactive process, second
language reading research has investigated the interactive effects of the
rhetorical structure of texts of various kinds and readers” formal
schemata. In addition to my own studies on both narrative and expository
texts (Carrell 1984a, 1984b), Urquhart (1984) and Benedetto (1984, 1985)
have also conducted similar studies. All of these studies show
significant efrects on second language reading as a function of text
structure or organization. Carrell (1985) showed the promise of attempts
to teach non-native speakers about the rhetorical structure of English
expository prose. :

By now, several studies have shown the effects of non-native readers’
background knowledge of a text’s content (i.e., their content schemata) on
second language reading. In addition to Steffensen, Joag-dev and
Anderson’s {1979) seminal study of cross-culture content effects, similar

12
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studies have been conducted by Johnson (1981, 1982), Carrell (1981b),
Cabello (1284), and Haus and lLevine (1985). An interesting side-light to
these studies is that when these studies hawe also included consideration
of students” level of linguistic knowledge or proficiency level in English
as a foreign/second language or of text difficulty in terms of lexico-
syntactic considerations, it has routinely turned out that students’
background knowledge of content is a more important factor in reading
comprehension than the linguistic factors (Johnson, 198l; Haus & Levine,
1985; Floyd & Carrell, 1987). I am aware of only one second language,
cross-cultural, reading study which has investigated and shown the
facilitative effects of actually training or teaching relevent content
schemata (Floyd & Carrell, 1987).

In a 1987 study of the combined effects of both content and form
(Carrell, 1987a), I showed that, within the limitations of the particular
manipulations of text and the particdar types of subjects in that study,
when both content and rhetorical form are factors in ESL reading

comprehensicn, content appears to have the greater effect on
comprehension.

Much of the work on the effects of content and formal schemata on
second language reading involves discipline-specific effects (e.g.,
science, technology, business, English for Specific Purposes, English for
Academic Purposes). The general tenor of this research is that specific
disciplines are, in effect, different "subcultures" into which readers are
enculturated, and that material from a familiar discipline or “subculture"
is easier to read and understand than linguistically comparable material

from an unfamiliar discipline (Cohen, et al., 1976; Mohammed & Swales,
1984; Alderson & Urquhart, 1985). In fact, Alderson and Urquhart’s work
with reading Fnglish for Academic Purposes has lead them to question the
traditional position towards the selectin of texts for testing purposes,
namely the aim of selecting texts which are sufficiently "general® to
avoid favoring any particular group of students. While the assumption
underlying this traditional position is obviously a belief that certain
texts will favor particular groups, presumably because of the background
knowledge available to these groups, Alderson and Urquhart point out that
such general texts may not e appropriate measures of EFL readinjy
comprehension. In an empirical study of English for Academic Purposes,
they found (1) that students from a particular discipline performed better
on tests based on texts taken from their own subject discipline than did
students fram other disciplines (that is, students appear to be advantaged
by taking a test on a text in a familiar content area), (2) that stulents
from certain disciplines found the so-called "general" texts easier than
did students from other disciplines (that is, the texts were not “general”
across all discipline groups, and, in fact, Alderson & Urquhart end up
questioning the existence of truly "general" texts which would be so
neutral in content and cultural/discipline assumptions that they would
not, in some way, favor a particular group), and (3) that these “"general"
texts underestimated the reading ability of science and engineering
students when compared to thzir reading ability on texts in their
disciplines. Alderson and Urcquhart concluded that, rather paradoxically
in the EFL context, it is +he more specialized, not the more generalized,
texts which may elicit the best tests of a reader’s EFL reading ability.
For second language readers, many of whom have much more limited skills
for extracting information from texts, and whose second language reading
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skills have been developed in specific discipline contexts, inability to
rerform sucoessfully on so-called "general" texts may not be indicative of
their abilities on texts in their own specialties.

As Widdowson (1979) has observed, different disciplines -~ such as
physics -- constitute subcultures of their own. The texts and the modes
of communicating via texts in each discipline/subculture may vary. One
interesting way to explore the discourse structures in various disciplines
is to examine their publication manuals. Charles Bazerman (1984) has an
interesting paper on the APA Publication Manual as codification ard
reflection of social scientific rhetorical patterns. The APA Publication
Manual has been widely adopted not only in experimental psychology, but in
many of the social sciences, including sociology and political science,
and, it is interesting to note, has recently been adopted by the TESOL
Quarterly as its style guide.

In the field of English fcr specific purposes and discipline-specific
texts, it has been common to invescigate rhetorical differences among
texts in different fields (Selinker & Trimble, 1974; Selinker, Todd-
Trimble, & Trimble, 1976). Less common, but beginning to occur, are
investigations of scientific texts and their production from the
perspective of writers and the writing process (Bazerman, 1983;
Herrington, 1985). Much less common are investigations of scientific
texts and the way they are read by real readers, professionals in the
field. One interesting study that I am aware of in this area is also by
Charles Bazerman (1985), mentioned above. In this study, entitled
"Physicists reading physics: Schema-laden purposes and purpose-laden
schema," published in Written Communication in 1985 and based on data
gathered from interviews and observations, Bazerman develops two thenes
related to the reader’s purpose and schema of background knowledge. They
are: (1) that the researcher’s own need to carry on research and his/her
own understanding of the field clearly shape the reading process and the
meaning carried away from the professional literature; and (2) that
moreover, purpose and schema are intertwined, so that the reader’s schema
incorporates active purpose, i.e., to carry on his/her own research, and
purpose is framed by the schema. The reader processes information that has
significance for the existing schema and will view that information from
the perspective of the schema. Thus, the way one reads is a strategic
consequence of what one is trying to accomplish. How one reads turns out
to be as fundamental a decision as what to read. [I believe these same
observations apply as well to listening. The audience for papers at any
discipline-specific conference obviously listen for their own purposes and
with t..c.r own schemata and purposes intertwined to provide a framework
for what they understand from a paper.] More of this kind of research
needs to go on in reading (and listening) of specialized texts and for
specific purposes.

Cognitive Processing and Readers’ Cognitive Strategies and Metacognition

I'd now like to consider some of the research and pedagogy centered
on second language readers’ cognitive and metaccgnitive strategies. Since
the 1970°s there has been no shortage of L2 learning theorists advecating
teaching students to use a variety of reading strategies or skills in
order to read better (Zveiina, 1987; Loew, 1984 Woytak, 1984; Phillips,
1984; Schulz, 1984; Aspatore, 1984; Grellet, 1981; Omaggio, 1984;
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Hosenfeld, Arnold, Kirchofer, laciura & Wilson, 198l). These strategies
run the gamut from the traditional skills of skimming, scanning,
contextual guessing or skipping unknown words, tolerating ambiguity,
reading for meaning, critical reading, and making inferences, to more
recently recognized skills such as building and activating appropriate
background knowledge (Zvetina, 1987), and recognizing text structure
(Block, 1986). Less common have been empirical investigations into the
strategies actually used by successful and unsuccessful second language
readers (Hosenfeld, 1977; Hauptman, 1979; Knight, Padron, & Waxman, 1985;
Bleck, 1986; Sarig, 1987).

Two of these worth singling out for comment are the study by
Hosenfeld (1977) and Block (1986). In exploratory, descriptive case
studies with small numbers of individual learners using mentalistic,
think-aloud techniques, both Hosenfeld and Block identified apparent
relations between certain types of reading strategies and successful or
unsuccessful foreign or second language reading. For example, Hosenfeld's
successful reader kept the meaning of the passage in mind during reading,
read in "broad phrases," skipped words viewed as unimportant to total
phrase meaning, and had a positive self-concept as a reader. By contrast,
Hosenfeld’s unsuccessful reader lost the meaning -~ sentences as soon as
they were decoded; read in short phrases, seldom skipped words as
unimportant —-- viewing words as "equal" in terms of their contribution to
total phrase meaning, and had a negative self-concept as a reader. Blcck,
in her study of generally nonproficient readers, found that four
characteristics seemed to differentiate the more successful of these from
the less successful: (1) integration, (2) recognition of aspects of text
structure, (3) use of general knowledge, personal experiences and
associations, and (4) response in extensive versus reflexive mode
(extensive mode refers to the reader dealing with the message conveyed by
the author and focusing on understanding the ideas of the author;
reflexive mode refers to the reader relating to the text affectively and
personally, directing attention away from the text and toward themselves,

focusing on their own thoughts and feelings rather than on the information
in the text).

With the exception of a couple of strategies mentioned briefly by
Block but not reported in her results (e.g., "comment on behavior or
process,” "monitor comprehension," and "correct behavior"), this research
has been limited to strategy use, and has not investigated readers’
awareness of strategies, or their metacognitive awareness.

First language reading researchers -- most notably Brown and her
collaborators (e.g., Baker & Brown, 1984) -- have investigated several
different aspects of the relationship between metacognitive skills and
effective reading. Little, if any, similar research has been done in
second lanquage reading.

According to Flavell (1978), two dimensicns of metacognitive ability
are (1) knowledge of cognition, and (2) regulation of cognition. The
former, i.e., knowledge of cognition, includes the reader’s knowledge
about his or her own cognitive resources, and the compatability between
the reader and the reading situation. If a reader is aware of what is
needed to perform effectively, then it is possible to take steps to meet
the demands of a reading situation more adequately. If, however, the

Q

ERIC

PAFullToxt Provided by ERIC




Q

E

PAFulToxt Provided by ERIC

RIC

12

reader is not aware of his or her own limitations as a reader or of the
complexity of the task at hand, then the reader can hardly be expected to

take preventive actions in order to anticipate or recover from problems.

Related to this first aspect £ metacognition is the reader’s
conceptualization of the reading process: how the reader conceptualizes
what he/she is doing in reading. Devine (1984} has investigated second
language readers’ conceptualizations about their reading in a second
language. Her analysis of transcripts of reading interviews provided
evidence of beginning ESL readers’ theoretical orientations toward reading
in their seccnd language. To quote Devine "Depending on the language
units they professed to focus on or indicated they considered important to
effective reading, the subjects were classified as sound~-, word-, or
meaning-orientated..." (1984, p. p. 97). Further, Devine found that
meaning-centered readers demonstrated good to excellent comprehension on a
retelling from an oral reading, while sound-centered readers were judged
to have either poor or very poor comprehension (1984, p. 104).

In a study I've recently conducted (Carrell, 1988), looking at both
first and second lenguage reading in Spanish and English (i.e., English as
Ll and Spanish as L2, and Spanish as Ll and English as L2), we included
investigation of metacognitive factors, specifically various aspects of
readers’ conceptualizations about reading strategies in their first amd
second languages. Using a 1-5 Likert Scale, where 1 = strongly agree, and
5 = strongly disagree, subjects responded to a metacognitive questionnaire
which included 36 statements about silent reading strategies in the
language in question, English and Spanish. (See Figure 1 for an overview
of the questionnaire and its structure.) Items on the questionnaire
included (1) statements related to subjects” abilities in reading in that

language -- to provide a measure of their confidence as readers in that
language; (2) statements relating to what they do when they do not
understand something —— to provide a measure of their awareness of repair

strategies; (3) statements about what they focus on in order to read more

_ effectively and about reading behaviors of the best readers they know —-—

all of these to tap their conception of effective strategies; and (4)
finally, statements about things which may make reading in that language
difficult for them. Within the latter two categories of item-types, i.e.,
measures of effective strategies and difficulty, individual items focused
on various types of reading strategies: (1) phonetic, pronunciation, or
sound-letter aspects of decoding; (2) word-level aspects of meaning; (3)
sentence, syntactic decoding; (4) details of text content; (5) global
aspects of textual meaning, or text-gist; (6) background knowledge; and
(7) textual organization. All of these strategies had been suggested in
the literature as types of reading strategies related to reading
comprehension (Devine, 1984; Hosenfeld, 1977; Block, 1986; Baker & Brown,
1984; Brown, 1980).

The questicnnaires were prepared in English and then translated into
Spanish; subjects received the questionnaires in their native language.
Subjects were native Spanish speakers who were intermediate and advanced
ESL students at SIUC, and native English speakers who were beginning and
intermediate students of Spanish, also at SIUC,

The 36 items on the metacognitive questionnaire have been subjected
to a number of analyses, but the basic one of interest for our purposes is



l)Confidence ~ 6 statements related to various aspects of a
reader’s perceived ability to read in the language.

E.g., "When reading silently in Spanish, I am able to
recognize the difference between main points and
supporting details."

2) Repair - 5 statements related to repair strategies a reader
uses when comprehension fails.

E.g., "When reading silently in English, if I don't
understand something, I keep on reading and hope for
clarification further on."

3) Effective - 17 statements related to reading strategies the reader
feels make the reading effective.

Subcategorized into:

Sound-letter (3 statements)
Word-meaning (5 statements)
Text gist (2 statements)
Background knowledge (2 statements)
Content details (2 statements)
Text organization (2 statements)
Sentence syntax (1 statement)

Eg., "When reading silently in Spanish the things I do
to read effectively are to focus on the organization of
the text."

4) Difficulty - 8 statements related to aspects of reading which make
the reading difficult.

Subcategorized into:

Sound-letter (3 statements)
Word-meaning (1 statement)
Text gist (1 statement)
Background knowledge (1 statement)
Text organization (1 statement)
Sentence syntax (1 statement)

E.g., "When reading silently in English, things that
make the reading difficult are the grammatical
structures."

FIGURE 1

Structure of the Metacognitive Questionnaire
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the relationship between subjects’ metacognitive conceptualizations about
reading in the language in question (their Ll or their L2) and their
performance in reading in that language. In other words, what is the
relationship between their perceptions about their abilities (i.e., their
confidence), their perceptions about repair strategies, about effective
strategies, and about things which cause them difficulty, on the one hand,
and their reading ability in that language, on the other?

To test these questions, separate simple regressions were run
for each group of subjects, looking at the four different categories of
metacognition (Confidence, Repair, Effective, and Difficulty) and
subjects” reading in both their first and second languages. Results are
reported in Table 1.

For reading in the first language, these results reveal that no
confidence items or repair strategies were significantly related to
reading performance for either group. Further, for Group 1, the more
subjects tended to disagree with the statements about particular types of
strategies as being effrective for reading in that language, the better
their reading performance. For example, if they tended to disagree with
statements such as "when reading silently in Spanish, the things I do to
read effectively are to focus on mentally sounding out parts of words,’
‘the grammatical structures,” ‘understanding the meaning of each word,’
“the details of the content,’ then they tended to be better readers in
that language. Finally, if they also tended to disagree that sound-letter
information or grammatical structure were things that made reading
difficult, they also read significantly better. Thus, to put it
positively, if they tended to agree that what we might characterize as
"local" reading strategies were not particularly effective, but also did
not cause them particular difficulty, then reading performance tended to
be better. Group 2 showed some of these same tendencies with regard to
"local" reading strategies, but not to the same extent as Group 1.
Interestingly, what we might characterize as awareness of the more
"global" types of reading strategies, e.g., text-gist, b ckground
knowledge, and text organization, were nct significantly related to first
language reading performance in either group.

For reading in the second language, some of the confidence and repair
strategies emerge as significantly related to reading performance. For
Group 1, if subjects tended to agree with the statement that they are able
te recognize the difference between main points and supporting details,
they tended to perform better in reading English as their second language.
For Group 2, if subjects tended tc agree with the statement that they are
able to question the significance or truthfulness of what the author says
they tended to perform better in reading in Spanish as a foreign language.
For both groups, the more they tended to disagree with the statement that
when they don’t understand something they give up angd stop reading, the
better they tended to perform in reading the second language. This result
is reminiscent of Hewett’s (1983, 1986) finding that readers who rate
themselves as being more reflective than impulsive achieved significantly
better second language reading scores, and that persistence is a
significant component of this reflectivity.

In the category of things that make reading in the second language
difficult, sentence syntax emerges as significant for Group 2, the same
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Regression Model: Ll Reading = L1 Metacognition
Significant Regression Effects
CONFIDENCE REPAIR EFFECTIVE DIFFICULTY
— — -Sound letter -Sound letter
Group 1
Spanish Ll
~Content details

Group 2 -Sound letter
English Ll

Regression Model: L2 Reading = L2 Metacognition

Significant Regression Effects
CONFIDENCE REPAIR EFFECTIVE DIFFICULTY

Group 1 +Mair/Support -Give up/ ~Content details -Background
Spanish L1 stop reading knowledge

Group 2 +Able to ~Give up/ +Word meaning ~-Sent. syntax
English L1 question stop reading =-Sound letter
author +Sent. syntax

positive relationship

The greater the subject’s agreement with the metacognitive
statement, the better the subject read in that language.

negative relationship
The greater the subject’s disagreement with the metacognitive
statement, the better the subject read in that language.
TABLE 1

Significant Relationships of Metacognition and Reading in Ll and L2
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way it did for group 1 for reading in the nmative language. Interestingly,
for Group 1, the more subjects tended to disagree with the statement that
relating the text to their background knowledge caused difficulty, the
better they tended to read.

The relationships between what are perceived to be effective
strategies and the effectiveness of the reading are not as clear for the
second language situation as they were for the first language situation.
Reading for details of content, for Group 1, and sound-letter
correspondences, for Group 2, are both negatively related to reading
performance, as they were for the first language situation. However, for
Group 2, word meaning and sentence syntax are both positively related to
reading performance; that is, the more subjects tended to agree that
these ‘local’ reading strategies were effective for their reading in
Spanish as a foreign language, the better their reading.

These data are still being analyzed and interpreted. Howewver, based
upon the results obtained thus far, I think that further research both on
readers’ cognitive strategies, in the sense of Hosenfeld and Block, and on
readers’ metacognitive conceptualizations about reading, in the sense of
my study and Devine’s earlier research, will be extremely fruitful areas
in the future.

The Reading-Writing Connection

One final area of current research and pedagogy in second language
reading that I wish to discuss is the reading writing connection. Two
separate colloguia on this topic were presented at the 1988 TESOL
convention. For those familiar with the first language research emanating
from the Center for the Study of Reading, the linkage ¢f reading and
writing will be a familiar theme. However, within second language,

specifically ESL, we have only recently begun to rediscover the benefits
of linking the two.

One way to explore the reading/writing connection is to consider the
connection the way Krashen (1984) does, namely to explore the effects of
"uninstructed" reading on writing ability -- the relationship between
voluntary pleasure reading and writing ability. The evidence, as you are
all no doubt well aware, suggests a high correlation between amount of
reading and writing ability. Which is not necessarily to imply a causal
connection; evidence of causal connections is harder to come by.

However, another way to think about the reading/writing connection is
to consider each from the perspective of the other in terms of research
and pedagogy, and to ask what recent research and pedagogy in one domain
suggests about research and pedagogy in the other. I shall only mention
some of these, without going into much detail on any one of them. First,
is the product/process distinction. Although writing itself is obviously
a process and not a product, until recently the study of writing has
primarily focused on the study of the products of writing and not on the
process itself. Recent developments in the field of compositicn research
have changed that, and today the focus is as much on the process as on the
products (cf. Connor, 1987). Similarly, reading itself is obviously a
process and not a product. Until recently, the study of reading has
focused on the products of reading, on the outcames of reading in terms of
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static measures of comprehension -- usually answers to comprehension
questions. Recently, however, focus has shifted in reading research to
exploration of the process -~ including such on-line measures as oral
miscue analysis (Goodman 1968), eye moveme.it research (Carpenter & Just,
1983), eye-voice span research (Levin, 1979), oral and written recall
protocol analysis (Mandler & Johnson, 1977; Meyer, 1975), and think-aloui,
retrospective and introspective, interview, and other so-called
mentalistic data (Block, 1986; Cohen, 1984, 1986; Sarig, 1987; Devine,
1984). As with writing, when the focus is on the product, it is with the
intention of anmalyzing the product for the inferences we can draw about
the process. Eskey presented an insightful paper at the 1988 TESOL
convention on just this topic, entitled “"Comparing Reading and Writing as
Processes and Products."

A second way to look at the reading-writing connection is to consider
the way writing may inform reading and reading pedagogy. By emphasizing
the creative, meaning-making, evolving and dynamic aspects of the reading
process, reading can be seen to ~hare much with writing, both as processes
of "composing" a text. 2amel, in another insightful paper at the 1988
TESOL convention, argued for the creative use of writing as a way of
engaging students with meaning-making reading experiences. She argued
that "because writing allows the writer/reader to dialogue with a text, to
find one’s way into it, to discover and consider one’s stance, one’s alive
reactions, to become a member of an interpretive community of readers, it
[writing] is a powerful way to give students insights into the generative,
creative and dialogic nature of reading." (from the abstract) Drawing on
the school of literary criticism known as reader-response theory, as well
as upon Frank Smith’s view of reading (and all literacy activities) as an
opportunity for the “the creation of worlds," Zamel made a compelling
case for the use of creative writing activities as the basis for helping

students to come to understand the constructiom of their own readings of
texts.

Finally, a third way of looking at the reading/writing connection is
to consider the implications for writing pedagogy of advances in reading
research and pedagogy. Meyer’s research on first language reading has
shown how a better explicit understanding of a reader’s mental
representation of a text and how that representation forms and functions
in long-term memory can be used to help a writer plan texts which enable
readers to create representaticns which better match the writer’s purpose
in the communication (Meyer, 1982). Other first language reading
researchers are showing how explicit instruction in the construction of
text maps and/or semantic maps after reading can facilitate the planning
of producing original discourse (Sinatra, Stahl-Gemake, & Morgan, 1986).
In second language, in a chapter I recently contributed to Connor and
Kaplan’s book on writing (Carrell, 1987b), I related Meyer’s ideas on
native reading-writing to ESL composition and ESL composition pedagogy.
And, finally, Joan Eisterhold and I are presently conducting an empirical
training study -- the design of which is outlined in Fiqure 2 -- to
determine whether adult ESL learners who are explicitly taught about
Meyer’s top~level rhetorical structures specifically for reading purposes
cognitively transfer that training to writing (that is our Train-Read-
Write group), and how this group compares to groups who receive no
training (our Read-Write group), groups who receive training specifically
for writing without reading (our Train-Write group), and groups who
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FIGURE 2

Eisterhold-Carrell Research Design (1987, 1988)
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receive training cpecifically for writing, with reading serving only as
models for writing (our Read-Train-Write group). Preliminary results
suggest that while both the training and the reading are important —- that
is the groups receiving both reading and training outperform the groups
with just reading or just training -- more advanced students tended to do
better with the Train-Read-Write treatment, while intermediate students
tended to do better with the Read~Train-Write. What this may suggest is a
complex relationship between cognitive training transfer from reading to
writing and varying stages of second language proficiency and
reading/writing skills development. That is, on a lower proficiency
level, training appears to be most effective when it is applied directly
to writing. However, on a higher proficiency level, training appears to
be most effective when it is focused on reading and transfered through to
writing. All of which seems to fit with Shanahan’s bi-directional,
interactive, developmental model (Shanahan & Lomax, 1986) of the reading-

writing relationship. This is a theoretical model developed for first
language reading-writing connection, which has received convincing
empirical support, and which shows how the nature of the reading-writing
relationship changes as students become more proficient readers.

CONCLUSION

In conclusion, I have tried to show how three currently popular areas
of research and pedagogy in second language reading are derived from and
are closely related to considerations of pragmatics and communicative
competence. With the goal of teaching second language students to learn
to read so that they may read to learn, second lanquage reading research
and pedagogy must consider all that the reader needs to know (including
content and formal schemata, as well as linguistic knowledge) and, in
addition, how to strategically apply such knowledge in the reading process
(including cognitive processes, and metacognitive awareness).
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IDEAL 4, 1989

ENGLISH ACROSS CULTURES: NATIVE ENGLISH SPEAKER IN THE THIRD WORLD
P. B. NAYAR

Thousands of native English speakers (NES) work abroad in the Third World
countries as ESL teachers and as academic and technical experts. The NES expert
abroad is in a situation where his expertise is not backed by his native system and
environment, but is often countered by the systems and ways of alien cultures and
values. The monocultural English speakers’ naivety regarding the sociocultural and
technological "values gap” between themselves and their hosts significantly affects
their attitudes, interaction, and the methods, materials and techniques they adopt.
As a result, there are conflicts and breakdowns in communication, which have
far-reaching repercussions not merely on the fulfillment of the NESs' sojourn
objectives, but also on the attitude of the host nationals, and eventually on bilateral
national relations. The problems are further compounded by the NESs’ lack of
awareness of the fact that although the hosts may seem to share their linguistic
code, they don't necessarily "relate” to the code in the same way NESs do. Where
the NES experts dominate academia, the hosts often feel their fragile national
identity thrcatened by Western cultural hegemony. Pre-sojourn training programs in
English speaking countries should therefore provide not only inter-ethnic and
inter-cultural communication perspectives, but also adequate insights into the
pragmatic differences of World Englishes.

Communication in the English language today can be seen as between four types of
interactants: Native speaker (NS) to NS; non-native speaker (NNS) to NNS inter and
intranationally as a language of wider communication; NS to NNS in NS country; and NS to
NNS in NNS's territory. The last two situations are by far the more complex as they
potentially involve both intercultural and inter-ethnic conflicts. Although both situations have
comparable conflict potential and need for cultural adjustmenis by both parties, I would like to
contend that the latter situation is geo-politically the more sensitive one, particularly for the
United States, which has @ much larger international involvement, commitment and feeling of
responsibility than any other nation. Besides, in the former situation (of the NNS in NS
country), the onus of cultural adjustmem (to the NS host nation) is or should be almost
entirely on the NNS (see Nayar 1986), while in the latter situation, it is the NS who has to
make greater efforts to adjust and acculturate. Moreover, practically all NNSs sojourning in
NS countries will either have leamnt or be in the process of learning the native language of
the hosts, and so will have some familiarity with the host culture and values implicitly or
explicitly acquired through the study of language. NSs going abroad normally neither expect
nor are cxpected 10 communicate with their potential hosts in their various native languages,
and at best may only have a certain amount of pre-sojourn orientation. Finally, NNS
sojourncrs do not generally hold any position of power or influence that might affect or
change the ways of life of the NS countrv. For these reasons. I have decided to concentrate
on the last of the four situations, that is, ot the NS abroad, perhaps at the risk of
over-cmphasizing one of two cqually important cross-cullural contact situations. The
magnitude and importance of the communication problems in this situation, where the NS is
riding his linguistic horse on the NNS's turf cannot be overemphasized. By the word
communication, what is meant here is not just mere conveying of the intended message, but
also the successful exchange of interactional goals. I wish to argue, perhaps seemingly
platitudinously, that communicative success in these situations will not only vary inverscly
with the cullural distance between the Native English Speaket (NES) and his host, and
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dircctly with the NES's cultural flex and intercultural awarencss, but also, more impostant,
with the NES's sense and perspective of the role, function load and changed pragmatics of the
English language when it is used in unfamiliar non-native situations.

Although the emphasis here is on academic contact situations, the general principles and
practices are applicable and valid, mutatis mutandis, for all contact situations.

In many Third World countries, educational institutions at ail levels are extensively
staffed by native English speakers, not merely for the teaching of English, but also in
administrative and advisory capacities. The less developed the countries are, the greater their
dependence on expatriate expertise. {I shall use the term "sojourner” to indicate the expatriate
Westemn experts.) In a contact situation like this, it is virtually impossible for anyone,
sojourner or host, to be fully aware of the nature, extent, magnitude and complexity of the
communication problems. The communication gap between the English speaking sojoumners
and their English speaking hosts is not just a function of the difference between their cultures
in the mere anthropological sense of the term culture. It is also a function of the
technological gap between the material civilizations of the industrialized, urbanized, affluent,
gadget-oriented Westem societies and the traditional, agrarian, subsistence-economy
civilizations of the Afro-Asian countries'. In addition, it is also a function of the differences
in values and orientations between two worlds. On the one hand we have the relatively
linguistically homogenous nations of the West, where there is a strong correlation between
national, linguistic and hence cultural identities, and on the other we have the polyglot,
multi-tribal, multi-ethnic, pluralistic political entities loosely called nations, where national,
ethnic, linguistic and cultural identities criss-cross in a bewilderingly complex manner, with
bewilderingly complex sociolinguistic concomitants. The NES academic abroad therefore
faces a communicative situation that is very delicate, complex and potentially full of conflicts.

Several factors contribute directly and indirectly to the complexity and sensitivity of the
contact situation. First of all, a great deal of communicational success depends on a proper
perception of (and adherence to) the socio-professional role of the sojourner in the host
country (as perceived by the hosts) and of the behavioural norms and obligations arising out
of and appertaining to that role. Secondly, there is the sojoumers’ own perception of their
role, duties and responsibilities, which may sometimes conflict with the perception of the
hosts. Thirdly, the sojourners may find themselves in an anomalous situation, where their
power as experts is not supported by the efficient organization, service and back up system
they arc used to at home. And finally, conflicts may also occur because of differences in the
commaunicative value (Widdowson 1979) of what is said in English by the NS and the NNS.

Many Third World countries have well-defined social hierarchies, with complex
implications on the ethnography of communication, and the "pecking orders” and the resulting
pragmatics of communication do not have the same bases as what the sojourners are used to.
For sojourners from a mobile and more egalitarian social structure (like Americans) it is
difficult even to conceptualize the complexities of the ethnography. Therefore, it is by no
means easy for the sojoumers to assume and comfortably occupy their social and professional
niche as perceived and assigned by the hosts, and to conform to the corresponding norms of
"noblesse oblige”. For instance, in several Afro-Asian countrics. initiating, negotiating and
concluding an interaction, as well as the rituals, styles and registers appropriate for the various
participants are controlled by conventions and priorities of status, age, caste, trine, sex,
situation €iC., even when the participants are using a culturally neutral language like English.
Usually, because of their economic and social status as guest experts, most host socicties treat
the forcign sojourners as a privileged class, loosely grafted on temporarily and anomalously to
the upper cchelons of their social structure. There are also somctimes stereotypical names for
forcigners that mark them out for how they arc perceived like Mcungu, Masta, Ferenji, Saheb,
Gaijin or whatever. Initiatly, The sojourners cannot apply any canons known o them to
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determine who their social equals, superiors or inferiors are in the host country, or what the
acceptable communicative pattems are, and in a hierarchy-conscious socicty, these matters are
important. Meedless to say, the difficulties arc often a function of the distance or similarity
between the concemed aspects in the sojourner and host cultures although even in cultures
perceived close to each other (e.g. American and West European) culture fatigue is not
unknown. The sojourners will feel uncomfortable handling unfamiliar social situations and
relationships. For instance, Americans rarely cope comfortably with a very common social
feature of many Third World countries -- employing and dealing with domestic servants. In
Ethiopia, for example, Indian sojourners, though much lower in social hierarchy and less
well-paid than their "white" colleagues, almost always found more permanent and dependable
domestic servants than Euro-Americans for much lower wages. The Indians were used to
servants as a social class, knew the "when to do and say what and how" of master-servant
relationships, could relate better to servants and so easily estallished a secure and unstressful
interaction with them. Similarly, despite their heavy accents and often "shaky" competence,
most Indian teachers of English were evaluated as highly as NS teachers, because I think the
Indians, by transferring their own native role model, conformed better to the traditional,
benevolently authoritarian, father-figure model the Ethiopians had for teachers. In these
instances, the Indian sojoumers, because of shared culwral features, were able to live up
better to host country expectations. On the other hand, since many Third World countries
model their technology and their institutions after the¢ Western counmies, these are areas where
Westemn sojoumners will be more comfortable and will also be able to live up to host country
expectations of their role. However, what is needed is an honest effort on the part of the
sojourner to understand host perceptions of their status and obligations®. Friends or colleagues
from the host country who are proficient in and sympathetic to the sojourner’s native culture
can be very valuable sources of information. Host culture proficient "old timers" among
fellow sojoumners can also be good cultural mediators.

The sojoumncrs’ perception of their role and responsibilities in the host country can be at
variance with that of the hosts. Coming from a culture where objectives and procedures and
clear cut and well organized, where specialisms are a recognized part of expertise, and where
intcllectual honesty regarding areas of expertise is taken for granted, the sojourners may find
themselves and their expertise embarrassingly or unrealistically misconstrued in many Third
World countries. Often a greater range of expertise than what the sojoumers believe they can
offer is expected and demanded. As Brislin (1981) observes: "Answers which are variants of
‘that’s not my specialty’ clearly provide no help... Sojoumers must be prepared to entertain
questions which tax the limits of their knowledge. They should also be prepared to modify
their original plans when faced with problems identified as significant by hosts. Further, they
must be prepared to do this work without extensive reference aids....accustomed in their own
couniry.” (p.223.) Again, instances where NES experts may find themselves having to work
outside their ficld of expertise, often having to tcach English, are not rare. Maley (1983) talks
of situations in China, where the criterion for recruiting English teachers seems to be "If it
walks and talks English, It's OK." The other extreme of this, of course, are the sojourners
who see their role as cultural ambassadors for their countries, and who feel that their chief
missicn s the spreading of Westemn Wisdom. From a communicative point of view, their
sojourn is monological with little regard for the needs and priorities of the recipients. One
hopes that their numbers are not very large, as they even at best, will only succeed in
crealing white minds in hrown or black bodies.

Thirdly, thers are situations where the Western sojourner experts’ professional intentions
arc frustrated by the unsupportive or incompatible systems and values of the host countrics.
The technology, service industries, and the organizational and burcaucratic support systems of
the Third World ar¢ not us functionally efficient as in the West. Perhaps many of those,
copics of Western prototypes, arc not fully compatible with the temperament and value
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systems of non-Western socicties cither. (For an example of socio-cultural constraints on the
English syllabus of a Third World country, scc Maley 1984 and Hawkcy 1984.)

Finally, the growth and spread of the English language, not just as a language of
international and inter-ethnic communication (Smith 1981, 1983; Quirk and Widdowson 1985;
Greenbaum 1985; Bailey and Gorlach 1986), but also in terms of the indiginization of several
non-native institutionalized and performance varieties (Strevens 1982; Kachru 1986) have
resulted in considerable diversity and complexity in the communicative value of English
surface structures across the English speaking world. These differences in communicative
value can be a result of anything as varied as lexical denotations to pragmatic presuppositions
to culture-specific connotations. Variations and differcnces within the NNS varieties and
between NS and NNS varieties are much greater than variations within NS varjeties. NSs and
NNSs may not mean the same thing at all when they appear to be saying the same thing, that
is, when they utter the same language form. Converscly, with the intent of meaning being the
same, that is, to achieve the same communicative value, they may in fact produce widely
different surface forms. Maley (1983) gives several examples of words to which NESs and
Chinese English speakers attach very different meanings (that is, give different communicative
values) without consciously intending to differ. Similarly some African varieties of English
may require a long and complicated litany of expressions lasting several minutes to realize the
communicative value of the most simple expressions of phatic communication (to the NES) of
greeting or leave taking or of excusing oneself (sec Osterloh 1986). Failure to comprehend
the true communicative value of expressions, particularly those directly dealing with the
interpersonal functions of language (Halliday 1979) can damage communication irreparably in
any cross-cultural situation.

In sum, the best-intentioned efforts of the sojoumners to establish good rapport with their
hosts may not often be fully effective because of the naivety of the interactants regarding the
culture and communication gap between them despite an ostensible "common language”,
because of the incongruence between the perception and the realities of the sojoum situation
and the sojourncr's role, and because of an inadequacy of intercultural awareness.

By and large, Americans are a simple people, informal, hospitable, generous, and
motivated by splendid intentions. Is there then any factual basis for the much-maligned
stercotype of the "ugly American” abroad -- pushy, impatient and intolerant of the unknown,
overbearing. patronizing, culturally naive and myopic, ethnocentric, self-important, and in
general ignorant of and unconcemed about other cultures and ways of life? Or are most of
them just unconscious victims of geopolitical cthnocentrism and are more sinned against than
sinning? Perhaps there's a bit of both and perhaps there is a very indirect cause-effect
relation between the two as well. However, one thing scems fairly obvious. Material wealth,
political power supported by military might, and technological achicvements do tend to lead to
cthnocentric technological determinism and cultural chauvinism, and educationally and
economically deprived people tend to be labelled primitive, uncivilized and uncultured. One
of America's famous cthnologists, Edward T. Hall (1979) writes, "We in the west arc
convinced that we have a corner on reality -- a pipeline to God -- and that other realitics are
simply superstilions or distortions brought about by infericr or less developed systems of
though'. This gives us a right to frce them from ignorance and make them like us. The
dazzling success of our technology, as well as our understanding of the physical world has
blinded Europcans and Americans alike 10 the complexities of their own lives and given them
a false sense of superiority over those who have not evolved their mechanical uxtensions to
the sume degree. (p.206.) Litcrature on cross-cultural communication is fuli of instances of
the results of unimaginative transference of westem expertise with little regard to its suitability
or applicability by overzealous westem cxperts (Brislin 1977, 1981, Hall 1977; Harris and
Moran 1979; Nayar 1985b; Omotoso 1978: to mention just a few). Much of a recent
colloquium on teaching English in China by China-rctumed American professors at a
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convention® was a listing of the shortcomings of the Chinese system (which included the use
of British text books) as perceived and experienced by the participants, along with their proud
recounting of. what they did to make modern principles and practices available to the Chinese.
For modern, the uninvolved, discemning spectator can read "what is currently fashionable in
the United States", never mind if they are compatible with the Chinese systems, institutions
and traditions or are desirable, feasible or practicable in China. Shu (1988) remarks.
"Obviously, these English-speaking ESL experts and teachers from scientifically and
technologically devcloped countries have somehow got the idea that everything produced in
their countries is highly developed, advanced and modem, from science and technology to
educational theories and teaching methodologies.... English speaking ESL experts base theif
criticism and judgement on the ESL teaching theories developed in their own country with the
presumption that those theories are universal and applicable all over the world.” (p.2 & 5.)
Shu's angry intensity is shared, albeit in milder language by Eom (1988) who deplores the
waning popularity of Americans in Korea, whom he describes as “self-imposing and
uninterested in the Korean ways of life." (p.2.)

Establishing good rapport with the hosts is an undeniable priority for all sojoumners.
The eventual success of efforts to establish rapport will depend on several factors like
sincerity of motivation, knowledge of and attitude towards the host culture, length of sojourn,
nature of the contact situation and the general threshold of intclerance of the host society. A
New World, melting pot society like the U.S. may be generally more tolerant of
non-conforming or culturally deviant behaviour patterns from foreigners, particularly if the
foreigners are seen to be temporary sojourners. However, this attitude is not often
reciprocated in a converse sojoumn situation. As Brislin (1981) observes: "Americans living
abroad are especially prone to negative judgements since, in general, they are charged with
knowing little about the history of other countries.” (p.284.) For Westem or NES sojoumners
in Third World countries a basic step to establish good rapport with the hosts is not only to
trv and establish equal status contact, but also to make sure that the hosts feel the equalness
¢. e equal status.

Quite a few accidental factors, geo-political and geo-linguistic, connive against the
well-meaning but unfortunate English speakers and their efforts to establish good relations.
First. NES countries happen to be politically, technologically and economically among the
world's more developed and powerful countries, and as hinted earlier, this leads to their being
somehow perceived as superior. Their role as givers or providers of knowledge, technology
and economic assistance contributcs to a perception of a superior status. Second, the language
of communication they use with the recipient countries also happens to be their native
language. and the apparent superiority perceived and fostered by a superior command of the
English language is an obstacle very hard to overcome (as in the case of any superstratum
language vis a vis substratum languages). In addition, English language proficiency is a status
svmbol in many Anglophone Third World countries, whose self-imposed values give their own
"English litcrates” social prestige. In some countrics like India, Kenya and Nigeria, code
switching into English is a sociolinguistic device to establish one’s social credentials.

There are also some other factors leading to perceived unequalness, over which the
NESs have some degree of control.  English speakers, no matter where they are in the world
tand more so if they are in Anglophone Third World), get very uneasy in social situations
when people around thenm speak in a language other than English. And yet they have no
qualms about speaking in English wherever in the woerld they are! Although the rest of the
world, of necessity, has to learn English more than NESs need to lean other languages, the
attitude "You come to my country and I talk to you in English, I come to your country and I
talk to you in English” does not win friends. Also, the English language competence of a
NNS otten tends to be equated with mental and intellectual development, literacy and
cducativnal sophistication. Paul Simon (1980) puts it well when he observes that while an
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American ambassador in Tokyo can have a most successful tour of duty without speaking a
word of Japanese. a Japanese ambassador in Washington with no English will certainly be
considered incompetent. Again, the English speaker's evaluation of the English language
competence of a foreigner is not compatible with his evaluation of his own competence in a
foreign language. An English speaker's limited competence in say, Chinese, will be valued
very much over a Chinese speaker’s near-native English. This attitude could be and in fact
has been found to be crucially detrimental to equal status contact.

Two concepts developed by Hall (1977) could be invoked to exemplify two sample
areas of communication conflict, and both have to do with differing world view and the
resulting pragmatic presuppositions behind different versions of the same language. Hall
divides people’s sense of time into Monochronic and Polychronic and rightly observes that
Americans, who have a monochronic sense of time, and whose lives are so completely
controlled by the clock, would be horrified and distressed by the way in which appointments
are perceived and handled by Polychronic Third World people. I have myself seen local
bureaucrats in the Third World countries being dubbed inefficient, lazy and irresponsible by
Euro-American sojoumners merely because their attitude toward work and their perception of
time were not compatible with those of the sojourners. I also remember expatriates in
Ethiopia talking about a "native appointment” (meaning one not intended to be kept), and in
Papua New Guinea about "Melanesian time" (meaning vague and unpunctual). Obviously,
when appointments are made and schedules are set, the two interactants mean different things
while they say the same thing.

The other notion Hall evolves is one of communicative strategy. Speech communities
could have ecither a low context or high context culture. American culture is relatively low
context, where the majority of communicative information is contained in the explicit code.
Afro-Asian cultures, on the other hand, are high context, where the majority of information is
either in the physical context or internalized in the person. Americans are likely to find many
foreigners either reticent, laconic and inarticulate or circumlocutory, rambling and discursive.
To an outsider, on the other hand, Americans may seem to be stating the obvious, in a rather
platitudinous and banal way, often with verbal inflation, attaching and looking for meanings
only in what is said. Such ethnographic differences in communicative strategy, style and
organization of verbally cxplicit information can lead to conflict when teachers and students
operate under different presupposed rules of communication. In conflict-generating situations
abroad, the sojourner has to carry the onus of avoiding or defusing conflicts even though the
language of communication is the sojourncrs native language. Host students should not be
considered or branded dim, inarticulate and unmotivated merely because their classroom
interaction does not correspond to NES norms. Their leaming strategies, interactional ethics
and pragmatics, and sense of teacher student relationship are bound to be different from the
NES teacher’s. An Oriental student, for instance, may not want to say something in a way
that might be the correct and logical rhetorical style for the NS, because in his pragmatics, by
doing so he may be insulting the intelligence of the teacher or questioning the teacher’s
competence, neither of which he wants to do. A South Asian student may not be so
forthcoming with "thank you's" and "please's" because for him they may be indicators of
social distance rather than politencss.

So, what arc some of the lessons from all this for us? First of all, in general, we have
to he sensitive to the prioritics, values and needs of the paiticular country. Problems and
issucs abroad should not be scen as extensions or projections of problems in the sojourners
native culture. A foreign student or an immigrant lcarns ESL in an English spcaking country.
A South Asian, A Nigerian or a Papuan leams ESL in his own country. And there the
resemblance probably ends. Theories, philosophies. policies, principles, strategies and methods
of language leamning and teaching arc mostly situation-specific, and are fully valid and
opcrational only in the sociolinguistic frames and cpistermological traditions they have been
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conceived®. Others' realities may not necessarily be the same as how we see or perceive or
interpret them, and their problems should not always be diagnosed or treated as we would
ours. The scjourners, then, should have a realistic and net an idealistic approach to the needs
and situations of the host country, and the sojourners’ own academic conditioning should not
affect their sense of relevance®, Secondly, native English speakers may feel emotionally loyal
to their native variety of language and the cultural values it reflects. However, today there
are several NNS countries with established Local Forms of English (LFE), all of which,
though based on one or the other standard NS dialects, show sufficient institutionalization and
functional identity to merit intemational acceptance. With the present-day spread of English
such LFEs often function as effective exponents of non-English cultures. If a particular
country prefers a local variant that is internationally comprehensivle and yet embodies the
cultural and national ‘characteristics of the local users (see Kachiu 1976, 1982, 1982, 1983,
1986; Smith 1983; Quirk and Widdowson 1985; Nayar 1985a), the NSs should make an effort
to be sympathetic to it. In the use of teaching material, as Osterloh (1986) remarks,
"Commonplace stories or those dialogucs one-sidedly oriented toward European society should
be replaced by contents meaningful to a local situation.” (p.83.) For teachers, this does not
just mean making superficial changes in the material by changing Peter to Pedro, or Solomon
to Sulaiman, or Kingsley to Krishna, or O'Connor to Okimbo. Wherever teaching material in
English has a heavy culture compenent that seriously conflicts with established local
traditions, they should never be vigorously or over-zealously glorified, least of all aggressively
held out as the universal ideal. English education should not be seen as a means of what the
Europeans call "Cocacolanization”. Much less should it be an attempt to establish language
"power zones" by replacing Britannica with Americana or vice versa. Thirdly, English
language teachers should realizs that in most cases, the student overseas needs English not to
be "educated, civilized, cultured and cultivated” but only as a tool for a specific objective in
life. They leam English from the NS mostly for the same reason they would buy an
American airplane, a British computer or an Australian tractor. Fourth, one should accept that
it is possible to have adequate communicative competence in World English without
necessarily subscribing to the sociocultural values or political ideologies of the native
speakers. As English as a world language takes upon itself the burden of representing and
reflecting non-English cultures, thought patterns and values, it cannot be any longer invariantly
identified with Anglo-saxon, Anglo-American or even Evro-American values. The emergence
of a significant body of literature in English in NNS cultures and contexts shows not only the
versatility of English but also its tendency to be non-culture specific. There are even points
of view that some varieties of English used for world communication are expressive of a
seccondary and universal culture (Widdowson 1979) acquired through modem education. Sixth,
the sojourner's power situation should not be used for the propagation of any alien values, no
matter how compulsive his or her inner cail to do so may be’. Lastly, one should be
prepared to recognize the cultural, social and spiritual values of the host country by accepting
them in their own context and not through the looking glass of western values®.

Many Afro-Asian nations are in a state of nascent nationalism, in the process of
cvolving a national character and national identity, and so feel defensive about the
preservation of their fragile identity. They genuinely feel the threat that imported western
expertise will bring in imported westem values, which may in time destroy their own cultural
identity. The less of a threat the sojourners appear to be, the more acceptable they will
be 1o the hosts. There really is no need for overzealous identification with local ways as
such auempts to oui-Hered Herod wili oniy be comic at worst and amusing at best. Neither
should the scjourner be seen meddling with local ways in order to improve and "modemize”
them unless it is officially part of his brief. Most host socicties, including the U.S., expect
from sojourncrs only understanding and respect for local ways, not involvement and
interference.
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It is a sociolinguistic fact that linguistic superiority generates superiority of power. The
host countries realize the inevitability of their dependence on expatriates, and when the
cxpatriates possess linguistic, cconomic and political superiority, the hosts are forced,
sometimes reluctantly, to assume and adopt or at least put up with the norms, values,
communicational pragmatics and interactional ethics of the expatriate sojourners. In other
words, they are forced to play the game according to the rules of the foreigners merely
because the foreigners control the technology and politics of the game. In Third World
countries, in academic meetings, conferences and discussions, conducted in English often
solely for the benefit of the expatriates, the NNS's superior factual knowledge, logic and
reasoning sometimes defer to the NS's superior fluency and control of the language and hence
control of the interactional process out of sheer expediency. This is further compounded by
the pragmatics of the interaction: a conflict between the factual-inductive’® logic of an
aggressive self-promoting culture on the one hand and the intuitive-affective or
axiomatic-deductive rhetorical style of a deferential, self-cffacing culture on the other. This
may well turn out to be the black man’s burden for some time to come. A little care
should help the sojoumer handle such delicate situations gracefully.

How then are we to tackle the problem? A short-term, piece-meal, pre-sojourn
orientation, even if feasible, is going to be eminently ineffective. What we need here is not a
pain killer, but a remover of the cause of the pain. What the prospective traveller abroad
needs is a good intercultural perspective to develop the necessary cultural flex to cope with
any alien situation, not just an alien situation. If the English-speaking disseminators of
knowledge and information cross-nationally and cross-culturally have to fulfil their role of
international leadership satisfactorily without conflict and confrontation, greater geographical
and anthropological literacy and better intercultural education should be made an integral part
of their professional training in the interests of better intemational cooperation. It should also
be stressed that a crucial concomitant of cffective intemational communication is sensitivity to
the non-monolithic nature of today's vehicle of world communication, the English language.

THE AUTHOR

P. B. Nayar, Asst. Professor in English and TESL at Oklahoma Stale University, has
been associated with ESL in various capacitics for over 25 years in several countries. His
special interests arc English used as a world language across cultures and ccde mixing by
biliterate bilinguals.

NOTES

'For instance, the Harpers Magazine of July 1985 (p.31) gives a survey report showing
2 items Americans thought ‘they don't know how to get along without' --- from scotch tape
(46%) 10 home computers (2%). A majority of Third World people would not cven know of
many of these items, lot alone consider them indispensible.

In A Yankee Leams to Bow, (New York Times Magazine, June 8, 1986, p.38-), Jeffrey
S. Irish, a freshi Yalc graduate, discusscs rather vividly his mental and spiritual tribulations
working as the only gaijin in an office in Tokyo, having to learn humility and tatemae, and
having to overcome his aggressive American directness.
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“Two of my colleagues in the University of Papua New Guinea, a Papua New Guinean
and an Angio-Zimbabwean once nearly started a war, the bittemess and acrimony of which
took a long time to die, all because they didn’t agree on the denotation of 8:30 p.m.

*For hundreds of American-trained ESL teachers, a willing suspension of disbelief if not
doctrinal faith in the universal infallibility of Krashen's theory of second language acquisition
and of Kaplan's (1966) rhetorical pattems in ESL writing have been what Mark Clarke in
another context (1983) calls ‘some bizarre ritual required for membership in the profession’
(p.112) despite valid challenges to the authenticity of both (e.g. Mclaughlin 1978, Farhady
1979, Sorace 1983, Gregg 1984 against Krashen and Hinds 1983, Mohan and Lo 1985,
Mulamba 1988 and Littlejohn 1988 against Kaplan.)

“The Freshman English Program at the HaileSelassie I University in Ethiopia in the 70's
was a clone of Freshman English writing courses in American Universities for no reason other
than that the people who devised it were American expatriate Lecturers. The fact that an
average Ethiopian in public and private life did most of his writing in Amharic and that even
where he did write in English, what he .wrote did not have much in common with the rhetoric
of college composition did not seem to matter.

It is no secret that there is a layer of ESL personnel in the U.S. who are primarily in
the business of saving souls, to which end the - use ESL as a contact or ‘reach out’ point.
While not discounting their zeal and ambition, it would be wise to think what our reaction
would be if the situation was reversed and if it were our spiritual orientations that were
tampered -vith by foreigners.

*A recent (personal) letter from an American ESL teacher loudly lamented the religious
hypocrisy of the somewhat fundamentalist country he was working in. Ironically, the letter
arrived at the time of the two loud scandals associated with top Televangelists in the U.S.!
Again, Talking about the difficulties of ‘getting things done’ in that country, the letter
complains, ‘It’s the same as in Latin America: what’s true, honest, fair and correct is
secondary to who you know. And because forcigners always have fewer connections than
host country nationals, they are the ones who get bumed.” Whether this is a valid criticism
of the host country or an example of the writer's ethnocentric intellectual pettiness is
anybody’s guess. The interpretation of the former part of the criticism depends upon what
onec means by abstractions like honesty, truth, faimess etc., which arec by no means objectively
universal. As for the latter part of ‘who you know’ and xenophobia, I am yet to see a
community in the world (except perhaps Erewhon) where this is not true.

’Glen, Witmeyer, and Stevenson (1977) identify different styles of logic and rhetorical
organization ameng different peoples of the world. They define three such styles and posit
that West Europeans and Americans have a factual-inductive style, East Europeans have an
axiomatic-deductive style and Middle-Eastemers have an intuitive-affective style. They argue
that lack of recognitions of these different styles substantially contribute to intemational
miscommunication.

REFERENCES

Bailey, R.W., and Gorlach, M. (1986). English as a World Language. Ann Arbor, MI: Michiga
University Press.

Brislin, R.W. (1977). (Ed.) Culture Learning: Concepts, Applications and Research. Hawaii:
East-West Center.

37




(1981). Cross-cultural Encounters. New York: Pergamon.

Clarke, M.A. (1983). The scope of approach, the importance of method, and the nature of
technique. In J.E. Alatis, H.H. Stem, 'and P. Strevens, (Eds.) GURT 83. (pp. 106-115).
Washington,D.C.: Georgetwon University Press.

Eom, Young-min. (1988). Korean interpersonal pattems: implications intercultural communication
between Koreans and Americans. Unpublished manuscript. Oklahoma State University
English Department.

Farhady, H. (1979). On the plausibility of second language acquisition models: an experimental
perspective. ERIC ED 205023.

Glenn, E., Witmeyer, D., and Stevenson, K. (1977) Culwral Styles of persuasion. International
Journal of Intercultural Relations, 1, 52-66.

Greenbaum, S. (1985). (Ed.) The English Language Today. Oxford: Pergamon.

Gregg, K.R. (1984). Krashan's monitor and Occam's razor. Applied Linguistics, 5, 79-100.
Hall, E.T. (1977). Beyond Culture. New York: Anchor Books.

Halliday, M.A.K. (1979). Language as a Social Semiotic. London: Edward Amold.

Harris. P.R., and Moran, R.T. (1979). Managing Cultural Differences. Houston, TX: Gulf
Publishing Company.

Hawkey, R. (1984). From nceds to materials via constraints? Some gencral considerations and
Zimbabwean experience. In J.A.S. Read, (Ed.) Trends in Language Syllabus Design (pp.
112-132). Singapore: SEAMCO.

Hinds, J. (1983). Contrastive rhetoric: Japanese and English. TEXT, 3, 183-195.

Kachru, B. (1976). Models of English for the Third World: white man’s linguistic burden or
language pragmatics? TESOL Quarterly, 10, 221-239.

(1980). Models for new Englishes. TESL Swudies, 3, 117-150.

(1982). (Ed.) The Other Tongue: English Across Culres. Urbana: University of Illinois
Press.

(1983). The Indianization of English: The English Language in India. Delhi: Oxford
University Press.

(1986). The Alchemy of English. New York: Pergamon.

Kaplan, R.B. (1966). Cultural thought patterns and intercultural education. Lunguage Learning,
16, 1-20.

Littlcjohn, J. (1788). A critique of Kaplan. Unpublished manuscript, Oklahoma State University
English Department.

Maley, A. (1983). Xanadu -- "A miracle of rarc device™ the teaching of English in China.
Lunguage Learning and Communication, 2(1), 97-104.

38




35

» (1984). Constraints-based syllabuses. In J.A.S. Read, (Ed.) Trends in Language Syllabus
Design (pp. 90-111). Singapore: SEAMCO

Mclaughlin, B. (1978). The Monitor Model: some methodological considerations. Language
Learning, 28, 309-32.

Mulamba, K. (1988). Complaint and persuasion: speech act performance by native and second

language speakers of French and English. Paper presented at the conference on Pragmatics
and Language Leaming, Urbana.IL.

Nayar, P.B. (1985a). A fully functional approach to ESL Curriculum. In P. Larson, E. Judd, and
D. Messerschmidt, (Eds.) On TESOL 84. (pp. 195-202). Washington,D.C: TESOL.

(1985b). Education in the Third World: an exercise in cross-cultural communication.
International Education, 14, 26-32.

(1986). Acculturation or enculturation? Foreign Students in the United States. In Byrd,
P. (Ed.) Teaching Across Cultures in the University ESL Programs. (pp. 1-14). Washington,
D.C.: NAFSA

Quirk, R., and Widdowson, H.-W. (1985). English in the World. Cambridge: Cambridge
University Press.

Omotoso, S.0. (1978). Education, culture conflict and development in Nigeria. International
Education, 8, 21-23.

Osterloh, K-H. (1986). Intercultural differences and communicative approaches to foreign
language teaching in the Third World. In J.M. Valdes, (Ed.) Culture Bound: Bridging the
Culture Gap in Language Teaching. (pp. 77-84). Cambridge: Cambridge University Press.

Shu, Jianhua. (1988). A comment on the criticisms of China's Intensive Reading. Unpublished
manuscript. Oklahoma State University English Department.

Simon, P. (1980). The Tongue-tied American. New York: Continuum.
Smith, L. (1981). (Ed.) English for Cross-cultural Communication. London: MacMillan.

. (1983). (Ed.) Readirgs in English as an International Language. Oxford: Pergamon.
Sorace, A. (1983). Notes on the monitor model. World Language English, 2, 19-22.

Surevens, P. (1982). World English and the world’s English -- or, whose language is it anyway?
Journal of the Royal Society of Arts. June, 412-28.

Widdowson, H. (1979). Explorations in Applied Linguistics. Oxford: Oxford University Press.




Q

ERIC

PAFullToxt Provided by ERIC

IDEAL 4, 1989

FRAGMATIC ANALYSIS IN 'THE SECOND LANGUAGE CLASSKOOM
Jeff Connor-Linton

This paper reports on a student project in-
corporating pragmatic analysis into the second lan-
guage classroom. In a project inspired by Heath
(1983), ESL students in a freshman composition class
were organized into cooperative learning groups to
analyze variation in use of a number of linguistic
features across a set of teuts representing several
kinds of argument. Students tried to account for
variation in the frequency and use of features
across texts in terms of the features’ possible
pragmatic functions and the demands of the communi-
cative contesxt, especially participation structure,
and then reported their results-—-descriptive and
explanatory-—to the rest of the class. Students
subsequently explained and justified their use of
these features in several of their own essays.

The project’s design encouraged close involve-
ment with differing texts (through transcription and
quantitative analysis), a focus on the relation be-
tween linguistic form, context and function, and
student interaction within their zones of proximal
development (Vygotsky, 1978). The results of stu-
dents’ own analyses demonstrate that this kind of
direct pragmatic experience promotes a different
awareness of the potential uses of language than is
usually achieved by more traditional structural or
rhetorical approaches to teaching writing.

INTRODUCTION

Given the greater contextual resources of face—-to-face
communication, it is not surprising that the pragmatics of
written communication have received less attention. Yet prag-
matic resources for interpretation are jJust as important to
communicative success in writing and reading as in speaking
and hearing. It is +true that a number of the pragmatic
channels of face-to-face interaction are not available in
written communication, especially the information conveyed by
conversational synchrony, turn-taking structures, proxemics,
gestures and facial expressions, and much physical deixis.
However, several very impaortant pragmatic resources remain in
written communication, especially indices of social and epis-
temological information-—information about the writer’'s view
and construction of the relation between herself and her
interlccutors, and between herself and her utterance
(8ilverstein, 1976). The writer, as much as (if not more
than) the speaker, communicates by locating herself in rela-
tion to the participants and referents of the discourse
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(Riber, 1985, 1988, Connor-Linton, 1988, Urban, 1988).

Most of the work that has been done on the pragmatics of
writing has been done under the banner of stylistics (Fowler
and Kress, 1979, Leech and Short, 1981, Railey, 1979, Morton
and Levison, 19464 and has primarily taken as 1ts subject
"literary" teuts rather than more "pedestrian® uses of wri-
ting. Student writing, on the other hand, has been analyzed
from nearly every other theoretical perspective, and these
analyses often suggest ways to change the way students write.
But the vast majority of research on student writing has
created inefficient barriers between students and the analysis
of their own writing behavior. This research {(and much of its
classroom application) does not, I think, give enough credit
to students’ ability to analy:ze their own——and others’'--uses
of language. Students are usually passive subjects of writing
research; either "normal" class assignments are taken for the
researcher’'s database or a special writing task is assigned.
Students are rarely invited to join in the analysis of their

own writing, and rarely experience the results of those
analyses.

Recent research has demonstrated the ab4lity of second
language learners to analyze specific pragmatic aspects of the
target language and directly apply the results of those ana-
lyses to their own use of the target language to improve their
communicative success. For example, Shirley BErice Heath,
during a 1988 lecture at the University of Southern
California, spoke of a high school ESL class which, using
ethnographic methods, analyzed the language used in service
encounters. These teenagers taped, transcribed, and analy:zed
various aspects of service encounters, and noticed, for
example, that native speakers of English pause between phrases
and clauses and not within them. They concluded that the
placement of pauses at syntactic boundaries contributed to

fluency in English and improved the success of their own
service encounters.

Much of the communicative trouble ESL students exper-—
ience, especially in their writing, has as much to do with
pragmatics as with issues of grammar and essay structure; in
fact, very often learning the correct pragmatic "move" solves
a reliated grammatical or structural problem in a student’s
writing, especially those related to the author’'s epistemo-
logical stance toward her own sentences f(and their referents)
and social stance toward her readers (Scollon and Scollon,
1981) .

This paper reports the results of a project designed to
1ncorporate analysis of the pragmatic functions of a variety
of linguistic features into the second language writing class~
rroom. Students identified and measured the frequency of
occurtrence of several sets of lexical and syntactic features
which previous research (Quirk et al., 1972, Quirk, 1983) has
demonstrated to perform the functions of indicating how the
wirlter/speaker structures the relations between herself, her
interlocutor(s), and discourse referents and PpPropositions.
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Using their quantitative evidence, students came to conclu-
sions about the pragmatic functions of these features in
verbal and written argumentation and suggested to their class-—

mates ways to use these features more effectively in their own
writing.

The expzrience of the students who participated in this
project demonstrates the pedagogical value to second language
learners of f{ocusing on the pragmatic functions of various
linguistic features. They gain a new, pragmatic perspective
on language-—that it is a multi-functional tool which they use
everyday, a tool which they use differently in different
situations. With this new perspective, students gain a new
vocabulary for talking about their use of language. They
learn to view their own writing as an object of analysis,
which improves self-editing skills and the ultimate quality of
their writing., Ferhaps most importantly, the results of this
project point out the strategic importance of rolz2-playing--
that is, creating and effectively communicating trelationships
between the speaker/writer and her interlocutor(s) and dis-
course referents——in acquiring communicative competence in a
second language. However, it should be noted that this
general approach could also be used in teaching native English
speakers, since literacy is, in many ways, a form of second
language acquisition/learning (Scribner and Cole, 1981).

The report is divided into three parts. First I summar-—
ize the project itself~—what the students did and why. Nes t,
I allow the results of the students’ efforts to speak for
themselves, offering samples of their quantitative findings
and qualitative conclusions. Finally, I discuss the implica-
tions of these results for teaching and acquiring literacy,
especially in a second language.

THE PROJECT

Groups of four or five freshman ESL students first ana-~
lyzed variation in the frequencies and uses of nine classes of

linguistic features across eight different teuts. Their goal
was to discover some of the pragmatic functions and rhetorical
uses of the features in constructing an argument. There were

four groups of students, looking at the use of features
commonly associated with reference (pronouns and nouns),
cohesion (subordination and corrdination), relative abstract-
ness (passives and nominalizations), and persuasive effort
(modals, amplifiers and emphatics, and &o-called ’'mental
verbs ‘) (Riber, 1988, Quirk et al., 1972, Quirk, 1985). Each
group of students analyzed the functions of iheir assigned set
of features in two "model" essays (written by Albert Einstein
and Lewis Thomas, respectively), in three anonymous student
essays on the topic of scientific ethics, and in a one-on-one
debate, a small team debate, and a large group discussion.

To create a database, students first wrote timed essays
arguing the extent of scientists’ ethical responsibilities.
Then they debated sevetral issues in different formats: one-on-—
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one, two-on—-two, and an open discussion of scientific ethics.
These debates were recorded on audiotape; each student then
transcribed a portion of the tape. They also heuristically
evaluated three timed student essays on the topic of scienti-
fic ethics from a previous year. Their evaluations indicated
general agreement that one essay was quite good, another fair,
and the third poor. The students discussed the implications
of their consensus and made explicit the standards thevy used
in evaluating these essays. (Evaluating other anonymous stu-—
dents’ writing allowed more objective and critical evalua-
tion.) This was the first step in getting students to act as
editors and to increase their awareness of specific argumenta-—
tive strategies.

In groups, students then measured and compared the fre-
quencies of the target features across all eight teuts, trving
to account for differences, for example, between spoken and
written argument or good and bad writing, and to identify each
feature’'s grammatical and indexical functions. That is, what
sort of pragmatic information did the use of each feature
impart in the text?¥ Students then reported their results to
each other, orally and in writing, emphasizing implications
for effective writing. These results are excerpted in the
next section.

Next, the students wrote a second in-class essay (on a
new, different topic), revised it and made a log of their
revisions, explaining their revisions and operationalizing the

passive pragmatic knowledge they had just received from each
other ‘s reports. These three essays then served as the data-
base for a second pragmatic analysis by each student of his or
her  own writing. This step of the project required students

to apply the pragmatic principles they had discovered to their
own writing.

The method of analysis was to discern variation in the
frequencies and contexts of speakers’ and writers’ uses of the
target linguistic features and to use these comparisons as the
basis for an analysis of these features’ different pragmatic
functions. A quantitative approach is a useful ‘way in’ to
the data because it gives student ethnographers something
concrete to measure, as well as some concrete data for evi-
dence and examples later on. It should be stressed that the
numbers only raise questions; they do not, in themselves,
answer questions. The students’ overriding concern throughout
the analysis was the advice they could give each other about
the use of the features they had analyzed--in writing and in
speaking. Notice that a quantitative apptoach requires stu-
dent ethnographers to practice argumentative writing in their
reports; observations must refer to specific examples, and
conclusions must rest upon the discovery and explanation of
patterns of concrete evidence.

SAMFLE RESULTS OF THE STUDENT ANALYSIS

To represent the level of the students’ pragmatic ana-
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lysis, I have excerpted several samples from their reports.
(I have also retained the students’ oariginal grammar and
spelling.) What 1is remarkable in these observations and
conclusions is how closely many of them correspond to previous
reseatch in pragmatics. In addition to independently corro-
borating previous conclusions aboput some of the target
features’ distributional and functional characteristics, this
correspondence suggests the salience of these features’' prag-
matic functionss they were discerned with relative ease by
“amateur" ethnographers, analyzing a non-native language, with
minimal time and guidance. (Participants in the project read
only one article (Fowler and Kress, 1979), containing a quali-
tative functional analysis, as a model for their own research
and reports.) This correspondence also suggests the analyti-
cal abilities of language learners, which have so far been
infrequently recognized and even less frequently exploited in
language classrooms. It is a widely accepted linguistic
belief that members of a speech community engage in some sorts
of analysis, however subconscious, in acquiring linguistic and
communicative competence in the language of that speech
community (Chamsky, 1965, Ochs and Schieffelin, 1983). The
student observations presented below suggest that making these
sorts of analyses conscious can improve students’ communica-—
tive success.

What ‘s pedagogically important in the following obsetrva-
tions is that'the students discovered linguistic functions for
themselves, in their own terms, and related their discoveries
to each other in their own terms; this active involvement is a
far more effective learning strategy than passive response to
a teacher’'s comments on a draft of an essay (Krashen, 1984),
Also, their observations provide a well-contextualized point
of departure for further discussions of writing styles and
strategies and a useful point of reference for their own
writing experiments and development.

Cohesion

The group of students analyzing some of the features
commonly associated with cohesion (subotrdination and coordina-
tion) made a number of valuable observations. Writing in-
structors especially will appreciate one student’'s discussion
of the use of coordination and subordination in good and bad
student writing:

In essays where there were less frequent use of
subordination and coordination one trait is clear,
It is hard to read and not effective in persuasion.
The lack of these cohesive words causes the essay to
be abrupt....The reader is left to infer what was
meant and tie the ideas together.

In addition, the lack of cohesive words, espec-
ially subordination, does not allow the writer to
fully develop the concept at hand. Without these
words, similar ideas become distant. But more im-
portantly, the lack of them implies that the point
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contained in each sentence is truly distant from the
next.

This student recognized that less overt connection be-
tween clauses places more of a demand on the reader and that
coordination and subordination are resources which authots can
utilize to make their ideas, and the connections between them,
more explicit. Of equal importance, the act of self-discovery
was transformed into one of public instruction. The student
had to formulate and make sense of his observation in order to
teach it to the rest of the class in his portion of the
group’'s oral report, referring to examples from the textis they
had all analyzed and building a case for his '"theory" of a
correspondence between connective use, meaning, and writing
proficiency. The teaching task forced him to consider and
present his observation in a different context than mere
recognition requires. And the student ethnographer conveyed
his discovery to his peers at their own level of understanding
and sophistication.

Another student, while agreeing with his group partners
that there was a general correlation between frequency of
connectives and effective writing, recognized that too much
connection was also a problem. He accounted for a very high
frequency of connectives in the mediocre student essay with a
fairly sophisticated theory of overlearning:

As a person learns to write he is first taught to
form simple sentences. Such as ‘I have a sister.’
and ‘8She wears green dresses.’ As time goes on the
person learns how to combine facts in sentences to
make the reading easier. This is pushed for many
years there after. The person then always thinks of
this when he writes his essay and gradually in-
creases the amount of connective words in his
written as well as spoken language....This results
in that the sentences contain to many facts and are
hard to understand. He is then taught to form
sentences with just the right amount of information
so that the sentence Lis] clear and the amount of
connective words decreases a little.

Notice how clusely this corresponds to the hypothesis of
overregularization of rules in much language acquisition re-
seatrch (€.g9., Cazden, 1968). And consider how much more
valuable this observation is to the student writer revising a
first draft than the teacher’'s scrawled telegraphic comments:
"Run—-on sentence", "Fragment", "Connectica®", "Transition
needed".

Another student, comparing the use of connectives in
spoken versus written arguments, noted first that

In one to one discussion,...speakers tend to speak
in complete and coherent sentences. Each speaker
takes his/her time to phrase his/her speech care-
fully because he/she does not have anyone else to
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help him/her out. The speaker must carry out his
thought and present it to other people in a coherent
and logical way.

This student found that participants in large group dis-
cussions spoke more frequently in fragments, adding on to or
qualifying previous utterances so that points were not made by
any single speaker but were developed by the whole group. In
this case, pragmatic analysis of one feature of language led
the student to recognize one example of the essentially co-
operative nature of all communication, spoken and written.
Her observation echoes some of the conclusions reached by
Haviland (1987), Goodwin and Goodwin (1987), Ochs, Schietfelin
and Flatt (1979) and cthers about multi—-party conversation.
It suggests that second language learners who have difficulty
constructing utterances or arguments out of whole cloth by
themselves may find it easier to participate in a group con-

struction of meaning. This task sharing resembles that done
by caregiver and child in first language acquisition and
allows students to more fully work in and exploit what

Vygotsky (1978) calls their "zones of proximal development",
the set of cognitive tasks which they can perform only through
social collaboration.

The same student also noted that this additive approach
to directed large group discussion was served as well by
speakers’ frequent use of and and but to begin floor turns and
compete for the floor. A speaker’'s use of and to begin his
turn on the floor, she said, promises that there will be a
loose, general connection between the speaker’'s contribution
and prior utterances in the conversation, while starting a
floor turn with but immediately establishes a contradictory
relationship with the immediately preceding utterance. An-
other student, reviewing the transcript of the large group
discussion in light of this observation, said that he could
map out the speakers on both sides of the debate fairly
accurasely by their use of turn—-initial and--establishing
association and agreement—--and but--marking dissociation and
opposition. These observations led to a discussion of how and
and but can be used in writing to structure the paper’s argu-
ment and lead the reader from one perspective to the next,
from pro to con and back again.

Reference

The students who analyzed the frequencies and conteits of
use of pronouns and proper nouns pointed out that writers’ use
of we, us, and ourselves indexed different persuasive strate-—
gies, each approptriate and viable under different circum—
stances. One student noted that a scientist 1like Lewis
Thomas. ..

-..need not and should not use so many first person
plural pronouns ... [becausel the essay would be
supported with more personal opinions than with
scientific facts. [However,]1 since the students are
not scientists who had done some reseatch before
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writing the essays, they just point out what most
Americans feel about [the topicl. Therefore, the
students tend to use more we, us, and ourselves in
order to team up with the common people in the U.S.
The students attempted to approach the readers with
a different way by making the readers feel that they
were on the side of the writers as they read through
the essays.

This student’'s observation corresponds with previous research
on the role of deixis in the writer’'s manipulation of her
relation to the reader and to the topic. Urban (1986) demon-—
strates how Secretary of Defense Caspar Weinberger associates
himself and his ideas with certain persons and dissociates
himself and his argument from others through the use of pro-
nouns. Connor—~Linton (1988) shows how authors writing about
nuclear arms control use pronominal reference to merge the
author ‘s and reader ‘s perspectives and to identify the consti-
tuencies for whom they speak. The student’s observation above
suggests the ubiquity and salience of this rhetorical strategy
at all levels of argumentative writing.

Another student noted that more frequent use of proper
nouns in the articles by Albert Einstein and Lewis Thomas both
reflected and helped to establish and maintain the authors’
expertise and credibility:

They refer to places, person, or things by proper
nouns more frequently than the other teuxts. This
makes their texts more credible, because they do not
make their point through vague genetralities, but
refer to specific events and authorities.

For this student, this discovery was worth more than a whole
semester of sctibbled comments on his papers: "Vague", "Re
specific", "Give examples." He made the connection between
specificity and persuasiveness himself.

Fersuasion

Anocther group of students found that too frequent use of
possibility modals (can, could, may, might) and amplifiers/
emphatics (very, a lot, etc.) made the writer sound less
confident-~hedging and "trying to replace real argument with
flag-waving." They noticed that the more confident-sounding,
more persuasive student essay used predictives like will more
often than the less persuasive student essays. Where the good
student essay did use amplifiers and emphatics, they wete
integral to the sentence’s meaningj in the poorer essays they
were frequently superfluous window-dressing.

Relative Abstractness

Finally, the students analyzing the use of passives and
nominalizations noted that both seemed to index more planned
speech events; they were more frequent in the model essays
than in the timed student essays, and least frequent in spoken
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discussions. The students noticed that passives could be used
to promote noun phtases to the beginning of a sentence to
indicate the writer’'s focus or to emphasize the importance of
a noun phrase referent. They advised their fellow students
that while some passives contribute to the cohesiveness of an
essay, too many passives slow the reader down, make issues of
agency and responsibility unclear and, like too many nominal-
izations., dissipate the impact of ideas.

FEDAGOGICAL AND LINGUISTIC IMFLICATIONS

The main value of the students’ pragmatic analysis out-
lined above was that, whether the conclusions were original or
obvious, the students actively discovered them for themselves,
learning a methodology for self-instruction and improvement of
commuriicative skills, a way to think and teach themselves
about using theitr second language. The project reveals
several other pedagogical benefits to be gained from incor-

porating pragmatic analysis into the second language wiriting
classroom.

The students’ own observations point out one value of the
approach: a learner discovers what is important to her at that
point in her individual development. The focus is shifted
from the teacher and the teacher’'s way of seeing writing to
the students and their ways of seeing writing. The shift in
focus allows student writers to look at their own writing
critically and gives them some concrete tools with which to
begin revising their writing. This concrete approach to re-
vision forces student writers to consider the effect of their
language choices on their readetrship, one of the character-
istics of good writers identified by Flower and Hayes (1980).
The use of language becomes & skill which can be practiced and
honed. Students who analyze their own use of language de-
mystify the process for themselves: writing teachers too fre-
quently offer advice that sounds like magical incantation ("Ee
more specific," "Transition needed," "Support"); students
analyzing their own use of particular linguistic features make
sense of it in their own terms.

Eecause students make these discoveries on their own, in
their own terms, they can often relate those lessons to their
classmates more understandably and effectively than the
teacher can hope to do (although the attentive teacher can
learn a new, more understandable vocabulary for talking about
writing from her students). Fragmatic analysis in the second
language writing classroom requires students to rely on each
other, to develop strategies for using their peers in problem-
solving 1in the second language. This is a valuable lesson
since throughout 1life it is their peers who will be their
resources in all sorts of tasks, most of them usinhng language.
Teachers are a temporary resource at best.

Eut what do these students’ observations tell us about

how they learn to write in a second language? To answetr that
question I must first sketch in a particular view of language
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acquisition-—that children, and adults, are socialized through
their use of language, and that people’s use of language both
maintains and recreates a culture’'s social structure and
worldview, and that language therefore is a major source of
information~—for talkers and discourse analysts—-about how
speakers see themselves and their world.

Much recently reported research in first language acquis-
ition, especially that done by "sociocognitivists" like Lev
Vygotsky, Elinor Ochs, and EBambi Schieffelin, demonstrates
that children‘s acquisition of language is intimately tied to
their socialization into society and culture, and that cultur-
al knowledge is inherent in and maintained by communicative
competence. Much oOf & child’'s approptriate use of language
requires and reflects knowledge of what HMichael Silverstein
(1974) calls direct and indirect indices of social roles and
~elationships. These indices are constituted and communicated
by the cooccurrence patterns of a wide range of linguistic
features. A child learns to recognize and play these differ-
ent social troles by their relatively distinct sets of co-
occurrence patterns, or registers. Jo a great extent, children
acquire knowledge through playing roles. I'd 1ike to suggest
that a major part of a speaker’s communicative competence
involves monitoring the relative frequencies of many features
of the language used by speakers, a sort of "probability
calculus" of shifting organizations of social reality. A
chi1ld’s acquisition of communicative competence is, in great
part, the subconscious discovery of this "calculus*., Much of
what is called communicatively competent, appropriate speech
is the child demonstrating her awareness of a social contract
and a shared worldview, and contributing to its maintenance.

Other research, like that of the Scollons, Sylvia
Scribner and Michael Cole, shows that the acquisition of
literacy is similarly enmeshed in social roles and relation-
ships. Feople acquire literacy through particular social
roles. Awareness of the social roles associated with learning

to write in a society may ease and enhance the learning
process.

The most interesting thing these students’ pragmatic
self—analyses showed was the way they employed authorial
voices. A particularly effective communicative strategy em-—
ployed by students—--when it was available to them~-was plaving
a role. Flaying a role gives the student writer a voice, a
consistent style, and that style helps the student writer to
organize her understanding of her topic. It guides what the
wrriterr writes about, and how. This voice is often what |is
missing from second language speakers’ utterances and writings
it 15 what often makes their utterances sound inappropriate to
native speakers and may even contribute to crosscultural mis—
communication, or crosstalk (Gumperz, 1982). Students who
play a situationally appropriate role-—through their use of
language——are more communicatively successful in their second
language.

The first in—class writing topic these students were
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assiqned was a rather general, abstract piece about the ethic-
al responsibilities of the scientist. For the most part,
students parroted the view of one or another of the articles
they had read in preparing for the writing ascignment, and
Perhaps the biggest problem in their essays was one of incon-
sistency: what the student thought about the issue was often
irretrievably buried among various quotes, few of which were
discussed. The relevance of examples was not explained, and
the overall effect was one of confusion and a lack of perspec—
tive. That is, the student writer did not establish her rela-—
tions to the reader and the subjec. matter.

During analysis of the spoken arguments which they had
taped and transcribed, students noted that they often fell
into role-playing to get their line of reasoning started: "If
I were a nuclear physicist, how would I sound®™" In response
to this, the second in-class essay assignment asked the stu-
dents to pretend that they were each the dean of students at
the university, responding in the student newspaper to the
announcement that one of the fraternities intended to show X~
rated films once a week.

These students seem to have learned particularly quickly
the register of bureaucratic authority. Not only were these
essays much better than the first set (on average, grades were
50 percent higher), but many students specifically referred to
matters of tone and voice in explaining their revisions. For
example, one student loaded his revision with nominalizations
and passives ‘“because it sounds official." Another student
changed one of her passives to an active form ‘“because I
wanted the students to know who was responsible for the deci-
sion." When asked, most of the students admitted that their
main concern in writing an essay is not presenting their own
opinion, but finding a position which they can develop consis—

tently. A specific, familiar persona and its voice provide
this.

Most of the students who participated in this project--
and many of the ESL students entering American universities——
have a pretty good grasp of the “mechanics" of written
English; they spell well, they don‘'t write tun—on sentences or
fragments too often, and they know Western essay structure.
But their writing lacks cohesion and a consistent style. What
the jack is not linguistic competence per se, but communica-
tive competence. The problem is not putting together words
into a sentence or sentences into an essay, but doing so in an
appropriate style or voice. The euperience of the students in
this project suggests that second language learners may learn
easiest where they can ventriloguate a specific others’ uyse of
the language, where they can play a role. This was an impor-—
tant strategy in acquiring their first language, and it may be
very useful in acquiring a second language. The teacher in
the second language writing classroom may best serve his
students by helping them to learn the various linguistic
"styles" played by writers in the culture, and one good way of
communicating such sociolinguistic information is through the
kind of pragmatic analysis outlined in this article.
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IDEAL 4, 1989

AN ANALYSIS OF THE RHETORICAL STRUCTURES OF

ENGLISH AND JAPANESE EDITORI!ALS
Thomas Ricento

This paper examines differences in the
rhetorical structure of English and Japanese
newspaper editorials. Two approaches to characterize
rhetorical differences were used. First, textual
features were described and measured (where
appropriate); these 1include cohesion, thematic
continuity, rhetorical patterns, literary
conventions, reader/writer responsibility and
cultural values/attitudes. Second, an experiment was
conducted iu which 23 native English speakers and 30
bilingual native Japanese speakers re-ordered the
scrambled paragraphs of editorials and provided
titles and summaries for each of the texts.

Results of the descriptive and experimental
portions of the study provide evidence that certain
rhetorical patterns are found in both languages and
are relatively wequally familiar to both native
English speakers and native Japanese speakers who
were all UCLA graduate students from a variety of
disciplines. It was also found that there may be
greater textual wvariation within one genre--the
editorial~-(at least 1in English) than has been
accounted for in previous research in which only
syntactic and lexical aspects of surface satructure
were measured. In fact, it was found that in English
editorials, different writing styles and different
communicative goals will result in variable
distribution of coherence constructs and rhetorical
patterns.

Implications for second language learning - and
teaching are discussed.

This paper reports the results of a contrastive study of
the rhetorical structures and coherence markers in editorials
from American and Japanese newspapers, Included in the study
was an experiment to ascertain the degree to which native
speakers of English and Japanese were able to activate
appropriate formal schema in a paragraph re-ordering task.
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This research builds on prior research conducted by a
number of scholars working in applied linguistics, rhetoric,
and psychology. Since the ©publica+tion of Kaplan's 19886
Language Learning article in which he posited that logie, and
hence rhetoric, is culturally based, applied linguists have
been conducting crosslinguistic research in a number of
languages. In the area of Japanese rhetoric, John Hinds (1980,
1983a, 1983b, 1987), H. Kobayashi{ (1984), N. lnocue (1986). and
M. Iwasaki and K. Hayasaka (1984), to name a few, have
conducted data-based contrastive research using different
methodologies in an attempt to describe similarities and
differences in the discourse structures of Japanese and
English. One of the practical goals of this research has been
to provide language teachers with a better understanding of
why Japanese ESL students make certain kinds of errors, oOr
employ rhetorical or stylistic strategies in their academic
writing which seem foreign to native English speakers.
Although the data bases are varied, ranging from student
compositions to professionally written texts from different
genres, significant differences in the rhetorical structures
in the two languages have been identified in all of these
studies.

An area of research upon which the current study has
relied is schema theory. In recent years, there have been a
number of studies on the role played by familiarity with
formal and content schema in reading and writing in the ESL
context, although such interest in this topic is not new. In
1945, Fries talked about the importance of culturally-based
background knowledge in reading comprehension. More recently,
Hudson (1982) found comprehension of ESL students was
facilitated by the explicit inducing of content schema through
pre-reading activities. Hinds (1983a, 1983b) found that lack
of familiarity with a Japanese rhetorical pattern, ki-shoo-
ten-ketsu, by native English speakers caused problems for
those readers, particularly with delayed recall comprehension
questions. Carrell has conducted a number of studies on the
role played by schema in reading and writing in ESL (1981a;
1984b, 1985, 1986). In one of the few sini:dies which attempted
to measure the relative contributions of content and formal
schema in ESL reading, Carrell (1986) found that when either
form or content was unfamiliar, unfamiliar content posed more
difficulties for readers than did unfamiliar form. However,
she also found that rhetorical form was more important than
content in the comprehension of the top-level episodic
structure of a text, and in the comprehension of event
sequences and temporal relationships among events, Her
conclusion was that each component--form and content--plays an
important, but different role in the comprehension of text.
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In Carrell’s 1986 study, the forms of texts were
manipuiated while the content was held constant. The
sentences In two versions of two texts were scrambled, thus
creating an unfamiliar rhetorical organization. In the
current study, consultants were required to recreate a text by
ordering the scrambled paragraphs of a text. The rationatle
for this procedure 1is that by comparing consul tants’
reconstructed texts with the original texts, we can measure
the degree to which consultants--individually and as members
of defined speech communities--are able to invoke appropriate
formal rhetorical schemas in carrying out their assigned task.

RESEARCH QUESTIONS

The questions | sought to answer were:

1. What effect doeé knowledge or lack of knowledge of
culturally-based formal schema have on readers' abilities to

re-order the scrambled paragraphs of texts of approximately
500 words and about 8 paragraphs;

2. Is there a correlation between familiarity with a
formal schema and comprehension of a text as measured by
written summaries and titles <(comprehension here is limited
to getting the gist of a text, not whether readers understood

the more subtle points of authors' stance or whether they
could make inferences, etc.);

3. Does the relative presence or absence of identified
coherence constructs correlate with readers’ abilities to
reconstruct scrambled texts?

THE TEXTS

The data consist of 10 Japanese texts and ten English
translations of these 10 texts. All of the texts are from the
Asahi Shimbun; 5 are from the regular weekly column entitled
"Tengsel Jingo", and 5 are from a regular column entitled
"Weekend Special™. For comparison purposes, a control group
of 5 English editorials was selected from The New York Times,
The Los Angeles Times, The Washington Post, and The Los
Angeles Herald Examiner. The Japanese texts averaged 8
paragraphs and 410 words in length, with the shortest text 6
paragraphs and the longest 12 paragraphs in length, and
ranging from 316 words to 528 words. The 5 English texts
ranged from 4 to 6 paragraphs in length, and from 319 to 390
words. I should mention that these texts were the closest !
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could find to English editorials in terms of purpose, length,
and general style, although any sophisticated judgement woulid
require a broad-based quantitative study of texts to see it
these particular texts fall within a genre we couid label
teditorial’.! Since the experimental task involved the reading
of texts, criteria were established to limit the confounding
effects caused by level of difficulty of subject matter or
language deficiencies in English on the part of the bilingual
Japar :se consultants.

The following procedures for text selection were used:

1. texts which required that readers possess particular

technical knowledge in order to understand the content were
excluded;

2. texts dealing with local or regional topics were
excluded (this applies only to the Japanese texts, since these
were read by both native Japanese speakers (NJS) and native
English speakers (NES) in Japanese and English versions);

3. texts which required that the reader be familiar with
particular customs, attitudes, or rituals were excluded.

In order to insure that English comprehension was not a
confounding variable for the NJS, two pilot studies were
conducted on consultants gimilar to those who were eventually
part of the study. Over 90% of the texts considered for
inclusion 1in the study were rejected due to unsuitability of
topics, difficulty of language, or length. Based on the
summaries and titles provided by the Japanese and American
readers, as well as the results of follow-up interviews, none
of the texts finally used in the research proved to be overly
difficult as far as content is concerned.

Although topic was not controlled in all of the texts,
two of the texts in each language deal with the same topic
(the death of Prime Minister QOlaf Palme, and the coming to
power of Corazon Aquino in the Philippines).

TRANSLATION OF TEXTS

An English translation of each of the Japanese texts
appears in the Asahi Shimbun. These translations are
consistent from a stylistic point of view; they maintain the
same sentence order and overall discourse organization of the
original Japanese. A professional translator cross-checked
the translations with the original Japanese, and found they
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were, by and large, faithful to the originals. The
translations were idiomatic but did contain certain phrases or
words which might have appeared unusual to English readers.

THE EXPERIMENTAL TASK

The Readers

Consul tants were all UCLA graduate students from a
variety of disciplines, including history, political science,
engineering, business, anthropology, English, TESL, and
computer science. Language proficiency of the native Japanese
speakers was evaluated by oral interview and assumed on the
basis of the fact that all of the consultants were graduate
students in good standing at UCLA. Follow-up interviews were
conducted with all consul tants to be certain that
comprehension was not a problem.

The Task

Consultants met with the researcher in his office; each
consultant was given an envelope with a scrambled text and a
blank plece of papér. Consultants were asked to place the
paragraphs in the correct order, and then to write down the
corresponding letters next to each paragraph in order. They
were given no time 1imit to complete the task. Once this was
completed, the text was taken away and the consultant was
given another piece of paper which asked for the consultant'’s
name, major subject at UCLA, length of time in the U.S., and
length of time at UCLA. Consultants were asked to write a
title and 2-3 sentence summary of the text they had just read.
Upon completion of the questionnaire, each consultant was
given a different text and the same procedure was used. Texts
were assigned randomly to subjects.

In order to control for any practice effect or skewing of
results due to the order in which the texts were presented,
the following procedure was used. Native Japanese gspeakers
read one Japanese and one different translated text; 50% of
the readers read the Japanese text first, 50% read an English
trangslation first. In addition, each native Japanese speaker
read one text from the "Tenseil Jingo®" column and one from the
"Weekend Special" column. The same procedure with English
translations of the Japanese texts was wused with native
English speakers. Finally, each of the five original English
texts was read by 3 different native English speakers, each
congultant reading 2 different texts.
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To summarize, each version of the 10 Japanese texts was
read by 3 different readers, for a total of 90 readings (30
readPngs of the original Japanese texts by native Japanese
speakers, and 60 readings of the English translations, 30 each
by native Japanese speakers and native English speakers).
None of the original Japanese texts was read by native English
speakers, which accounts for the relatively fewer readings of
the original Japanese texts compared to the number of readings
of the English translations of the Japanese texts. In
addition, there were a total of 15 readings of the S5 original
English texts. In all, 30 bilingual native Japanese speakers
and 23 monolingual native English speakers participated in the
study.

Textual Variables Measured and Described

Variables which were counted were of two general types:
cohesion and thematic continuity. Under cohesion, using
Halliday and Hasan's (1976) taxonomy, the following were
included: Referential cohesion (personal, demonstrative,
comparative), Lexical cohesion (exact repetition, synonym,
part-whole member-class, morphological variant), and
Conjunction (additive, temporal, causal, and adversative).
Under the general heading thematic continuity, topical
focus, transition statements, and paragraph linking were
measured. Topical focus 1s measured by the number of times a
thematic participant appears in sentential subject position.
Transition statements refers to the ratio of transition

statements to the total number of paragraphs 1in the text.
Paragraph linking refers to the ratio of linking paragraphs to
the total number of paragraphs in the text. Two types of
linkage are described: head-to~head and tail-to-head based on
Longacre’'s 1976 description. [For a more detailed description
of these variables, see Ricento (1987).1

Variables which were described are rhetorical patterns,
literary conventions, reader/writer responsibiiity, and
cul tural values/attitudes. Meyer's 1985 taxonomy cf
rhetorical patterns is used to describe the 5 English texts
and the 10 Japanese texts: these are collection, causation,
response, comparison, description. For the Japanese textr, 2
additional rhetorical patterns were identified. The first is
referred to in Japanese as ki-shoo-ten-ketsu; the second is
jo-ha-kyuu. Ki-shoo-ten-ketsu is described by Takemata (1976:
26) as follows:
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- First, begin one’s argument

- Next, develop that.

- At the point where this development
is finished, turn the idea to a
subtheme where there is a connection,
but not a directly connected
association {to the major themel.

ketsu -Last, bring all of this together and

reach a conclusion.

Although this pattern derives from Chinese poetry, it |is
considered to be a suitable style for all genres of written
discourse, including academic expository prose (Hosaka,
1978). Jo-ha-kyuu is described by Hinds (1983b) as
corresponding to a looser version of the introduction-body-
conclusion pattern found in English expository prose.
According to Aihara (1976), this pattern originates from the
organization of classical dance music and allows a very broad
organization. For example, jo does not requirz a thesis
statement nor a blueprint. What is important to know about
these Japanese patterns 1is that in previous research (for
example, Hinds (1983a)), native English speakers who rated
translated texts which used the ki-shoo-ten-ketsu pattern gave
relatively lower scores on measures of unity, focus, and
coherence compared to scores given by native Japanese
speakers. Hinds (1983a) attributed these relatively lower
scores to lack of familiarity with this pattern on the part of
native English speakers. There is no comparable research on
the degree to which native English speakers are familiar with
the jo-ha-kyuu pattern.

Literary conventions described incliude
formulaic/stylistic usages (such as the use of anecdotes in
introductory paragraphs), rhetorical questions, and the use of
aphorisms, particularly in closing paragraphs. Reader/writer
responsibility is based on the relative use of transition
statements which serve as bridges between two paragraphs.
Transition statements indicate explicitly the semantic or
logical relationships which exist between corntiguous
paragraphs. Under the heading cultural values/attitudes, a
distinction is drawn between cultural perspective and cul tural
knowliedge. The former denotes the intrusion of an
ethnocentric orientation in the text; for example, the fact
that a text is written in Japanese for Japanese readers will
mean that the general orientation of reader and writer will be
more congruent than it would be for native English speakers
reading the text. On the other hand, cul tural knowledge
denotes the wunderstanding of specific practices, customs,
beliefs and attitudes peculiar to a society. In this study,
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only cultural perspective was considered as a variable.

Results of Text Analysis

In what follows, 1 will consider only those wvariables
which proved most interesting in characterizing the texts.

First, lexical cohesion as a method of maintaining
thematic continuity across paragraphs occurs with relatively
equal frequency in both languages. The major difference is in
synonomy : the mean for the Japanese texts is 2.5 compared to
4.8 in the English texts. This finding corroborates previous
crosslinguistic research (Ricento, 1985) which found greater
frequency of lexical repetition in Japanese prose compared to
Spanish, Chinese, or English (the data base was high school
social studies texts).

Second, Japanese texts use relatively more reference
items Iin cross-paragraph cohesion (10.9 wvs. 6.4) than do
English texts.

Third, there is similarity in the relative lack of
interparagraph cohesive conjunctions in both Engiish and
Japanese.

The most striking differences occur in paragraph linking,
transition statements, and topical focus. In the 5 "Tensei
Jingo" texts, 95% of the paragraphs are linked by a shared

reference 1item; in the 5 "Weekend Special®™ texts, only 46%
are linked; 1in the 5 English texts, 62% are linked. However,
there was more variation among the English texts, perhaps
reflecting greater stylistic diversity among the editorials
which are from 4 different sources.

The second significant difference is in the relative
frequency of transition statements; the ratios are .24 for
the "Tensei Jingo" texts, .44 for the "Weekend Special"”
texts, and .59 for the English texts. These results support
Hinds' «claims about cultural differences in reader/writer
responsibility; i.e., English readers expect and require
transition statements so that they can "...piece together the
thread of the writer's logic which binds the composition
together...[lwhilel...in Japanese ...[these statements] may be
absent or attenuated since it is the reader’'s responsibility
to determine the relationship between any one part of an essay
and the essay as a whole" (Hinds, 1987, p. 146).

Results of topical focus were confounded by the fact that
2 of the "Tensei Jingo" and 2 of the English texts had humans
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as primary thematic participants, thus skewing the relative
convergence of sentential subject and topic in these texts.

The final difference occurred in the distribution of the
ki~shoo-ten-ketsu and jo-ha-kyuu patterns in the 10 Japanese
texts. Four out of five of the "Tensei Jingo" texts have the
ki-shoo-ten-ketsu pattern, while all 5 of the "Weekend
Special"™ texts follow the jo-ha-kyuu pattern. it is also
noteworthy that four of the five "Tensei Jingo" texts are

descriptive, while this is true for only one of the "Weekend
Special"™ texts.

Results of Readers’ Judgments
The following statistical procedures were carried out:

i. a Spearman rank-order correlation (Rho) was obtained
for each reading;

2. interrater reliability was calculated using the
Spearman-Brown Prophecy formula;

3. descriptiv.: statistics were calculated for each
group’s performance in ordering the paragraphs.

Table i shows the mean rank-order correlation scores
obtained by the native (bilingual) Japanese and native
English-speaking readers who ordered the scrambled texts, both
the original Japanese versions and the English translations.
It also gives the mean score obtained by the 15 readers of the
5 original English texts. Table 2 provides interrater
reliability scores for the same readers of these same texts.

DISCUSSION

By comparing results obtained from the analysis of texts
with results of the paragraph re-ordering task, a number of
tentative conclusions can be drawn. We must keep in mind that
the sample size is relatively small, so that the conclusions
or observations made here need to be verified in future
studies.

Let wus consider the first research question. Does
Knowledge or lack of knowledge of cul turally-based formal
schema have an effect on readers’ abilities to re-order the
scrambled paragraphs of texts? Based on the rank-order
correlations obtained, such knowledge does have a noticeable
effect. 1t  appears that the structure of the "Tensei Jingo"




Table 1 - Rank-Order Correlations
"Tensei{ Jingo" Texts
Native
Language Language

of Text of Reader Rho

Grand Means J J .78
(5 texts) E J . 45
E E .37

"Yeekend Special" Texts
Grand Means J J .67
(5 texts) E J .62
E E .59
English Texts

Grand Means E
(5 texts)

Table 2 ~ Interrater Reliability

"Tensel Jingo" Texts

Native Lang. Lang. of r Values
Reader Text

J J .98 .97 .97
J E .97 .82 .77
E E .91 .83 .58

"Weekend Special"”
.99 .94 .88
.93 .88 .88
.89 .89 .86

English Texts

1.00 .91 .84 .73
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texts is more accesible to NJS than to NES. It is interesting
to note that NJS who read the English translations of the
"Tensei Jingo" texts apparently accessed English schema in re-

ordering the paragraphs, since they assumed that these were
original English texts. Four of the five "Tensei Jingo"
texts used the ki-shoo-ten-ketsu pattern; in contrast, none

of the "Weekend Special" texts used this pattern. The pattern
they did exhibit, jo-ha-kyuu, is rather similar to a pattern

found in English expository prose, a pattern described by
Hinds (1883b) as corresponding to the introduction-body-
conclusion pattern not uncommon in English. This pattern

appears to be relatively familiar to both NJS and NES as
reflected in the similar rank-order correlations obtained by
these groups of readers for the Weekend Special texts.

It is also interesting to note that in 4 of the 5 "Tensei
Jingo" texts, description was identified as the highest level
rhetorical structure based on Meyer’s taxonomy for English
texts; in contrast, in 4 out of 5 "Weekend Special" texts,
response was identified as the highest level rhetorical
organizing structure. It 1is difficult to assess the
independent or interactive effects these different co-
occurring patterns might have on readers’ abilities to re-
order texts. Carrell (1884b) found that the more tightly
organized patterns of comparison, causation, and
problem/solution facilitated the recall of specific ideas from
a text than a more loosely organized pattern she called
collection or description. However, in Carrell’s sgtudy,
content was controlled and rhetorical patterns were
manipulated in the different texts. Also, comprehension was
based on more detailed aspects of the text than was the case
in the current study. :

The second research question was to ascertain whether
there 1is a correlation between familiarity with a formal
schemata, as measured by rank-order correlations on the
paragraph re-ordering task, and comprehension, as measured by
written summaries and titles. Based on a comparative
analysis of summaries and titles provided by the consultants,
there is no evidence that familiarity with a formal schemata
(as measured by readers’ abilities to correctly reconstruct
scrambled texts) correlates with the ability to identify the

macroproposition, or ’gist’, of a text. A typical strategy
used by consultants was to group paragraphs together, and then
try to decide the relative order of these groupings. Often,

it was not apparent what the relative order of the groups
should be, which accounted for the relatively low Rho scores
obtained by many of the readers. For native Japanese-
speaking readers of Tensei Jingo texts, deciding the relative
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order of paragraph groups appeared not to have been a problem
because there was a high degree of shared cultural knowledge
of what follows what in a text, or at least in texts in which
the ki-shoo-ten-ketsu pattern can be identified. However,
even for native English speakers who read the English
translations of the "Tensei Jingo" texts, the ability to
identify groups of paragraphs by their semantic or pragmatic
interconnectedness was evidenced by these readers’ ability to
gather the meaning (at least the overarching theme) of the
text. Native English speakers’ lack of familiarity with a
culturally-based rhetorical pattern or style did not interfere
with comprehension of the text: it did interfere with
deciding the correct crder of the paragraphs. This provides
evidence that meaning does not crucially depend on the
ordering of ideas. at least in these texts, and at least as
far as the overall meaning is concerned.

All groups of readers were relatively equal in their
ability to re-order the scrambled paragraphs of the "Weekend
Special"” texts. The jo-ha-kyuu pattern (used in all 5 of the
"Yeekend Special” texts) apparently allows for more variation
in terms of possible groupings of paragraphs than does the ki-
shoo-ten-ketsu pattern, at least in the original Japanese. In
the English translations of the "Weekend Special" texts, both
NJS and NES were relatively more successful in grouping
paragraphs than they were in grouping the paragraphs of the
English translations of the "Tensei Jingo" texts. The reason

for this may be found in considering the third research
question.

The third question was whether the relative presence or
absence of identified coherence constructs correlated with
readers’ abilities to reconstruct scrambled texts. These
constructs were identified earlier as cohesion, topical focus,
paragraph linking devices, and transition statements.
Analysis along this dimension reveals that the relative lack
of transition statements in tre "Tensei Jingo" texts may
account for the difficulty experienced by readers of the
English translations in correctly re-ordering paragraphs, and
provides support for Hinds® (1987) claim that readers of
English text expect to find transition statements as
guideposts which "bind the [text] together" (p. 146). The
"Tensei Jingo" text which was the most difficult for NES to
reconstruct, as reflected in mean rank-order correlation
scores, also had the lowest ratio of transition statements,.14;
the "Tensei Jingo" text which was the -easiest for
NES to reconstruct had the highest ratio, . 37. In fact, of
all of the coherence variables measured, transition statements
was the only variable which had a strong positive correlation
with readers’ abilities to correctly reconstruct the English




Q

ERIC

PAFullToxt Provided by ERIC

63

translations of the "Tensei Jingo" texts. (It should be
mentioned at this point that the number of paragraphs in a
text did not correlate with Rho scores, even though the
mathematical possibilities of variant orders increases as the
number of paragraphs increases.)

In the five origina! English texts, there appeared to be
noe strong correlation between the presence or absence of
coherence variables and readers’ ability to reconstruct
scrambled texts. Although there were relatively more
transition statements 1in the English texts than in the two
types of Japanese texts, Rho scores for NES on the "Weekend
Special™ and original English texts were virtually i{dentical.

IMPLICATIONS FOR SECOND LANGUAGE LEARNING AND TEACHING

1. The notion often held by researchers and teachers
that English expository prose is characterized by a linear,
lock-step development in which the parsgraphs in a stretch of
discourse (of say 4 to 6 paragraphs) should follow one another
in a particular sequence is not supported by this research.
In fact, based on the results of the paragraph re-ordering
task, Japanese texts which exhibit the ki-shoo-ten-ketsu

pattern appear to be more tightly structured than English
editorials in this regard.

2. These results may provide indirect evidence of
differences in American and Japanese schooling practices. The
Japanese consultants | spoke with said that the paragraph re-
ordering task was one they had performed many times in school.
These consultants appeared to share knowledge of formal schema
typically found in the "Tensei Jingo" passages. In contrast,
the American consultants varied considerably in the ways they
ordered the paragraphs of the English texts. The difference
in standard deviation scores obtained by NJS on the "Tensei
Jingo" texts (.28) and NES on the English texts (.44) may
reflect the fact that the language arts curriculum is
relatively more standardized in Japan compared to language
arts curricula in the United States. Japanese students may be
more enculturated to particular discourse styles and
structures than their American counterparts.

3. An 1issue which needs to be explored in future
regearch 1is whether editorials comprise a genre and can be
characterized as having predictable rhetorical patterns and
coherence constructs. It could be that the wvariety of
communicative goals expressed in the editorials used in the
current study is representative of the editorial genre, and
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such diversity 1in communicative goals (i.e., persuasion,
explanation, entertainment, information, description, etc.) is
reflected in the greater variety of rhetorical patterns
observed. To the extent the term genre implies predictability
of such patterns, researchers in text should consider whether
editorials do meet the requirement of predictability, or
whether sub-types should be identified within the general
editorial genre. From the pedagogical perspective, ESL
teachers should be aware that the rhetorical patterns found in
editorials in English are as variable as the communicative
goals they embody.

4. 0Of interest to researchers in ESL reading is the fact
that NJS who have attained graduate student status 1in an
American university appear to have acquired schema associated
with English written discourse. Based on a comparison of
rank-order correlations obtained by NES and NJS, NJS appeared
to rely on English schema in re-ordering the scramblied texts
which had been transiated from Japanese into English. This
was especially apparent for those texts ("Tensei Jingo™) which
exhibited the ki-shoo-ten-ketsu pattern; NJS were not able to
identify the appropriate Japanese rhetorical pattern 1in the
English translations of these texts. Instead, they tried to
use their knowledge of English rhetorical patterns, which
resulted in relatively low rho sceres on the paragraph re-
ordering task since these patterns were inappropriate for
these particular Japanese texts.

5. Support 1is given to approaches to the teaching of
reading which stress vocabulary development and the
understanding of propositional content for improving reading
comprehension skiils. Although connections between paragraphs
or groups of paragraphs were often missing in these texts,
consultants were still able to gather the overall meaning of
the text by relying on their abilities to connect lexical and
propositional meaning irrespective of the order in which they
placed the various paragraphs. Good readers often jump around
a text, reading interior paragraphs first, then skipping to
the end or the beginning, finally putting all the pieces
together. This study provides more support that such a
process 1is used by advanced readers in both English and
Japanese.

CONCLUSION

While the data set used in this study 1is relatively
small, several important findings were made.
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First, clear differences in Japanese and English
rhetorical patterns and coherence constructs were found. That
such differences were not artifacts of the textual variables
measured was shown in the results of the paragraph re-ordering
experiment in which NJS consultants familiar with the ki-shoo-
ten-ketsu pattern found in Japanese were able to reconstruct
scrambled Japanese texts with much greater success than NES
who reconstructed English translations of the same texts.

Second, NJS were apparently not able to identify or
access the ki-shoo-ten-ketsu pattern in English translations
of Japanese texts which exhibited this pattern in the original
Japanese. Their scores on the re-ordering task were the same
as the scores obtained by NES, both of which were
significantly lower than the scores obtained by the NJS who
re-ordered the paragraphs of the original Japanese texts. It
was argued that these NJS used strategies similar to those
used by NES in reconstructing the translated texts, strategies
appropriate for English texts, but not for Japanese texts
which exhibit the ki-shoo-ten-ketsu pattern.

Finally, results of the analysis of textual features
revealed greater variation 1in the rhetorical patterns and
coherence constructs in English editorials compared to the
Japanese editorials. Future research should examine whether
such variation across English editcrials is typical. Another
issue 1is the degree to which the ki-shoo-ten-ketsu pattern is
used in different genres of Japanese expository prose.
Certainly, the Japanese readers in the current study were very
familiar with this pattern and were able to identify it to a
significantly greater degree than NES were able to identify
particular rhetorical patterns in the English editorials wused
in the study. Whether this reflects a greater degree of
common schooling experiences and training among the Japanese,
less diversity in Japanese writing styles compared to English
writing styles, or a combination of both should be
investigated in future studies.

THE AUTHOR
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NOTES

fsee Biber (1984) who used factor and cluster analysis to
characterize textual relations in a large corpora of written
and spoken English texts. Grabe (1987) wused the same
methodology as Biber to characterize written expository texts.
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A COMPARISON OF NARRATIVE STRUCTURES

OF ENGLISH-SPEAKING AND SPANISH~SPEAKING STUDENTS
Delma McLeod Porter

This study examines the use of narrative
structures in the written stories of native-
English speaking and native-Spanish speaking
college students. Though both groups of writers
use the narrative structures defined by Labov and
Waletzky (1967), the pragmatic uses of these
structures differ,

The native-English speaking students attempt
to involve the reader and to earn the reader's
respect by careful selection of details that
aggrandize self and story. This group also
stresses the importance of having learned something
from the experiences they are narrating. The
native-Spanish speakers make no attempt to build
overt credibility for themselves through selection
of details. Additionally, there is no evidence
that the Spanish-speaking students make any attempt
to generalize a moral from their stories.

Though initial reading might suggest that the
narratives of these two groups are identical with
regard to structure, it is clear that subtle diff-
erences exist in the ways that these two groups use
those structures. These differences suggest that
the narrators do not perceive themselves and their
readers in the same way.

INTRODUCTION

Oral narrative has provided linguists with much opportu-
nity for study; however, written narrative has received little
attention., It seems that written narratives warrant equal
time and attention, for even though no one disputes the
primacy of oral language in any culture, written language has
become an integral part of our lives. Aside from the import-
ance of written forms in an educational context, written
language touches the lives of many, if not most, people on a
daily basis. Thus, just as the spoken word merits examining,
so does the written.

Narrative, a ubiquitous written mode, can be defined in
a number of ways: it may denote the rhetorical mode, narration,
which relates a series of events in chronological order; it can
be further delineated by the dictate that Polyani makes that it
"ocecur in the narrator's own world" (1985). 1In this paper,
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narrative meets both of these criteria, as well as the added

one that a narrative must have a point. Thus, for purposes of
this paper, the narrative is defined as a story that illustrates
not only a sequence of events that occur in the narrator's own
world, but also includes a number of other structures necessary
to understand the story, and makes a point.

By no means limited to any single group of people, narra-
tives are found in many, if not most, cultures. The narrative
can be used to express daily events in the lives of the tellers,
historical and religious events, cultural legends and myths, or
fictional stories. That the narrative is cross-cultural and
multi-purposed is generally accepted. What does bear examina-
tion, however, is whether or not writers and speakers of
languages other than English develop and use narratives in the
same ways that native-English speakers do.

SIGNIFICANCE AND PURPOSE OF STUD.

This paper shows that native-English and native-Spanish
speaking students both use the same narrative structures in
their written narratives. (Table 1 illustrates the number of
narrative structures used by native-Spanish speaking students
compared to those used by native-English speaking students.)
However, the ways in which they use these structures differ.
That the two groups use the same structures suggests that
narrative might provide a schema for teachers of English as a
second language. The differences that are found in the non-
native use of the standard features may provide valuable in-
sight into cultural differences, insight which may enable the
ESL teacher to meet the special needs of her students.

METHODOLOGY

Written narratives were collected from the English
composition classes at Texas A&M University. One group of
narratives was collected from the class designated for inter-
national students, the other from a regular composition class.
The Spanish-speaking students' narratives were selected from
a corpus of sixty-three narratives. Of the sixty-three narra-
tives, sixteen were written by native-Spanish speakers. (This
class is made up of students who have reached a level of high-
intermediate to advanced proficiency in English.) From a cor-
pus of fifty-six narratives written by native-English speaking
students, nineteen were selected. Chosen first were narratives
written by students who were not native Texars or Texas resi-
dents. This criterion provided eight narratives; the remaining
eleven were randomly selected from the corpus.

Each group of students was given a written prompt in class
asking them to write about an experience they had had that was
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frightening. The responses were written in class during a
forty-five minute session. The completed narratives were
examined to determine the following:

1. the extent to which both groups of students used the
same structures;
2. what differences, if any, existed in the ways the
structures were used;
3. whether or not any variatioms within structures
existed; and
4. whether idiosyncratic use of structures existed.
These criteria for examination are discussed in the remainder
of the paper.

Te." JE 1

Narrative Structures used by Native-Spanish Speaking Students
Compared to those used by Native-English Speaking Students

Narrative Structures English Spanish

Abstract
General only 1
Specific only
General and Specific
No Abstract

s~ ;oo
wo &~~~

Orientation 19 16

Evaluation

External (First-person) 3 4
Embedded
One-word or phrasal 19 16
Third-person 3 2
Question 3 1

Resolution

Intermediate and final 3 3
Intermediate, no final 1 0
Final only 14 12
No Resolution 1 1
Coda 15 12

NARRATIVE STRUCTURES

The structures identified by Labov and Waletzky (1967)
have become the standard categories in subsequent studies of
narrative structure. These structures include: abstract,
orientation, evaluation, resolution, and coda.
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Abstract

Labov pays slight attention to the abstract in his narra-
tive analyses (1967, 1972), but in the narratives collected for
this study, the abstract is as integral a part of narrative
structure as is orientation. In the abstract, the narrator
sums up the point of the story. In many cases, the abstract
is highly evaluative, serving to inform the reader immediately
of the importance of the story about to be told. On the other
hand, it may serve as the thesis of the story and not be evalua-
tive in the least.

In the narratives written by both groups of students at
Texas A&M, two kinds of abstracts are found: general and
specific. 1In the narratives written by the native-English
speaking students, both types may be found within a single
narrative. A writer may begin with a general, almost cosmic,
abstract and narrow to a more specific one, following the
funnel-shaped paradigm for writing introductions that students
learn in basic writing courses. One student (E9) writes:
"Every child loves the ocean," a very general, evaluative
abstract. It introduces a general subject, but the reader
does not know what the event to be narrated is. In the more
specific abstract that follows, however, the story is clearly
defined: "The beach is a magical place for children of all
ages. . . . However if not treated with respect the ocean can
be a dangerous villan (sic)." This more suspenseful, specific
abstract entices the reader to continue and clearly establishes
that danger is the point of the story.

Some abstracts written by the native-English speakers
serve to aggrandize the writer. One young man (El) writes:
"I'm not up very much on frightening expeviences. I guess
because well (sic) not much frightens me." But he follows
with a specific abstract that tells the reader a story about
something that did frighten him: "I can remember one catama-
ran race when I thought I was going to drown." His general
abstract portrays the teller as a brave man who is not likely
to be frightened easily. Since he is such a brave man, any
event that frightened him must be worth telling. This
general-to-specific paradigm occurs in about twenty-six percent
of the narratives written by the native-English speakers.

In the narratives written by the native-Spanish speakers,
abstracts were either general or specific. There are no
examples of both types occurring in any one of their narratives.
Many of the abstracts are generic responses to the prompt:
"The most frightening experience I ever had was "
followed by an evaluative or orienting phrase: 'mysterious
and supernatural," or "when I was five," or "five years ago."
The specific abstracts, which occur about twenty-five percent
of the time, are both evaluative and orienting: 'Imagine,
then, our terror, when quite unexpectedly while traveling
across Chile, we found ourselves in the middle of an earth-
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quake." As was mentioned, the general-to-specific paradigm so
common in the native-English speakers' stories is noticeably
absent in the native-Spanish speakers' stories.

Orientation

The orientation section of the narrative is vital to the
story. Chafe points out that people have a need to be inform-
ed about thelr environment -- place, time, participants and
their characteristics, weather, relevant props, and the like.
Readers not given this information experience dissonance; they
may feel uncomfortable or disoriented (1980). Since writers
cannot supply this information as needed in the same ways that
a speaker might respond to a listener's questions or para-
linguistic cues, they must provide it early in the narrative,
and subsequent reorientation (supplying new information or
remarking on changes in the weather, time, place, characters,
and other detalls) is always present to some degree.

Though Labov argues that "not all narratives have orienta-
tion sections," (1967, p. 32), the written student narratives,
without exception, have orilentation sections. Labov's premise
based on examination of oral narratives seems possible; however,
written narratives must have orientations since the writers
know that they cannot get feedback from the listener asking
for more information.

Both the native-English and native-Spanish speakers deve-~
loped detailed orientation sections in their narratives.
However, it 1is clear that the purposes of the two groups are
different. The native~English speakers use orientation details
to aggrandize the teller; they evaluate the importance of the
event or of the details within or leading up to the event; they
build or reduce tension; and they provide ample information for
the reader to process the narrative.

One man, whose narrative is the longest of those of the
native-English speakers, omits the abstract, but amply provides
enough detail to contextualize the story for any reader.

A detalled orientation filled with the particulars of the
weather, his dress, his fishing gear, and the drive to the lake
precede any narrative clauses. In the same vein, he describes
the terrain surrounding the lake and finally discloses that his
narrative 1is not about fishing at all, but about his finding
two large menacing snakes, odditiles on a cold October morning.
His description of the snakes, not his narration of his actions,
magnifies the danger he faces: the snake was "huge . . .
checkerboard pattern . ., . only inches from my feet." Later he
reveals that 1t was "four feet in length." His father has to
“club" the snake with a "pine tree limb approximately 2" in
dlameter." A second snake 1s discovered, "a black water
moccasin as larze as the copperhead . . . coiled and ready to
strike! The explicitness of the details builds suspense and
dramatizes the danger being faced by the teller. We are to
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discover later that the narrator is applauded by his father and
others for having kept a cool head under such dangerous circuan-
stances. Had the detailed orientation section not described to
the reader the extreme danger of these large snakes, the effect
would have been minimized. By describing them in such detail and
later informing the reader of his couragecus conduct, the teller
aggrandizes self, as both survivor and as narrator of suchk an
exciting story.

In an older man's description ¢f his late-night veturn
home after working overtime, the setting becomes the frighten-
ing part of the narrvative. The number and length of narrative
clauses (four simple clauses) that relate the event minimize
its frightening effect: "I rounded the cormer; Tim jumped out
and grabbed me in a bear hug. . . . We landed in a pile at the
bottom of the stairs' (E6). The orientation details which
precede the event build up suspeuse, and until the vesolution
reveals that the assailant is a friend, danger seems imminent:
"y was living in a small garage apartment surrounded by huge
pecan trees and rather dimly lit. ‘It was late and 1 was tired.
Had the event occurred in the daylight or in a weil-lighted
place or even earlier in the evening, it wonld not qualify as
one's most frightening experience. But the orieantation details
make the story worth telling because it is the setting that is
frightening, not the events that ensued.

A common use of orientation details among the native-
English speakers is that of self-aggrandizement. The details
presented are often used to make the teller appear brave,
intelligent, or ievel-headed under fire. One young man writes
of his prowess as a sailor (EL): "My fathev and I had built
up a pretty good reputation as two of the btest sailors in the
fleet. We had won many races." And in his attempt to magnify
an experience that one might find common to sailors, he con-
tinues: "normally when the cat [catamaran/ flips we just slide
off into the water, get on and flip it back over.'" By setting
the stage for his admission of having almost drowned in the
manner described, the narrator convinces his reader that he is
an excellent sailor and enhances his prowess and bravery by his
some-what cavalier description of the near-tragedy.

. The orientation details provided by the Spanish-speaking
students function differently from those of the native-English
speakers. In addition to the ample details supplied to provide
adequate processing of their stories, the native-Spanish speak-
ers provide enough additional detail so that a reader unfami-
liar with their cultures can understand the context for their
narratives. Definitions and explanations are offered to
explain cultural differences that might be misunderstood, a

- technique that native-speakers find unnecessary since their
readers ostensibly share a knowledge of their culture.

In their attempts to clarify for the reader, the Spanish-
speakers offer literal translations of Spanish words and names:
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in writing about a fearful camping trip, a young man translates
for his reader (S3): "After we settle (sic) our camp in Valle
de Angeles (Angel's Valley)," offering a literal translation.
Later he adds, "We were ready to start our first journey with-
out our akela, or leader of the troop." Another studant de-
scribes a local celebration (S1l4): "As every year, we were
celebrating our 'cornovoles' at home. Cornovoles is a day in
which everybody plays with (sic) water in the whole country."

Political and social differences are explained. One young
man tries to explain when and what the civil war in his home
was (S16): "This civil war took place in Managua, Nicaragua,
on (sic) the month of July, 1979, when the sandinistas tore
down the (sic) Somoza's govermment." Another student attempts
to explain the social conditions in his country (S13):
"Guatemala is a country with a lot of poverty and, because of
this, there is also a lot of bandalism (sic), corruption and
socialism among the poor people." The writer is abducted,
robbed, and is made to fear for his life, but his orientation
tries tc explain to the reader what circumstances may have
driven his captors to such lengths.

One notable difference in the orientations of the native-
English speakers' narratives and those of the native-Spanish
speakers is the lack of detail that might constitute self-
aggrandizement. The details may point to the importance of the
story and serve evaluatively in that respect. S5 writes: "This
(sic) roads are very difficult to drive because of their windi-
ness (sic)." The student continues to describe his sliding off
the road into a ditch and later managing to get back onto the
road and complete his trip. 1In his description, he makes no
effort to compliment himself on his driving skills or level
head. S9 writes: "The political situation in Nicaragua was
getting worse everyday and it seemed war was inevitable. .
We had to stay in the house for eight long days without water,
electricity and communication at all. Moreover, we did not
have encugh food to eat. We had to limit ourselves to one
meal during the day.”" In recounting her experience during this
crisis, the narrator simply tells the story. She does not inform
us of her bravery or of her family's stoicism during a week of
deprivation.

In the narratives of both S5 and S9, the personal safety
of the narrator is at risk. In both cases, the situations did
not end in tragedy, but no mention is made by either writer of
special skills or of uncommon courage, even though both stories
would lend themselves to expressions of personal heroics. 1In
the native-Spanish speakers' narratives, the focus itemains on
the story, not on the narrator.

Evaluation

Polyani argues that evaluation is the feature in narrative
that distinguishes the key events from other less important events
and signals the teller's intentions about how she would like
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the story interpreted (1985). This feature makes the point of
the narrative. The evaluation parts of the narrative are
neither achieved by a single type of structure nor are they
limited to any one place in the story. Labov rightly argues
that the evaluation is "perhaps the most important element in
the narvative, next to the narrative clause" (1972, p. 366) .
Evaluation, according to Labov, is done in two ways: exter-
nally and/or embedded. Evaluation devices may be single words
or several sentences, and other narrative structures may serve
dual purposes as evaluative devices.

External evaluatious usually take the form of first-person
evaluations. Labov points out that the narratcr may stop the
narrative and address the listener/reader directly to tell him
what the point is, or she may attribute an evaluative remark
to herself at some point in the narrative (1972, p. 372).

Embedded evaluations may function both semantically and
syntactically. The narrator may quote something that occurred
to her during some moment in the narrative or may quote herself
as speaking to someone else (Labov, 1972). Another form of
embedded evaluation is introducing a third person who comments
in some way on the story or the narrator. Sprinkled liberally
throughout any narrative are embedded evaluations that function
syntactically. Intensifiers, comparators, correlatives, and
explicatives all function as evaluators (Labov, 1972).

In both sets of student narratives, both external and em-
bedded evaluation devices are used. In the English-speaking
students' narratives, external first-person and embedded third-
person evaluations are used to add credence to the story, to
build up the image of the narrator, and to build suspense by
intensifying or extending the narrative action.

In the following examples, the embedded first-person
evaluation tells the reader what was going on in the narrator's
mind at the time of the incident. One young man writes (E&):

"1 immediately thought that this stranger was armed. . . . Next

I imagined that this guy wanted us to drive him somewhere."

The story turns out to be about a minor who is looking for an
adult to buy him some beer, but the first-person evaluation of
what the narrator is thinking builds suspense and is the feature
that makes this narrative a frightening event. Withour the
details of what went on in the mind of the narrator, this story
would not be frightening at all. In the story written by a young
woman, first person external evaluation serves to build suspense,
and acts additionally as the abstract for the main narrative.

E1l5 writes: "I did not become frightened until several weeks
after [she has just described having been flashed by a male
customer in the card shop where she worked/ when I cam upon a
naked man in the store." The main narrative follows, detail-

ing her discovery and subsequent rush to bolt herself in the
stock room until the police arrive. She evaluates the first
narrative and introduces the second, as she steps out of the
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narrative sequence to address the reader directly.

In the evaluation sections of the native-~English speakers,
occasional first-person evaluation serves to convey to the
reader complimentary information about the writer. As with the
crientations that serve as self-aggrandizing features, so do
these evaluations. One young woman writes about her courage
under the stress of learning she has cancer: "I was not really
excited about being told I had cancer but I decided to think of
it as an adventure rather than worry about it" (E12). Her
self-evaluation here bespeaks of her undauntable spirit in the
face of what most adults would find difficult to deal with.

Her matter-~of~fact statement about her potentially-fatal ill-
ness tells the reader how she wants to be perceived -~ a woman
who is not devastated by a life-threatening situation.

Third~person evaluations are those that draw from what
authorities or authority figures would say or do. Labov states
that the narrator might have just as well attributed the evalua-
tive comment to herself, but coming from a neutral observer,
it carries more dramatic force (1972, p. 373). In the narra-
tive discussed earlier which dramatizes the fishing expedition,
the narrator relies on an anonymous authovity, but one with
whom no one would disagree: "They say you should slowly move
away from snakes so as not to provoke them." He later intro-
duces his father's evaluations of the evasive actions: "My
dad . . . said I'd been using my head." Both of these third-
person evaluations illustrate the narrator's good sense and
act as a means of self-aggrandizement.

Another type of third-person evaluation found frequently
in the native-English speakers' stories is the parental warn-
ing. These warnings are similar to adages and admonitions that
one hears from parents who heard them from their parents.
Invariably these warnings contribute to an overall moral that
is iterated at the end of the narrative. One young man writes:
"Parents caution their children not to venture outside when it
is very late. Strange people are out there -~ you know." He
continues his story about his being pursued by some strangers

in a pickup truck, proving his parents had been right in their
warning.

Embedded one-word or phrasal evaluation is common in the
native-English speakers' narratives; these evaluations serve
generally to build dramatic intensity and suspend action:

"I walked quietly;" "I saw a dark shadowy figure;" "I quickly
ran;" "I immediately said no;" "Finally my parents came home."
These intensifiers slow the narrative and focus the readers'
attention on a particular action within the story.

The evaluation features used bv the native~Spanish
speakers are similar; however, one significant difference
exists: 1in both the first and third person evaluations, as
with the orientations, no attempt is made at self-aggrandize-
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ment. In fact, these narrators admit fears and inadequacies,
even though the circumstences would allow assertions of bravery.
One young man writes (S3): "I don't know if they [wolves7 were
more frightened than we were, and anyway we didn't want to
discovered (sic) it." Later he admits the intensity of his
fears: "I remember [IJ heard my heart and everyone (sic) steps
going real fast." Another narrator, a woman, similarly admits
her fears are silly: "This [screaming and jumping to lock the
door] is sort of dumb because I guess that if something super-
natural was the cause [of a scratching noise/ it would easily
get into my room." The willingness to admit fear, sadness, and
ignorance is common in these narratives.

Questions as evaluations. Longacre claims that the rhetor-
ical question may be used effectively at the climax of the
story and serves as a '"rhetorical underlining as a way to
emphasize an important point of the story'" (1974, p. 376).
Labov states that questions are a form of comparator, and "all
requests, even the most mitigated, are to be heard against an
unrealized possibility of negative consequences 1f they are
not answered" (1972, p. 384-385). 1In the data collected from
native-English speakers, questions serve two primary functions.
Often a question opens the narrative and functioms as a general
abstract, introducing the topic of the story. E8, a young man,
asks: '"Have you ever been in a hospital?'" This question, the
prelude to his story of having been lost in a large hospital
as a child, tells the reader what the story is going to be

about in a general sense. It serves the additional purpose of
engaging the reader and involving her in a shared experience.
No response is expected nor required. Later, near the end of
his narrative, the same writer asks, "Happy endings are so
nice, aren't they?" Here the tag question forces the reader to
agree with him. The expected response gives tacit approval to
both the experience and to the telling of the story.

Only one Spanish~-speaking narrator uses questions. Her
questions do not attempt to share her experience with or to
establish affinity with the reader. Her four short questions
in rapid succession create a sense of urgency in the narrative.
She asks (S2): '"Was I already there?" "Why had we stopped?"
"What were they saying?" "Why didn't we continue our trip?"
These gquestions are not directed to the reader, but to the
narrator herself, and serve much the same function as the
embedded first person evaluation which tells us of the anxiety
in the mind of the narrator. Unlike the questions directed to
the reader, these do not seek approval or affinity.

Resolution

Resolution is the termination of the narrative sequence
of events (Labov 1972). Though no mention of different types
of resolutions 1s made in the literature, two distinct types
are found in the student narratives: intermediate and final.
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The intermediate resolutions end one stage of the narrative,

a stage that is not the main story, but an embedded narrative
that serves as a kind of orientation for the main event. At
the end of each of the intermediate resolutions, action resumes
and a more serious incident, the incident that is the main
event, is resolved in the final resolution.

In the student narratives, both intermediate and final
resolutions occur in both groups of writers. The major differ-
ence between the two groups' use of resolution is that the
final resolutions in the native-English speakers' narratives
are usually dramatic: an introductory clause builds suspense
and evaluates the seriousness of the event; a main clause
follows, actually effecting the solution. Resolutions may
require two or three sentences before all of the conflict is
resolved.

The native-English speakers' resolutions are often hyper-
bolic in describing their experiences. One young man writes
(E1l): "Somehow after what seemed like an eternity I got out
and began to float up." Similarly another writes (E8): ‘“"After
what seemed like an eternity of falling, the elevator stopped
and some nurses got in and they helped me find my dad."

A young woman writes (E16): "Not being able to breathe, I
began to go unconscious just as help arrived to lift the car
off of me." 1In each of these examples, the writer emphasizes
what seemed like long periods of time before a final resolution
is effected.

The narratives by the native-Spanish speakers, however,
tend to end less dramatically. Seldom are the resolutions
prefaced by suspenseful or climax~building introductory clauses.
The stories end quickly, almost abruptly, without apparent
attempt to build suspense or to evaluate. One woman writes
of discovering a man standing at her bedside as she slept.

She finally opens her eyes after lying in bed agonizing and
resolves the narrative thusly: "There he was, it was Claudio,
Rosy's husband. I felt a relief (sic)" (S18). Another student
writes (S12): "I kept walking until I reached the shore and
asked for help. One of my friends almost drowned, we had to
give him medical help since he was unconscious.” Thus, in
contrast to the narratives by the native-English speakers, the
native-Spanish speakers resolve their narratives in a matter-
of-fact, summative manner.

Coda

The coda bridges the gap between the moment of time at the
end of the narrative and the present and brings the narrator
back to the point where the narrative began. Longacre notes
that the coda may be of two tvpes: hortatory, which offers a
moral, or a formulaic ending, which indicates "finis" (1974) .

Both sets of narratives illustrate similar use of the coda.
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But the native-English speakers are inclined to offer a moral
a warning, or a comment on some lesson they have learned, a
"hortatory statement." The native-Spanish speakers do not.
The codas in the narratives by the native-Spanish speakers ar
evaluative or summative, not didactic.

The parental warning reappears in the codas of the nativ

English speakers. One writer repeats the warning that he ope;
ed his narrative with. He writes (E5): "Strange people are
out there, and if they can find you, they will." The sentenc

is almost identical to the one which he attributes to his
parents; however, now after his experience with strange peopl
the words and the sentiments are his. Another native-English
speaker comments on a lesson he has learned. He writes (ElO)
"From then on I was sure to keep a tight grip on my father's
hand.”" A young woman comments on her own courage and observe
a proverbial lesson she has learned: "I made it through that
experience though and I really believe that if I had let my-
self be scared . . . I would not have made it" (El2). These
codas exemplify the native-English speakers' tendency to
analyze their experiences, and in recounting them or the pote
tial danger in them, to offer a didactic closure.

The narratives written by the native-Spanish speakers,
however, are not didactic, but summative or evaluative. One
woman writes, after facing her worst fear - spiders (S19):
"Fortunatelly (sic), I've been trying to control myself, and
it seem (sic) I'm improving little by little. Hopefully, the
will be one day in wich (sic) I won't even care about any
spider." No lesson has been learned about avoiding places
where spiders are found or about the moral that is contained
about the necessity of facing one's fears. She simply eval-
uates her attempts to get over her fear of spiders. Another
student writes a summary/evaluation as the coda to his story.
S17 summarizes: "I really got scared when I saw the guy drown
ing and that impression followed me every where for about a
week and I couldn't sleep the next two days." Again no mentd
is made of any lesson learned, any remorse at having delayed
in trying to save a drowning man, or of any moral to his stor
A young man evaluates his experience succinctly: "It was not
my best cornovoles" (S14). This absence of didactic closure
is a marked difference in the narrative features used by thi:
group of writers.

SUMMARY

Though it is clear that the structures that make up
narratives do occur in both the stories written by native anc
non-native speakers of English, the subtle differences that
exist in the ways that the different writers use these struc
tures merit study.

A summary of these differences is as follows:
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1. Native-English speakers use both general and specific
abstracts; native-Spanish speakers use one or the other, never
both.

2. Native-English speakers use orientation details to
aggrandize self and to evaluate the seriousness of the story.
Native-Spanish speakers make no attempt to self-aggrandize.
They provide ample detail and explanation so that readers who
are unfamiliar with their cultures can understand the context
of the stories.

3. Native-English speakers use evaluation structures as
a m2ans of gaining importance in and from their own stories.
Native-Spanish speakers do not attempt to shift attention from
the story to self through evaluative devices.

4. Native-English speakers use questions to involve and
engage the reader, forcing the reader to align herself with the
narrator. Native Spanish-speakers rarely use questions. The
singular example uses questions as a first-person embedded
evaluator, which reveals to the reader the narrator's state of
mind.

5. Native~English speakers construct dramatic resolutions,
which build toward a climax. Native-Spanish speakers construct
resolutions that are more summative or evaluacive. Rarely is
there an attempt to build to a dramatic resolution.

6. Native-English speakers use the coda as a vehicle for
a moral or other didactic message. Native-Spanish speakers
make no attempt at constructing didactic codas. Their codas,
like their resolutions, are summative and/or evaluative.

CONCLUSION

It seems apparent in the narratives of these two groups of
students that narrators of both cultures are aware of the needs
and expectations of the readers. Both offer ample contextual-
ization cues in a narrative structures. It also seems likely
that both groups are aware of the needs of the teller in their
stories as well. Where the native-English speakers work to
build credibility through self-aggrandizement, the native-
Spanish speakers do not. Another notable difference is that
the native-English speakers strive to engage the reader and
assure themselves that the reader agrees with the narrators'
points of view. The use of questions seems to suggest this.
Though the native-Spanish speakers demonstrate a keen awareness
of the needs of the reader, there is no attempt to guarantee
that the reader will agree with or support the individual
narrator's point of view. The dramatic endings and the built-
in morals found in the native-English speakers' narratives
suggest that that narrators have been trained to offer a
"so what" ending to their stories, and a dramatic conclusion
must build toward that moral. The native-Spanish speakers
neither offer morals nor build the climactic endings into their
stories. The stories exist for their own sake, and the readers
must get out of them what they will.
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IMPLICATIONS

As mentioned earlier in this paper, analysis of student
narratives can serve important purposes for the ESL teacher.
That both groups of students use the same narrative structures
suggests that writing instruction which is centered around or
initiated by narrative assignments can benefit from such a
schema. More important for the ESL teacher are the differences
that exist between the native-English and the native-Spanish
speakers. Analyses of the differences can provide information
about cultural differences that is integral in meeting the needs
of non-native speakers. Finally, recognition of students'
achievements can often be greater encouragement than high marks,
and the narratives produced by non-native speakers demonstrate
that these students are capable of writing in English ia a
coherent, meaningful way.
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IDENTIFYING REFERENTS IN NARRATIVE DISCOURSE:
A COMPARISON OF THE ACQUISITION OF
PRONOMINAL AND ZERO ANAPHORA
BY NATIVE AND NON-NATIVE SPEAKERS OF ENGLISH

Erica McClure

This study compares the patterns of subject
position pronominalization and zero anaphora in
English in stories written by monolingual American
students and bilingual Mexican students at the sixth
and twelfth grades. The possibility of bhoth
sentential and discourse level +transfer effects
resulting from the fact that Spanish allows subject
deletion is investigated as is the possibility of a
developmental lag. The results indicate that while
there are similarities in usage across all groups
there are also important differences.

For all groups the majority of pronouns have
referents located in adjacent clauses =and referents
which are pronominal. However sixth graders”’
stories contain more pronominalizations than those
of twelfth graders. But wh‘le non-natives’ stories
contain more pronominalizations than those of native
speakers, they display less use of zero anaphora in
parallel verbal constructions. Consequently stories
written by non-native speakers contain longer
sequences in which the subject NP slot is filled by
a pronoun and they exhibit greater referential
ambiguity. Either syntactic immaturity and/or
discourse level transfer effects from Spanish are
possible explanations of these results. However
while +the data indicate that transfer at the
discourse level may play an important role in native
Spanish speaking students’ use of pronominalization
and zero anaphora in English, there is only very
limited evidence of sentential transfer effects.

One of the basic requisites of a well-formed narrative is
that the referents of the expressions used be easily
identifiable. Nominals may be interpreted semantically in
their own right while pronominal anaphora make reference to
something else for their interpretation. However while the
interpretation of pronominals may not be as direct as that of
nominals, an English narrative employing only nominal forms
would seem oddly repetitive. Indeed as Halliday and Hasan
(1876) point out, not only is the use of personal pronouns as
reference items with a cohesive function pervasive in English,
but also "in many texts the third person forms constitute the
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most frequent single class of cohesive items (p.49)."
Clearly, then pronominal anaphora have an important role in
maintenance of reference in English discourse. As noted Dby
Givon (1986b) and Williams (MS a & b) among others, this role
is shared in English by null subjects, a type of zero
anaphora, permicsible in English given parallel coordinate
verbal constructions. As is true of the felicitous employment
of pronominal anaphora, +the Jjudicious use of zero anaphora
helps prevent monotony by providing structural variation in a
text while preserving intelligibility.

Given the major contribution to textual cohesion of
pronominal and zero anaphora in English, it seems important to
study both native and non-native acquisition of these devices.
Studies of narratives produced by children who are native
speakers of English indicate that they follow a strategy of
pronominalization that differs sgreatly from that of adults.
In a task requiring narration of a story depicted in a series
of pictures visible both to the experimenter and the subject,
Karmiloff-Smith (1880) found that children under six use
pronouns deictically. Older children increasingly use
pronouns anaphorically, first employving a strategy in which
the initial slot of utterances is reserved for reference to
the main character. Consequently pronominalization in that
slot refers exclusively to +the thematic subject of the
narrative, Later children sometimes place secondary
characters in the initial slot. “However pronominalization
for non-thematic subjects is rare, and usually only occurs
within sentence boundaries with connectives. In the utterance
initial slot if there 1is a pronoun it still refers
preferentially to the thematic subject {(p. 264)." No need is
felt to reintroduce the thematic subject with a noun phrase
even if there have been other referents in that slot.

Similar findings were also reported in a later study by
Frawley and Lantoff (1985) which compared the patterns of
pronominalization of children and adults who were native
speakers of English with those of non-native university
students. Their data from a five yvear old show a pattern in
which initial position in an utterance is preempted for
thematized pronouns even when the theme shifts. In contrast,
data from an eight vear old indicate adherence to an adult
pattern of pronominalization in which thematic shifts are
marked by the insertion of full NP’s. Interestingly, although
advanced non-native speakers demonstrated patterns of
pronominalization very similar to those of adult native
speakers, data from students enrolled in an intermediate level
ESL class indicate the same immature pattern found for young
native speakers,

Since the data presented by Frawley and Lantoff are
anecdotal rather than quantitative in nature and the first
language background of the non-native speakers was not

controlled, their findings can not be considered definitive
but only suggestive.
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The present study will further explore the development of
pronominalization by both native and non-native speakers of
English. Differences between pronominalization patterns of
native and non-native speakers will be examined both from the
perspective of developmental lag and transfer. Transfer is
posgsible explanation since the second language learners
English are native speakers of Spanish. Since Spanish is
type of pro-drop language in which pronominal subjects may be
omitted because the information they carry is recoverable from
verbal inflectional suffixes, patterns of pronominalization in
Spanish and in English differ considerably -- pronominal
subjects being much 1less frequent in Spanish than in English
texts. Furthermore since Spanish. like English, allows zero
anaphora in parallel verbal constructions, with resultant
compound verb phrases, but does not require an expressed
subject, it is difficult to distinguish between coordinate
clauses and coordinate verb phrases in Spanish. In written
Spanish text the distinction would be marked only by

appropriate punctuation as indicated in the following
examples.

(1) El muchacho estudidé pero no aprobd el examen.
(The boy studied but did not pass the exam.)

(2) El muchacho estudidé. Pero # no aprobd el examen.
(The boy studied. But # did not wvass the exam.)

This fact might affect Spanish speakers’ use of coordinate
structures in English. The existence of negative transfer of
null subjects from Spanish %o intrasentential contexts in
which in English they are not permissable has been noted
frequently (e.g. Butterworth and Hatch 1978; Schumann 1978,
1984; White 1985) and Gundel and Tarone (1982} and Gundel,
Stenson, and Tarone (1984) have investigated the possible
interaction of markedness criteria and transfer. However to
my knowledege, the possibility of discourse level transfer
effects on patterns of pronominalization and coordination at
the discourse level has not been investigated. The present
study will investigate the possibility of both sentential and
discourse level transfer effects by comparing the distribution
of pronominalization and Zero anaphora in native and
non-native texts.

METHODOLOGY

Subjects

Four groups of students categorized by grade, sixth vs
twelfth, and status as native speakers of English or Spanish
provided the data for this study. The native English speaking
students were Americans; the second language learners
Mexicans. Both American and Mexican students were attending
very well equipped private schools in large cities whose
programs encompassed preschool through high school and whose
student bodies were drawn from the upprer middle and upper
classes. The schools differed in +that the Mexican one
featured a bilingual program in which English was the medium
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of instruction for the entire day in pre-school, for half the
day in elementary school and for selected courses in Junior
high and high school. Courses for which English was the
medium of instruction were taught by native speakers of
American English using materials published in the U.G.

Data Collection

The data to be discussed here consist of narratives
written in BEnglish which were elicited with two' silent
animated films of the animal fable genre, one about a mole,
the other about an owl?2 The films were silent in order to
avoid influencing the subjects’ language. At each grade level
in each school one class was shown the mole film and another
class was shown the owl film. Each film lasted slightly over
four minutes. To facilitate observation and retention of the
event sequence and descriptive details, the films were shown
twice. The students were then asked to write the stories they
had seen as if they were writing them for children. The task
was administered in a sixty minute class period.

Data Analysis

Ten stories from each class were chosen randomiy for
analysis, making a total data base of eighty stories
categorized by: (1) story content (owl vs mole), (2) author’s
grade (sixth vs +twelfth), and (3) author’s native language

(English versus Spanish).

Two types of analyses were carried out on the corpus of
stories: a quantitative analysis of the frequency of
occurrence of pronominal and zero anaphora and a qualitative
analysis of the referential felicity of full NP’'s. pronominal
anaphora, and 2ero anaphora. As in the work by
Karmiloff-Smith (1980) and Frawley and Lantoff (1985), only
the forms occurring in subject position were considered. The
analysis was further constrained to only those forms that had
third person referents since as Halliday and Hasan (19178)
point out, it is only third person forms which are inherently
cohesive referring anaphorically to the text.

Three measures were employed in the quantitative part of
the study: (1) the freguency of occurrence of zero anaphora
in coordinate verbal constructions (with resultant compound
verbs), (2) the frequency of occurrence of all third person
pronominal anaphora, and (3) the frequency of occurrence of
third person singular pronouns® outside of aquotations.
Since the stories varied greatly in length, the frequencies
had to be expressed as percentages. It was felt that dividing
the actual number of occurrences by the total number of
clauses® in the story in the case of the first two
measures and by the total number of clauses outside of

gquotetions in the 1last measure would provide the best
measures.?

The first two measures constituted the dependent variables
of three-way analyses of variance whose independent variables
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were the between subjects factors of grade, native language,
and story. The third measure entered as the dependent
variable in a five-way anova whose independent variables were
the between—subjects factors of grade, native language and
story and additionally the within-subjects factors of referent
type (whether a pronoun had a nominal or pronominal referent)
and referent location (whether a pronoun’s referent was in an
adjacent or nonadjacent clause). The factor referent type was
included because the work by Karmiloff-Smith and Frawley and
Yawley suggests that there are developmental and
native-non-native differences in the perceived need for
nominal referents for pronominal forms. The variable referent
location was included since work by Givon (1983 a & b), Brown
(1983) and others on topic continuity in native spezkers”
texts has found referential distance to be an important
variable and work by Williams (1988 & nd) indicates it is also

a variable which distinguishes native and non-native
discourse.

To further illuminate how referent type and location might
affect patterns of pronominalization, four separate three-way
anovas with independent variables of grade, language, and
story were performed for the frequency of occurrence of third
person singular pronouns in the four cells defined by having
referents which were nominal versus pronominal and which were
in adjacent or nonadjacent clauses.

RESULTS

Results of +the three-way anovas having as dependent
measures frequency of zero anaphora in parallel verbal
constructions and frequency of third person pronominal
anarhora (summarized in table I) indicate that for the former
there are signiiicant main effects for native language
F(1,72)=4.40 p<.05 and story F(1,72)=10.38 p<.01 while for the
latter measure there are significant main effects for language
F(1,72)=10.57 p<. Q1 and grade F(1,72)=5.33 p<.05. No
significant interactio.s appeared. The main effects for zero
anaphora per clause indicate that they occur more frequently
in the texts produced by native English speakers (%=.154) than
in those produced by non-native speakers (%=.1168) and more
frequently in the mole stories (%=.1685) than in the owl
stories (x=.108). The main effacts for third person
pronominal anaphora per clause indicate that they are produced
more frequently by non-native speakers (%=.453) and by 6th

graders (%=.442) than by native speakers (%=.377) and by 12th
graders (%=.388).

Results of the five-way anova, which are summarized in
table II, indicate that for the dependent variable frequency
of third person singular forms per non-quoted clause, there
are gignificant main effects for all independent variables.
The main effect for language F(1,72)=10.91 p<.01 indicates
that non-native speakers (X=.387) pronominalized more
frequently than native speakers (%=.311) while the main effect
for grade "F(1,72)=4.08 p<.05 indicates that 6th graders
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Table II
Five-way ANOVA Results for the Frequency of
Third Person Singular Pronominal SubJjects
by Native Language, Grade, Story,
Referent Type, and Referent Location

SS F Means
Native Language .029 10. 91%x% Eng=.311 Sp=.387

Grade .011 4, 08% 6th=.373 12th=.326
Story . 105 39. 80%kxx owl=. 277 mole=. 422
Referent Type . 069 23. TTx%xx pron=, 204 nom=. 145

Location of Ref . 040 .94 %kxx adj=. 289 nonadJj=. 061

Ref x Loc .024 . 24%x% pron nom

adJj . 168 L1211
nonadj .037 .030

Loc x Story . . 38kkxk owl mole

adJj .224 . 353
nonadJ . 0563 . 069

Ref x Grade x Story . pron nom

owl mole owl mole
6th .195 .256 .101 .193
12th  .131 .235 .127 . 160

Ref x Loc x Language .011 Pron nom
Eng Sp Eneg Sp
adJ .142 .193 .118 (124
nonadJj .032 .041 .019 .030

X

XX
kX
*xxkk

p<. 05
p<. 01
<. 001 ]
p¢. 0001 *

1mn 1ioan

All clauses and referential third person singular pronominal subjects were
included in these analyses. The frequency measure is the total number of
third person singular pronouns occurring outside of quotations divided by
the total number of clauses outside of quotations.

No other interactions were significant.
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(%=.373) pronominalized more than 12th graders (%=.326). The
main effect for story F(1,72)=38.80 p<.0001 indicates that
third person singular pronouns occur much more frequently in
the mole (%=.422) than in the owl story (%=.277). The main
effects for referent type F(1,72)=23.77T p<.0001 and referent
location F(1,72)=448.94 p<.0001 indicate that more third
person singular pronouns have pronominal referents (x=.204)
and referents in adjacent clauses (k%=.289) than have nominal
referents (%X=.145) or referents in nonadjacent clauses
(x=.061). There are also two significant two-way interactions
and two significant three-way interactions (see table 1II for
the means). The two-way interaction of referent type by
referent location F(1,72)=9.24 p<.001 results from the fact
that there is much less disparity in the frequencies of
pronominals whose referents are pronominal as opprosed to
nominal if those referents are nonadjacent than if the
referents are adjacent. 1In all cases however, pronouns with
pronominal referents are more frequent than pronouns with
nominal referents. The two-way interaction of story by
referent location results from the fact that in the mole story
there is a greater disparity in the frequency of pronouns
whose referents are adjacent versus nonadjacent than in the
owl story. In both stories however, many more pronouns have
referents in adjaczent clauses than have referents in
nonadjacent clauses. The three-way interaction of referent
type by grade by story results frcem the fact that in the sixth
grade there is a greater difference in the dependent measure
between mole and owl stories when the pronouns have nominal
referents than when they have pronominal referents while at
the twelfth grade the reverse 1is true. The three-way
interaction of referent type by referent location by native
language F(1,72)=4.26 p<.05 results from the fact that for
English and Spanish speakers the difference in the frequency
of pronominals whose referents are pronominal versus nominal
is about the same in the case of forms whose referents are in
nonadJjacent clauses, but in the case of pronouns whose
referents are in adjacent clauses there is a greater disparity
between the frequency of those with pronominal referents and

those with nominal reierents for Spanish speakers than for
English speakers.

In order to examinz the effect of referent +type and
referent location from a different angle, four three-way
anovas with between subjects factors of language, grade, and
story were run with the same dependent measure used in the
five-wa;” anova. Here however separate anovas were run for the
frequency of third person singular pronours whose referents
were describable in terms of one of the four combinations of
the levels of +the two variables referent type and referent
location. The results are summarized in table III. For the
frequency of pronouns whose referents are pronominal and in
adjacent clauses there is a significant main effect for
language F(1,72)=7.24 p<.01 which indicates that non-native
speakers (x=.193) pronominalize more in this condition than
native speakers (X=.142). There is also a significant main
effect for story F(1,72)=14.09 p<. 001 indicating that
pronominalizations occurred more in the mole story (X=.203)
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than in the owl story (%=.132). For the frequency of pronouns
whose referents are nouns in adjacent clauses there is a
significant main effect F(1,72)=39.71 p<.0001 which indicates
that pronominalizations were more prevalent in the mole story
(%=.150) than in the owl story (X=.092). For the frequency of
pronominalizations with pronominal referents in nonadjacent
clauses there is a significant main effect for grade
F(1,72)=4.78 p<. 05 indicating that 6th graders (X=.045)
pronominalized more in this context than 12th graders
(%=.028). Finally for the frequency of pronominalizations
whose referents are nouns in nonadjacent clauses, there is a
significant main effect for language F(1,72)=4.57 p<.05
indicating that non-native speakers (%=.030) pronominalized
more in this context than native speakers (x=.019). For this
condition, unlike the others, there 1is also a significant
interaction, grade by story F(1,72)=7.31 p<.01, which results
from the fact that for 6th graders such pronominalizations are
more common in the mole story (%=.032) than in the owl story
(%=.015) while for 12th graders these pronominalizations are

more common in the owl story (%=.030 than the mole story
(%=.020).

DISCUSSION

Given the pervasiveness of the story effect a brief
explanation would appear to be in order before a discussion of
patterns of use of =zZero anaphora and pronominal anaphora
across grade and native language is begun. The mole is a
story with a linear sequence of events. It has one central
protagonist who encounters a series of unknown characters one
by one. The owl, on the other hand, is a story which while it
contains a central protagonist, also involves many
simultaneously appearing secondary characters who momentarily
take center stacge. Furthermore it is a non-linear story in
which later events can only be understood in terms of prior
ones. The linearity of the mole story probably accounts for
the fact that it contains more parallel verbal constructions
than the owl story while the fact that there is only one
central figure in the mole story who interacts with at most
one other character means that there is less probablilty that
pronominalization will create ambiguity.

Turning now to a consideration of the patterns of
pronominalization across grade and native language backeground,
both similarities and differences becone apparent upon
examination of the anova results. First, the five-way anova
clearly indicates that for all &roups pronominalization occurs
much more frequently when the referent is located in an
adjacent rather than a nonadjacent clause. Second for all
groups a pronoun more frequently has a pronominal rather than
a nominal referent. However 6th graders definitely
pronominalize more than 12th graders and non-native speakers
pronominalize more than native speakers. Inspection of the
means for each subgroup (6thEng=.34, 12thEng=.31, 6thSp=.42,
12thSp=.36) suggests a developmental lag on the part of the
non-native speakers,; moreove~, the lack of a grade by
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language interaction suggests that even by 12th grade this la,
has not begun to disappear.

A more detailed examination of the results reveals tha
6th graders pronominalize more than 12th graders particularl
when the referent for the pronoun is in turn a pronoun in
nonadjacent clause, a condition in which pronominalizatio
tends to be more ambiguous. Non-native speakers pronominaliz
more than native speakers when the referent for the pronoun i.
a noun in a nonadjacent clause, another condition in whic
pronominalization is more apt to lead to ambiguity
Non-native speakers also pronominalize more than nativ
speakers when the referent is a pronoun in an adjacent clause
Thus they have longer sequences in which the subject NP slo
continues to be filled with a pronoun.

A qualitative examination of the stories confirms an
amplifies the quantitative findinegs. Non-native speakers
pronominalizations are more frequently ambiguous and/o
distant with respect to their referents than are those o
native speakers. The same holds +true of 6th graders
pronominalizations when compared to those of 12th graders.

Examples (3), (4), and (5) below exemplify the patterns +
be found.

(3) (EowBh21T)

Once upon a time was a mother owlet taking care
of three little eggs. Suddenly one egg was
broking, next the other, other, other. One was
rose, blue, green. The mother called the father
how they were asleep. So they g0 and the

owlet wasn’t there they were searching for. They
passed for the table. Thev look at the

owlet. He was seeing the tv. The days passed.
It was time they know how to fly.

(Eowbh226)
The father owl was seeing the tv, very
preoccupied about his new sons and mother owl was
seeing the eggs. She too was very preoccupied of
who they were going to be. So the first egg
started to crack out. So the father owl came.
Thev were very excited. ©So it crack all out.
And its color was green. And the second started
to crack out. And a baby owl was born. And its
color was blue. So the third egg crack out. And
a baby owl came out. Its color was ereen. So
thev took them to sleep.

-0 FhD 0O O“Q’g H-TMmHhO 0 TN
S
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(Eow12h732)
Flyer and tyer got there on time. But tver
arrived late and with a portable tv. Class
start. And instead he was watching the
saint. All of the owls are learning math
except him. And then class changes. They show
that the fox is bad and dangerous. But tver does
not learn because he is watching tv. After this
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lesson class is dismissed. When theyvy get

home, father is watching a picture about cowboys
and indians. So the owls start playing. But
when they go out of the tree, he can’t fly

and can’t get back up.

In example (3), the first thev in 1line e refers to the
babies while the second they refers to the parents.
Similarly the thev in line g refers to the parents but the
thev in line i refers to the owlets who were last
mentioned at the beginning of line e. Six clauses have
intervened between they in line i and its referent. but
the narrator does not feel compelled to reintroduce the
referent with a full noun phrase. A similar situatior exists
in example (4). While part of the referent for thev in
line f is father owl which is in an adjacent clause, the other
component she appcers last in line c before three
intervening clauses. Between they in line k and its
referent in line f there are eight intervening clauses. In
example (5) there 1is one intervening clause between he in
line ¢ and its referent in line a while the referents for
they in line h occur in line £ before one intervening
clause and line a, before nine intervening clauses.

The pattern found in these examples seems very similar to
that reported in Karmiloff-Smith and Frawley and Lantoff in
which although the theme shifts, +the vyoung child still
preempts utterance initial position for thematized pronouns.
Non-native speakers also produced texts which seem to display
patterns similar to those Karmiloff-Smith described for still
yvounger children, namely pronominalization at the macro-level
of text such that what is perceived as the thematic sublject at
the discourse level is maintained in pronoun form throughout
the narrative. The text found in example (86) below
exemplifies this pattern.

(8) Once upon a time in a public zoo a mole start to
dig so he could come out to the world to see
the sky, moon and sun. He start to dig and
dig until he. finally came out. He was
looking around him. He was black with a
white mouth and not so big. He 1looked up.
aad he become surprise because he saw a
grey sky. He start to Jjump to see if he
can touch it. He walk down the 1little hill
he made with the ground be dugged. He
start to walk quietly and very slowly toward the
feets of the elephant. He didn"t realize
that it was an elephant. He went up in one
of the foots of the elephant and look around.
(Emw12h785)

Frawley and Lantoff explain the existence of adult
non-native speaker texts of the types illustrated in (3)
through (6) above by saying that they are object related.
However the task with which the texts of the present study
were elicited, narration of a film, 1s much less likely to
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produce deictic or exophoric reference +than the task of
constructing a story from pictures which was wused by
Karmiloff-Smith and Frawley and Lantoff. In the present case
two other explanations seem more plausible. It is pcssible
that the task is quite difficult given the writers’ competence
in English, a rather surprising conclusion in the case of 12th
graders who have attended a bilingual school since pre-school,
and that consequently processing limitations impede the
non-native speakers” ability to attend to discourse
constraints. Alternatively, it is possible that the fact that
Spanish is a pro-drop language makes subject specification
less salient, the second language speaker contenting himself

in English with filling the subject NP slot, often left empty
in Spanish, with an overt marker.

The results of the anova for zero anaphora in parallel
verbal constructions indicate that the non-native speakers
make less use of this device than native speakers. Inspection
of the stories indicates that +this difference 4is not the
result of non-native speakers’ greater use of other means to
link actions such as subordination or the use of participial
phrases. Rather in many cases, non-native speakers use a
series of full parallel clauses where native speakers might

well employ zero anaphora as in the examples to be found in
(7) through (9) below.

(7) It used the monkey’'s tail as a vine. It swinged
back and forth holding on it. It started to jump
from vine to vine. (Emw6h231)

She landed in a cage. She began an inspection.
She made a noise. (Emw6h241)

But when he got out, he couldn’t see the sky and
he didn’t know why. He was trying to investigate
why. And he began to look around the feet of a

big, bhuge pink elephant and stepped on a lee.
(Emw12h781)

Since the non-native speakers® first language, Spanish,
not only allows zero anaphora in parallel verbal constructions
but also in any subject position NP slot, it is somewhat
surprising that they employ fewer compound verbs than native
speakers. One might rather expect that the non-native
speakers would overextend verbal compounding in English to
nonparallel structures, but indeed this occurs very rarely.
One possible interpretation of the findings is that subjects
as fluent as the present ones are well aware of the fact that
English, unlike Spanish, is not a pro-drop language, and that
they therefore tend +to overfill +the subject position. A
different explanation is suggested by the work of Brauvn ‘and
Klassen (1973). They found that bilingual German-English and
French-English 4th and 6th graders produced significantly
fewer coordinate verbal constructions than did monolinguals.
As in the present study, grade was not significant. 3ince
neither French nor German is a pro-drop language, no transfer
explanation is feasible here. Instead the authors conclude
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that the bilinguals simply display greater syntactic
immaturity. But if syntactic immaturity is the exrlanation
for the difference between the rative and non-native speakers,
the data from the present study indica%e the developmental lag
of non-native speakers to be quite large, since there is no
interaction of grade by language. However, examination of the
means for each subgroup (B8thEng=.17, 12thEng=. 14, 6thSp=. 11,
12thSp=. 13) does suggest the Ppossibility of a lag since for
native English speakers coordinate verbal constructions
decrease in freauency from 6th to 12th grade suggesting that
other grammatical devices such as subordination are being
substituted while for the non-natives these verbal

constructions increase in freguency from sixth to twelfth
grades.

Continuing with the qualitative analysis of the stories,
we note another distinction between native and non-native
speakers’ texts. While non-native speakers appear to have a
tendency to over-pronominalize, a few native speakers seem to
overspecify referents, repeating full NP‘s where they are not
needed to avoid ambiguity or provide structural variety.
Examples (10) through (13) below exemplify this pattern which
occurs much more frequently in mole stories than in owl
stories. The syntax of mole stories was generally simpler
than that of owl stories, reflecting their linearity. Perhaps
full NP repetition is another reflection of linearity. Its
use may also reflect native speakers’” attempts to simplify
their language use in accordance with the instructions +to
write a children’s story.

(10) And they fly down as fast as they can and save
the 1little red owlet from being eaten. The
red owlet finally vrealizes his problem and
overcomes it easy. The red owlet lives
happily ever after. (Eow6£f613)

(11) Mommyv and_daddv owl were happy. The next

day mommv and daddy owl tried to teach the
owlets to fly. (Eowl1l2u701)

(12) Mole slid down the pink thing and then up
to find himself face to face with a giant eve.
Mole swung again to the end of the tentacle
and, splash, found himself in water.
climbed onto ground and grabbed the nearest vine
he could find. (Emw6£)

(13) As the lion sobbed to himself the mole tiptoed
around the 1lion, summoned all of his strength,
and bit the lion on the tail. The lion lept
up roaring, and the loose tooth was pulled neatly
out of his Jjaw. The lion  saw what had
happened. The lion walked to the mole and

picked him up. (Emwl2u769)

In concluding this qualitative discussion of group
differences in pronominalization it should be noted that there
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is clear but limited evidence of transfer of the optional null
subject at the sentential 1level from Spanish to English.
However the resultant omission of subjects in English is very
infrequent in this corpus of data either with respect to
referential NPs or expletives (non-referential NPs). The only

occurrences in forty stories appear in examples (14) to (20)
below.

{14) The mole pull the lion‘s tail, and the 1lion
moved. The tooth came out from his mouth. The
lion’s ache stop completely and g laughed.

He %took the mole in his hand and kissed him.
(Emw12h784)

(15) And the reason for that was that he had a pain

in one of his teeths and 4 hurt him very
much. (Emw12h787)

(16) As soon as the mole got out of the water, 4
started to scream. (Emw12h789)

(17) The fearful yellowish animal woke up and produce
a roar full of anger. Later on he figured out
that the pain was gone along with the tooth.
There he saw the animal that had helped him, the
cute little mole. The lion’s face was full of

Joy and g put the 1little mole around his
arms. (Emw12h791)

(18) His brothers got so afraid that £ ran out of
the tree. (Eowl12h739)

(19) The three supposedly went to sleep. And when
their father and mother went to see them, it was
missing, the orange one. And they were in a

hurry looking for him. After a while & found
him watching television. (Eowl12h744)

(20) And the owlet drawed an angel that £ saw on
tv. (EowBh228)

In all of these cases although there is no surface
structure subject, the underlying subject is easily
recoverable. In examples (14) and (17) even though the head
nouns of the subject NP’'s are ache and face
respectively, the theme is clearly the 1lion as indicated by

the context provided by adjacent sentences. In example (15)
the subject, one of his teeth, is clearly indi~ated by the
semantics. These cases may reflect the blurring of the

distinction between coordinate clauses and coordinate verb
.phrases in Spanish which results from the null subject option.
In examples (16), (18), and (20) the pronoun has been omitted
in a position in which it would be highly unlikely %o occur in
Spanish. In example (19), with the addition of the
conjunction apnd, a coordinate structure in which a

anaphor is permissible would be formed. So example (19)
be another

a€exo

may
illustration of overgeneralization of parmissible
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contexts for zero anaphora. It is interesting to note that
all but one of these examples were produced by 12th graders
rather than 6th graders. The stories of the 12th graders are
generally sSyntactizally more complex than those of fifth
graders, and it may be that this added complexity strained the
processing abilities of the non-natives thus resulting in zero
anaphora errors.

In concluding this section on possible sentential transfer
effects one other construction should be mentioned. In
Spanish as noted by Gili Gaya (1961) and Tarr, Centeno. and
Lloyd (1973) among others, the third person plural form of a
verb can be used impersonally with a null subject when the
subject is unknown, suppressed, or without interest as in
examples (21) and (22). The third person plural may be used
even when the speaker or writer knows that the subject is a
single person acting as an individual, not as a representitive
of a collectivity, as in example (23).

(21) Llaman a la puerta. (They) are knocking at the
door. (subject unknown)

(22) No me dejaron hablar. (They) did not 1let me
speak. (subject without interest or surpressed)

(23) Le dieron un golpe en la nariz. (They) gave him
a blow in the nose. (singular subject)

Althoueh the first two uses of a plural form are
appropriate in English (with an expressed pronoun), the third
usage is not. However this latter usage appears to have been
transferred to English by a few of the Mexican students,. who
employed a plural subject and verb construction in describing
actions carried out by singular agents, actions always
described with singular constructions by native speakers. In
examples (24), (25, (27), and (29) below the subject is a

male teacher. In examples (26) and (28) the subject is a male
school employee.

(24) All of the owls are learning math except him.
And then class changes. They show that the
fox is bad and dangerous. (Eow12h732?

(25) Then the teacher calls upon our naughty owl that
was watching tv again. So distracted was he that
when they called upon him, he went up to draw
the saint on the board. (Eow12h738)

(26) Well they have to go to school. All his
brothers come in. And he was the last one.
They ring twice the bell for him come.
(EowBh217)

(27) When the owlets went to school, he took his
portable tv. And when the teacher told him to
write the number ten he drew what he had seen on
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tv. That day thev showed him that a  fox was
very dangerous. (EowBh218)

(28) So days _and days passed. And the parents
teached them how to fly. $So the blue one made it
very good. So it was the turn of the second one.
And he made it very good. But it was the third
owl’s turn. And he was very nervous. So he fly.
But he Just fly a little and fell down. So the
next day thev rang the bell of the school and
all the owls start to g0 to school. (Eow6h226)

(29) At school the teacher was asking questions. But
the owlet was seeing tv. He saw how to draw an
angel. So when the teacher called him he told a
question to the owlet, and the owlet drawed an
angel that saw at tv. After that they put a

film of a fox and show to them that the fox is
dangerous. (Eow6h228)

CONCLUS ION

This study compared the patterns of subject position
pronominalization and zero anaphora in English in stories
written by monolingual American students and bilingual Mexican

students at the sixth and twelfth grades. The possibility of
both sentential and discourse level transfer effects resulting
from the fact that Spanish is a pro-drop language was
investigated as was the possibility of a developmental lag.
The results indicate that while there are similarities in
usage across all groups there are also important differences.

Although for all groups pronouns more frequently have
referents located in an adjacent clause and more frequently
have pronominal referents, sixth graders definitely
Pronominalize more than twelfth graders and non-native
speakers rronominalize more than native speakers.
Furthermore, non-native speakers pronominalize more than do
native speakers both when the referent for the pronoun is a
noun in a nonadjacent clause and when it is a Pronoun in an
adjacent clause. Thus the non-native speakers produced longer
sequences in which the subject NP slot is filled by a pronoun,
and there is also greater ambiguity of reference in their
stories, These findings may be explained in terms of a
developmental lag but also by discourse level transfer from
Spanish. Since Spanish does not require an overt subject at
the sentential level, native Spanish speaking children may not
as quickly become aware as native English speaking children of
the need to specify a referent in order to avoid textual
ambiguity. Preliminary analyses of the Spanish stories in the
corrus collected suggest +this to be +the case. In these
stories, particularly those of the younger subjects. surface
NP’s have been widely omitted even when such omission leads to
amblguity unacceptable to native Spanish speaking adults.
While it appears that the Spanish speaking children are well
aware that in English an overt subject is necessary, what
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transfers may be a lack of attention to potential ambiguity,

usage of pronouns in English paralleling usage of null
subjects in Spanish.

Another possible instance "of a possible L1 effect 1is
suggested by the fact that native English speakers employ zero
anaphora in parallel wverbal constructions more than do the
non-native speakers. Since Spanish permits zero anaphora not
only in coordinate verbal constructions but in the NP subdect
slot in egeneral, this finding is at first glance somewhat
surprising. Perhaps Spanish speaking students when confronted
with English note that English requires an overt subject in
positions in which Spanish does not., then overgeneralize the
prohibition on null subjects. Alternatively, the lower
occurrence of zero anaphora in parallel verbal constructions
may simply reflect a lag in syntactic maturity. A choice
between these alternative hypotheses would depend on obtaining
comparable data from non-native English speakers whose first
language requires that subject slots be filled.

Evidence of sentential transfer effects was quite limited
in this study. There were a few instances of the use of third
person plural pronominal anaphora to refer to actions carried
out by singular agents. However subject deletion, which other
investigators have found to be quite freauent in the English
of native Spanish speakers, occurred very rarely in the corpus
of data on which this investigation was bhased. The cases that
oc *urred all involved complex syntactic structures. The
explanation for the dearth of instances may be twofold.
First, the students had all been attending a bilingual school
for more than six years at the time the data were collected.
Thus they had had long exposure to a formal language learning
environment. Second, the data were written narratives so
students had ample time to monitor their performance. In
conclusion then, while there is an indication that native
Spanish speaking students with prolonged and intense eXxposure
to English still exhibit discourse level transfer effects from
Spanish to English with respect to anaphora, the data indicatle
that for these students sentential transfer effects are
minimal, at least in the written mode.

NOTES

1Since narratives were elicited from the Mexican
students in Spanish as well as in English, two films were
employed as stimuli in order to (1) avoid the possibility
created by the use of a single film that the first narrative

procedure might affect the second and (2) control for film
effects.

2The same elicitation technique was employed
previously by O'Donnell, Griffin and Norris (1987) with third,
fifth, and seventh graders, and a similar technique was used
with adults to obtain the data discussed in Chafe (1980).
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3Only singular pronouns were included in the third
measure as this measure entered into an anova with independent
variables specifying the status of the referent of an item as
pronominal or nominal and the location of the referent in
either an adjacent or nonadjacent clause. The two referents
of a plural pronoun might differ with respect to these factors
making coding impossible.

4For the purposes of +this paper the term clauses
refers to finite (tensed) clauses.

In measure two, only Pronouns occurring outside
quotations were included since it seemed possible that
pronominalization patterns differed in quotations. However
since plural forms were excluded from the third measure,
singular forms in quotations were included to increase the
number of instances. In fact, the majority of the stories
contained either no quotations or very limited quotations.
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IDEAL 4, 1989

A DISCOURSE ANALYSIS
OF RELAVIVE CLAUSES IN CHINESE AND ENGLISH:

AN ERROR IN “AN ERROR IN ERROR ANALYSIS"
Rong Zhao

Recent research has shown that transfer operates
on the discourse as well as the phonological,
semantic &and syntactic levels. In this paper, 1
suggest that this is the case with relative clauses
(RCs) used by Chinese students of English. On the
basis of a text analysis, I show that RCs are less
frequent in Chinese than in English, and thus the low
incidence of RCs in the interlanguage production by
Chinese EFL students is not & case of avoidance as

Schachter (1974) has suggested, but of transfer.

INTRODUCTION

As support for her claim that contrastive analysis (CA)
has predictive value and that doing error analysis alone may
obscure areas of difficulty for EFL learners, Schachter (1974)
attempts to show that Chinese and Japanese EFL learners make
fewer relative clauses (RCs) than other EFL students because
they avoid the construction due to its difficulty. She
compares "the major restrictive RC formation (RCF) strategies
of 4 unrelated languages, Fersian, Arabic, Chinese, Japanese,
with the major restrictive RCF strategies of English"
(Schachter, 1974, p. 287) and predicts that due to the
different positions of a RC with respect to the head noun in
English versus Chinese and Japanese, native speakers of the
latter would have difficulty with RCF in English. In contrast,
she predicts, Persians and Arabs would not, since the RC
position is the same in those languages as in English.

Schachter states in support of her argument that the
Chinese EFL. learners produced such structures in English as We
put them in boxes we call thew rice hoxes for the English RC ke
put them In boxes which we call rice boxes. She regards this
4s a case of paraphrase to avoid the use of a RC. Schachter
does not realize, however, that this interlanguage structure
actually closely parallels the syntax that would be used in
Chinese for that sentence. In this paper, I will compare the
semantics and discourse functions of RCs in the two languages
on the basis of a text analysis. I will show how RCs are
differently distributed in the two languages by studying how
the information conveyed in RCs in English is expressed in
Chinese in other ways, such as »ain clauses, independent
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sentences, have * head poun pattern, there frie + head noun
pattern. advernial clauses, adjectives and idioms, etc.. and
how the information expressed i1n RCs in Chinese is expressed in
different syntactic structures in English.

Recent research has shown that transfer operates on
the discourse as well as the phonological, <semantic, and
syntairtic jevels. In this paper, I suggest that the avoidance
o+ FRtls addressed by Schachter is a case of transfer on the
dracourse level.

& restrictive RC in English and Chirnese is a clause vihich
restricte the reference of the head noun. English is different
trom Chinese in that it has post-nominal RCs, while Chinese has
pre-nominal RCs.

A RC in Chinese is marked by de, which marks adjectival
modifiers, possessives, and nominalizations as well. The RC
marker de immediately precedes the head noun and 1is a&always

obligatory except in  the expression of time. An example is
given 1 (1),

(1) a. Ho maz de shu (pre—nominal)
I buy REL book
b. the book that I hkought (post-nominal)

Although RCs exist in both English and Chinese and both
languages can relativize any position on Keenan and Comrie’s
Accessibility Hierarchy (AH), as I will show below, the
distribution of RCs in Chinese is different from that of RCs in
English, and RCs in Chinese are, generally speaking, not as
common as inm English (perhaps due to the fact that the former
are pre—-nominal, and therefore, left-branching).

The book from which most of my data are taken is entitled
“Finding Family Roots”, a bilingual book, a collection of
articles on the impressions of China by the 2nd, 3rd, or 4th
generation of the Chinese Americans or Chinese Canadians who
were born and grew up in America or Canada and who came to
Yinhui and Enping counties in China to look for the family
roots. All these articles were written in English and
translated into Chinese by €hina Reconstructs. The following
15 a table of the distributions and occurrences of RCs in thas
book in English and Chinese. Although Schachter does not talk
about non-restrictive RCs in her paper, I have included non-

restrictive RCs in my discussion and data, as their pattern
distribution is similar.
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Table 1

Tot. No. Corresponding No. of No. of

to. of RCe RCs Only RCs Only

of RCs in Both Lang. in Eng.

in Chinese

Chinese

RESTRICTIVE RCS 1IN ENGLISH ¥YS. NON-RC CONSTRUCTIONS IN CHINESE

In what follows, I will compare the distribution patterns
and discourse functions cf RC's in English and the variety of
Chimese constructions used in the same contexts.

Main or Independent Clauses

In some cases, a restrictive RC in English which 1s the
focus of the sentence or which contains the main assertion is
expressed in a main or independent clause in Chinese. For
esxample, Ziv (1973) argues that the content esupressed in the
extr aposed RC as in (2) a. and (3) a. is the focus or main
acscertion of the speaker or writer. Creider (1979) also

cbserves that RC extraposition is one of the focusing rules in
Engtish.

(2) a.A man just came in who was wearing

clothes.

b.Jin 1lai 1le ge vren, ta chuandai qiguai.
in come PFY one man he wear funny

very funny

(3) a.f girl is studying with me who has an I4 of 288.

b.Wo you ge nu tongrue, ¢ta dJde zhishang wei 260.
I have one girl classmate she GEN IQ is

In (2) a. and (3) a., the topics are a w»an and a girl
respectively and the rest of the sentences are the comments.
However, as has been mentioned above, in order to highlight the
main assertions, extraposed RCs are used in both sentences. But
in (2) b. and (3) b., the main assertions are expressed by

independent clatses which are comments on the previous

clauses
—— the topics.

(4) a.I don’t believe a single one of us ever imagined we

viould be walking through halls lined with students
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who greeted us first with flowers, then bugles,
applause.

b.Wo %iangxin, women dangzhong meiyou vyige ren
I believe us among not one person
hui :iangdao women zou guo dating shi,
would imagine we walk through halls time
rushengmen hui liedui xian yong huashu, Jjiezhe
students would line~up first with flowers then
chaiqijunhao ranhou you relie gurhang lai
bugle then also warmly applaud for
huanying WORED.
welcome us

In (4), who greeted us first with flowers, then bugles,
then applause is syntactically a RC in English whose function
is to identify and restrict the reference of the head noun
students. However, this restrictive RC has 2 communicative
function as well. The focus of the sentence, instead of being
they had pot imagined is how they were welcomed. Therefore in
Chinese this focus surfaces as the main clause of the sentence.

(5) a....because they (the gifts) were given by the people
who have known me for only a short time and yet
accepted me as one of their old friends.

b....yinwei rengsong lipin de ren gang renshi
because give gifts REL people just know
wo bujiu, Jiu ba wo dang cheng tamen de lao
me not-long already EBA me regard as they GEN old
pengyou le.
friend CRS.

Most of the information in (S5) a. is conveyed in the RC,
while the main clause mainly serves to continue the topic of
the previous sentence. What is stressed in (3 is not the.
action of giving but the kind of people who have carried out
the action. Therefore, this main assertion is presented in a
RC in (3) a. and a main clause of (S5) b. The passive
construction in () a. corresponds to a RC in (3) b., where the
RC is the topic.

The following is an example of RCs in English which is an
independent sentence in Chinese.

(&) a.However, I saw many new ideas that I will try in »y

American kitchen.

b.Keshi, zheci wo que ginyan kandao
however this—time I but with-my-own-eyes see
le xuduo x%in de pengtiao fangfa. Ueng wo huidao
FFV many new NOM cooking ideas when I return
le Meiguo yihou, wo ye yao =zal women Jia
FFV American then I also will in our family
de chufang l1i shi y:I shi.
BEN kitchen in try once try

1:0
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What sentences (2) through (&) have in common is that the
main assertions fall at the sentence final position, In the
English versions RCs are employed and in the Chinese vercions
either main clauses or independent clauses are used. The
corresponding positions of the main assertions in both
languages wmight suggest the general tendency <for the SY0O
languages to "treat initial position as topical and final
position as focusing" (Creider, 1979, p. 19) or “the principle
af  functional sentence perspective', i.e. the “theme-rheme"
sentence order Mathesius has discussed.

Have + Head MNoun + RC

In English the sentence pattern consisting of Have + Head
Noun + RC will seldom be a complex sentence with & restrictive
RC in Chinese. Instead this pattern is usually realized by a
serial verb construction as is shown in (7) and (8):

{(7) a.Refore coming to China, I had many questions that
lay deep within.
b.Lai Zhongguo zhigian, wo ‘5u wuduo wenti,

come China before I have many questions
shenshen mei zai xinli.

deep lie within

(8) &.l have a sister who capn dance.
b.¥o you ge meimei hui tiaowu.
I have a sister can dance

There 1is also another sentence pattern, the There be
pattern, which contains a restrictive RC that is not generally
rendered into a restrictive RC in Chinese, as in (9) and (1é):

{(9) a.There were certain aspects of China which I was
very Interested in examining.
b.Wo dui Zhongguo de mouxie wenti hen  you
I about China GEN some aspects very have
Xingqu Jinxing kaocha.
interest carry-out examining

a.There is a sense of purpose and order whichk prevails
In the halls and classrooms.

b.Cong litang dao Jjiaoshi? dou shi ren gandao
from halls to classrooms all make people feel
zheli de xuexiao mubiao mingque, zhixu jingran.
here GEN schools purpose clear order good

What is shared by these two sentence patterns in English
is the notion of existentiality. The communicative function of
the main clauses Have + Head Noun and There be * Head Noun
fulfill is to inform the listener about existence of the head
noun, whereas what actually contributes the major information
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in these sentences is the RCs, that is, Head ~Noun * RCs.
Questions lay decp Withiny sister can dance; 1 was interested
in examing certain aspects and a sense of purpose and order
prevails in the halls and classrooms are the major information
and main assertion. Therefore these types of sentences do not
occwr in & restrictive RC form, as RCs in Chinese, unlike those
in English, have only one function -- restriction of the
reference of the head noun.

Adverbial Clauses

Some types of RCs in English are expressed as adverbial
clauses {adverhial clause of concesszon, of reason, of time,
etc.) in Chinese. Although syntactically different, these

have the came meanings and discourse functions. See the
examples in (11).

(i1) a.Mother who was married at sixteen had been very

accurate about village life.
b.Jinguan Mugin shiliu sul Jiu Jiehun

although Mother sixteen years(old) already marry
le, ta Jjiangshu de nongcun shanghuo gingkuang
FFV she tells REL village life . situation
hai shi feichang gqueque de.
still shi very accurate de

Although syntactically who was married at sixteen is a RC
used to give more information about the head noun, the
implication of this discourse expressed in a RC is that
although Mother got married very early and therefore left her
village quite young, she could still remember many things and
was very accurate about village life. Therefore in Chinese, an
adverbial clause of concession is used.

In (12), the material presented in the
provides a reason for why the speaker was
cause of action. It is thus eMpressed
of reason in Chinese.

restrictive RC
uncertain about a
as an adverbial clause

(12) a.l began to wonder if I would be comfortable in a

place where the people for once are Just like me
and yet in many ways not like me at all.

b.Wo bu zhidao zai nali wo huibuhui gandao
I not know in there I whether—-or—not feel
shufu,. yinwei nali de renmen Ji hen
comfortable because there GEN people for once very
xiang wo, you you xuduo fangmian genhben bu

(be)like me but have many aspects at all not
xiang wNO.

(be)like me

And in (13), the corresponding clause of the RC that had
preceded it in English is an adverbial clause of time in
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Chinese.

(13) a.Furthermore, their own welcome was especially
moving because of the tiring drive in drab weather
that had preceded it.

b.Zai zhe vyinyu de rizi 1i, Jingguo 1ling ren
at this drab NOM weather in after cause people
pifa de changtu luxing hou, tamen de relie
tiring NOM long trip after they GENM warm
huanving shi women tebie gandong.
welcome make us especially moving

Some RCs which modify the head noun time in English, once
translated into Chinese, cannot be rendered as RCs. Note,
however, that these RCs in English have a time adverbial sense
and are therefore semantically and functionally, if not

syntactically, similar to adverbial phrases of time
Chinese.*

in
(14) a.Was that the first ¢time you went €o the Great Hall?
b.Na shi ni diyzi ci qu Changcheng ma?
that was you first time went Great-Wall @

Shi...De Construction

The shi...de construction, a kind of

nominalization in
Chinese

which is usually employed to emphasize what occurs in
between =shH; and de (Li &Thompson, 1984, p. 589), <+inds its
counterpart in a type of RC in English:

Noun (Fro.) + be + Indefinite Art + Head Noun + RC

Although these two syntactical structures in English and

Chinese are different, semantic and functional similarities

between the two are obvious. Compare (15) a. and b., (16) a.
and b.

(15) a.Enping is a place where the scene-y can really
captivate you...
b.Enping de Jingse shi m»i ren de.
GEN scenery shi captivate people de

a.China is a country that is behind Canada in
technology and a number of science disciplines.

b.Zhongguo zai jishu he vyixie kexue
China in tezchnelogy and a number science
xueke fangmian shi luohou yu Jianada

disciplines aspects chi behind COM Canada
de.
de

In (16), if not for emphasis, this sentence could be
written as China is behind Canada in technology and a number of
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scrence disciplines. The reason why the author uses a RC in
English instead of a coordinate structure is to emphasize what
kind of country China is, i.e. to easphasize that China is
behind Canada. The context for this sentence makes slear that
the RC in question serves to affirm the supposition that China
15 bebind Eanada. That is, the preceding paragraphs are
devoted to a discussion about living conditions in China and
fhave left on the reader the impression that China 1is not rich
arid the following sentence expresses the determination after
the affirmation by saying: But China does not lack the
wiilingness and desire to learn.

The following is another example of the same pattern:

(17) a.l realize this is a situation that the government
wants to improve upon.
b.Wo liaojie dao zhengfu shi yao gaibian zhe
I realize FFV government shi want improve this
rhong rhuangkuang de.
kind situation de.

1\dioms and (Other Expressions

As if to compensate for the constraints brought about by
the pre-nominal structure of RCs and to avoid the awkwardness
a lengthened RC in Chinese might cause, Chinese has many vivid
and economical idioms or adjectives which are able to fulfill
the same task of a RC in English. These are fixed expressions
usually entered as units in dictionaries.

(18) a.The next time we return we hope to witness a China

that is stronger and m»ore prosperous.
b.Women xiwang »iaci zailai de shihou,

we hope next—time return REL time
hui kandao vyige gengJia qiangda, gengJia
will—-be—able witness a more strong more
fanrong de ZhongQuo.
prosperous NOM China

(19) a.l'm from a country whose history goes back
thousands of years.
b.Wo laiziyu yvige lish2 yousjiu de guojia.
I come from a history old NOM country

NON-RESTRICTIVE RCS IN ENGLISH V&.

NON-RC CONSTRUCTIONS IN CHINESE
Chinese only has restrictive RCs while English has both
restrictive and non-restrictive RCs. Therefore, non-restrictive

RCs in English appear 1in other forms in Chinese, such as
independent and adverbhial clauses, and are typographically
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indicated by parentheses or dashes. This section is devoted to
the cases in which non-restrictive RCs are normally required in
Ernglish while no correspondent RCs occur in Chinese. As is
krnown, the function of restrictive RCs 1is to identify and
restrict the reference of the head noun and that of the non-
restrictive RCs is to supply the background information, RCs
are not normally used inm Chinese when a non-restrictive RC
is required in Erglish to provide the background information.

Typographical Indications

(2¢)) a.John Blair, who lives next duor, is my best friend.
b.John Rlair (ta zhu zai gebi) shi wo de hao
he lives in next-door is I GEN best
pengyou.
friend

In (24, the reference of the proper noun is clear and
already restricted enough, therefore it does not need any more
restriction. The non-restrictive RC in this sentence is added
to supply the background information about Jokhn Rlzir as
against the main assertion is my bfest friend. Thus, as there
is no non-restrictive RC in Chinese, the background information
is provided as a parenthetical remark in parentheses.

The following 1is another example of a main clause
indicating such information in Chinese, here set off by dashes.

(21) a.We ever visited the piers, where the first boats

took our forefathers to the promised land--America.
b.Women shenzhi fangwen le naxie matou-~-~dangnian

we ever visit FFV those piers—-those years
zaizhe women zuxian dé& chuanbo jiu shi cong
carry  our forethers REL boats just shi from
nali gicheng hangxiang xiwang =hi bang
there set off sail—to promised NOM country
Meiguo de.
America de

Adverbial Clauses

The main assertion of (22) is must celebrate his birthday
an Christmas Pay while who was korn on December 25th is simply
the background information which helps the reader understand
why his/her father has to celebrate his birthday on Christmas.
Therefore a non-restrictive RC is used in English and in
Chinese an adverbial clause is used in such a case.

(22) a.My father, who was born on December 25th, must

celebrate his birthday on Christmas Day.
b.Yinwei wo fuqin shengri shi 12 yue 25 hao, ta
because my father birthday is month date he
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zhihao ba shengr: he Shengdangjie yiqi
must BA birthday with Christmas together

quo.
celebrate

Independent Clauses

Sometimes. instead of restricting & particular head noun,
the RC restricts the reference of the whole clause that

occurs
before and the restriction ics

loose. The characteristics of low
referentiality of this kind of RC makes it independent in both
English and Chinese and hence it occurs in the non—restrictive
form in English and becomes an independent clause in Chinese.

(23) a.She always yells at people,
& girl.
b.Ta chang chongzhe renmern hanjiao. Nubaizi
zhe always at people vells girl
viban cshi bu zhe vyang de.
typically shi not this kind de

which is not typical of

NON-RC STRUCTURES IN ENGLISH VYS. RCS IN CHINESE

Wwhat 1 have beern discussing so far are cases where English
tends to have a RC structure (restrictive or non-restrictive)
while Chinese doesn’t. Although RCs are less common in Chinese
as compared with English due to the syntactic constraint in the
Chinese RC structure, there are also cases where RCs are
present in Chinese but absent in English. However, 1if these
cases are studied closely, we would find that although these
English sentences do not have a RC structure, they do contain
past and present participle phrases, which are in fact reduced

RCs, prepositional phrases and adjectives which also function
as RCs.

Past Farticiple Fhrases

(24)

a.We confronted the reality of the natural bhardship
endured by the Chinese people.

b.Guangshi zhexie jingli jiu
just these experiences already make us

shi women

ginshen tiyandao le ZhongQuo renmin za&i ziran
oneself experience PFV Chinese people in mnatural
raihaz zhong suo zaoshou de Jiannankunkdu.
disaster in by confront REL hardship

(25) a.The clothing worn is not the stereotyped dull,
drab garments once thought,...

b.7amen chuan de y2fu zaiyebu shi yiqgian
They wear REL clothes no-longer are once
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xiangxiang de na zhong qianpianyilu - he
think REL that kind stereotyped—duli and

qingvise de le...
drab MOM CRS

Fresent Participle Phrases

(26) &. 1 recall my parents speaking of China and of
relatives living here ...
b. Wo hai jide... tangi women de vyixie zhu
1 still remember speak of our GEN some live
ral nali de qingi de qingkuang.
at there REL relatives GEN situation

They were but a foretaste of the overwhelming
reception waiting for us at the hotel itsel+$.
Zhe Jinjin shi women Jijiang zai luguan nei
this only is we soon prep. hotel in
shoudao de shengda huanying de vyige
receive REL overwhelming reception GEN a

»umu.

foretaste

Adjectives

(28) a.They utilize the few material resources available..
b.Tamen liyong <(tamen) xianyou de wuzi
they wutilize (they) now-have REL material
Tiyuan...
resources

(29) a....while those of us fawiliar with Chinese food ...
b....er women zhexie chang chi Zhongguo cail de
while we these often eat Chinese dish REL
FED. ..
people...

Frepositional Fhrases

(3@ a.In the late afternoon many Chinese are walking home
holding a piece of fish from the day’s catch.

b. Bangwan, henduo Zhongguoren dou shi
in-the-late-afternoon many Chinese all are
buxing huijia, shouli tizhe yitiao dangtian
walking home in—-hand carry one-piece the-day
dadao de «xinxian de yu.
catch REL fresh NDOM fish

(31) a....this tranquility was interrupted by events
beyond any man’s control.
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viei ren

this trangquil life unexpectedly by man
suo wu fa kongzhi de shijian dapo le.
by no way control REL events break FFV

Concidering that the Chinese text in the bilingual book I
have studied is a translation from English, it might have been
influenced to & certain extent by the English version. In
other words, the difference in the distributions of RCs in the
twa ]anguages might be greater and there might be even tfewer
RCe if it had been written in Chinese in the original. Wang
(198%) observes that sentences of classical Chinese are
generally shorter than sentences of the European languages. He
claims that nowadays there is a tendency in modern
lengthen sentences because of the influence of
style. One of the ways in which the
is, perhaps, by using more RCs.

Chinese to
the Western
sentences are lengthened

SUMMARY

1n this paper I have attempted to show that Chinese
discourse makes less use of RCs than English and the
distributions of RCs in the two languages are different. I
have also demonstrated that Chinese and English use different
syntactic constructions to perform some of the same discourse
functions. Therefore, it is possible that the Chinese learners

Schachter studied were transferring the construction strategies

of Chinese into English on the basis of discourse
resulting in a low incidence of RCs
This would thus not be a case of
suggested, but of transfer.

similarity,
in their interlanguage.
avoidance as Schachter has
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An opposite case is observed by Chao (1968, p. 112): "A
very frequent and important use of the adjective clause (in
Chinese) is that of modifying a word for time, place, or
condition, thus forming a subject expression of time, place, or

condition, often translatable into an adverbial clause (in
English)."
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SO THEY GOT THE MESSAGE, BUT HOW DID THEY GET IT?
Lawrence F. Bouton

Conversational implicature (Grice 1975, 1981) is central to the communication process. At the
same time, its effectiveness depends upon the extent to which the participants in any interaction
share a common world view, especially with regard to the contextual elements on which
implicature is based. For this reason, it is important to the study of cross cultural interaction that
we discover the extent to which NS and NNS of various languages recognize and interpret
implicatures similarly in various contexts. And to discover this, we must find effective tools
through which implicature can be investigated. This report focuses on one such tool -- a
multiple choice device -- and the results that it produced.

Our discussion will be divided into four parts. First, we will describe implicatures and their
importance in cross cultural communication, so that we will have a common understanding of
what we are investigating. Second, we will bricfly mention two previous studies in this area that
used open-ended questions, and we will show why such instruments are inherently flawed as a
means of studying the use of implicatures. Third, we will review my own ongoing investigation
of the cross cultural interpretation of implicature, using a multiple choice tast as the
investigative device. And finally, we will evaluate the effectiveness of the multiple choice test
and suggest what implications this study has for our understanding of implicature in cross
cultural communication and for rescarch into indirect communication strategies of this sort.

Introduction: Implicature -- A Possible Obstacle
to Cross Cultural Communication

It is fairly well accepted now that a great deal of what we say from day to day is communicated
indirectly through what Grice (1975, 1981) labelled conversational implicature. According to Crice,
conversation is a cooperative venture. Speakers, for their part, are expected to make what they say
informative, truthful, relevant and clear. At the same time, if something a speaker says seems not to meet
these expectations in the context of a particular interaction, the other participants assume that it is their
interpretation rather than the speaker's intended meaning that is at fault, and they search for another that
seems less flawed. If they find one, they assume that it, and not their original interpretation is the message
that the speaker actually intended to convey. Consider (1), for example.

(1) Brad: Where's Sharon today?

Tina: She’s having a big dinner party tonight.

Taken literally, Tina's responsc is irrelevant, but, of course, neither Brad nor anyone else would
interpret it that way. Instead, he would assume that what Tina said did answer his question and that
Sharon's whereabouts was related to the fact that she was giving the dinner. What message he infers from
that will depend on what he knows about how a hostess {perhaps Sharon in particular) prepares a dinner
party. But whatever inference he finally draws, he will assume that that was the message Sharon intended

to convey. This message, together with the process through which it is derived, illustrates what Grice
tcrmed conversational implicature.
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For implicature to be effective as a communication strategy, speaker and listener must share a
common perception with regard to four things: 1) the ways in which speakers and listeners are expected to
cooperate; 2) the nature of the conversational context, linguistic and otherwise; 3) the background
knowledge necessary to derive the implicature from the combination of the utterance and its context; and 4)
the conventional meaning of the utterance in question. All four of these factors play a role in a speaker’s
construction of an implicature and in a listener’s interpretation of it. To the extent that speakers and
listeners have a common perception of what these four factors involve, implicature can work; the message
that the one intends and the other infers will be essentially the same.

But this raiscs a serious question as to the effectiveness of implicatures in cross cultural conversations
involving native speakers of differcnt languages. Keenan (1980), for example, demonstrated that even
something so basic as what is accepted as cooperative behavior in the Gricean sense may differ from one
culture to another. What constitutes being sufficiently informative to a member of the Malagasay society,
she says, may not scem sufficient to someone from a Westem industrialized nation, with the result that the
latter may infer that the former is using implicature where none is intended. It would seem reascnable,
then, to assume in the absence of evidence to the contrary that participants in cross cultural conversation
might differ in the understanding they bring to any or all of the four factors just mentioned. Given this
possibility, can implicature be considered a viable tool of cross cultural communication? And in our own
context here within the United States we might add -- to what extent can NNS from outside the United
States interpret implicatures in English as the NS do?

THREE STUDIES COMPARING NS AND NNS INTERPRETATIONS
OF AMERICAN ENGLISH IMPLICATURES

Using an Investigative Instrument With an Open Ended Question Format

Devine (1982) tried to answer this question by asking 15 NS and 15 NNS to paraphrase 15 brie
dialogues in which one character used implicature as a means of conveying his or her message. Devine’s
reasoning was that since implicature is part of a spcaker’s message, it would be included in any complete
paraphrase of what a speaker said. The subjects’ paraphrases were read by two native speaker judges whe
determined whether the subjects had (or had not) undersiood the implicatures that were included in the
original dialogues -- or whether it was simply impossible to tell. Disagreements between the judges were
settled by a third native speaker. In gencral, Devinc found that the extent to which NS and NN
recognized and interpreted the implicatures in the same way depended on which of Grice's maxims wa:
violated and what the basis of the violation was. But she was able to conclude that “speakers do no
uniformly respond to the manipulation of [Grice’s maxims] as a Gricean analysis predicts they will." Shq
also suggests that her rescarch supports that of Keenan (1980) and that the conversational expectations o
interlocutors "may vary because of cultural or situational constraints on these [maxims]” (p. 203).

In 1985, in an attempt to test Devine's results using a sample of 60 NNS and 70 NS, I developed |
similar instrument. However, the task given to the subjects was streamlined to some extent by asking then
to paraphrase only the utterance in the dialogue that contained the intended implicature. Nothing was saic
of course, that would indicate that the message in that utterance was expressed indirectly; the subjects wer
simply asked to paraphrasc what the character uttering the particular lines meant by what he said. Th
utterance containing the implicature, then, was the focal point of each questinn. The primary challenge th
subjects faced as they attempted to interpret the utterance in question was to decide whether it should b
taken literally or interpreted as an implicature and, in cither case, to paraphrase what the message was. Bi
it quickly became obvious that there was a serious problem with this type of open ended instrument. Th
paraphrases of both NS and NNS subjccts were often ambiguous. Read in one way, these paraphrase

12



Q

ERIC

PAFullToxt Provided by ERIC

121

cxpressed the meaning that the utterance in the test item would have had if it were taken literally; read
another way, thes same paraphrases secmed to capture the implicature which that utterance was intended
to convey. Nor was there any clue in the subjects’ answers that would help the judges evaluating the
paraphrases choose between these two possible interpretations. In these cases, the decision of the judges
amounted to educated guesswork at best. Consider, for example, Ryan’s second turn in (2), an item
adapted from Richards (1980), and some paraphrases of it in (3) and (4). (The utterance in (2) that is to be
paraphrased by the subject is italicized here, though not on the test itself.)

(2)  Two teachers arc talking about a student’s paper.

Mr. Ranger: Have you read Mark’s paper on modemn pirates yet?
Mr. Ryan: Yes. Ircad it last night.
Mr. Ranger: What did you think of it?

Mr. Ryan: I thought it was well typed.

Suppose that we were asked to judge the accuracy of different paraphrases of Ryan’s comment such as
those in (3).

(3-a) He thought it was easy to read.

(3-b) He didn’t have much to say about it.

Suppose also that the answer that we have been told to accept is some form of one given by Richards to the
effect that Ryan does not like the paper. With that target answer in mind, how do we evaluate these two
paraphrascs?

First, let’s consider (3-a). We could assume that the subject writing this paraphrasc intends us to take
itat face value, i.c., as acomment on the legibility of the paper, in which case we would also assume that
that subject has interpreted Ryan's comment literally. A well typed paper is, in fact, easy to read. On the
other hand, (3-a) can also be interpreted as containing an implicature conveying the same message that
Richards finds in Ryan’s comment. In saying only that the paper was easy to read, the paraphrase can be
understood to be implicating that "the other qualities of the {paper] were not worth commenting on," i.e.,
that in Ryan’s mind, it was not very good (p. 40).

As for the response in (3-b), on one possible reading, it simply describes the situation found in the
dialogue: Ryan did not, in fact, say very much about the paper. But this paraphrase can also be interpreted
as conveying the same implicature as (3-a). Again, the fact that Ryan "didn’t have much (o say about it,"
implics that there was not much good that he could say, i.c., he didn't like it.

Now, as judges, which meaning would we assign thesc paraphrases? Do we assume that they should
be taken literally? Or do we see them as capturing the implicature? Unfortunately, whichever decision we
make is an arbitrary one. And if we guess wrong, the results of the experiment, and our understanding of
how well NNS grasp implicatures in English, will be somewhat distorted and unreliable. Nor will the use
of more than one judge increase the accuracy of the iudgement rendered in situations like this, since the
often subtle clucs used by the NS judges in interpreting a particular paraphrase may or may not have been
intended by the NNS subjects. Two gucsses are not necessarily any more accurate than one.

And there is another problem facing evaluators of open ended questions.  The need for arbitrary
decisions increases with the number of paraphrases they must consider, The more responses (o a particular
question the judges must evaluate, the more the differences between them scem to blur at different points.
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For cxample, which of the paraphrases given in (4-a) through (4-k) can we say mean the same thing?
Which should we accept as appropriate interpretations of Ryan's comment.

(4-a) He didn'tlike the content of Mark’s paper.

(4-by ‘The paper didn't seem to impress him very much, and maybe the typing was its only saving
grace.

(4-c) He thought that Mark's paper was so good that he could confirm of it.
(4-d) He didn't say. He only said the typing was good, so the content couid have been terrible.

(4-¢) Mr. Ryan did not go through the contents of Mark’s paper, but he was convinced as to the
clearness of the typed paper and expressed his opinion regard ing the type.

(4-f) He thought that Mark's paper was well typed.

(4-g) Typing was well done, but the content was not so good.

(4-h) He thought it was typed well, but the content wasn't quite so good.

(4-) Mr. Ryan likes Mark’s paper only because it is well typed. Maybe the content is not so good.
(4-) He thought Mark's paper was good only because it was typed without typing errors.

(4-k) He didn't like the content but the neatness captivated Ryan.

Which of these paraphrases show that the subjects writing them have understood the implicature in
Ryan's comment? As we attempt to answer this question, we notice that the eleven paraphrases given here
scem to divide into two groups: onc group, (4-a) through (4-¢), is straightforward and relatively casy to
evaluate; the rest are either opaque or ambiguous and quite difficuit to judge. (4-a) and (4-b), for example,
state Ryan's implicated message clearly. On the other hand, just as clearly, (4-c) takes what Ryan said
literally and misinterprets it as high praise, and (4-d) explicitly denics that Ryan cxpressed any judgement
at all with regard to the overall value of the paper. And (4-c), while recognizing that Ryan is using
implicature, assumes the implied message to be that Ryan has not yet read the paper at all -- a message that
would be plausible only if Ryan had not said on his previous turn that he had read it the night before. All
of these paraphrascs scem fairly straightforward and casy to evaluate: the subjects writing (4-a) and (4-b)
seem to have grasped Ryan's implicature; the authors of (4-c), (4-d), and (4-¢) did not.

But if it is casy to sec whether some of the paraphrases in (4) capture the implicature in Ryan's
remark, the others are more difficult to interpret. On the one hand, these other paraphrases do indicate that
Ryan is less than satisfied with the content of the paper and suggest an awarencss of what Ryan was
implying by mentioning only the typing. At the same time, however, they also scem (o take his favorable
comment about the typing of the paper at face value. As a result, the extent to which these subjects realize
that Ryan's comment suggests an overall negative view of the paper is uncertain and seems to vary from
one subject to the next. For example, (4-f) is ambiguous, like (3-a) discussed earlier: taker literally, it
scems 1o interpret Ryan’s comment as praisc for the typing, but it can also be understood to impiy that
Ryan did not like the paper at all. Similarly, the four items in (4g) through (4-j) point out both Ryar's
positive reaction to the form and his negative reaction to the content, but they fail to draw any explicit
conclusion concerning Ryan’s opinioz of the paper as a whole. Do we take this lack of explicit judgement
literally and assume that the subjects who wrote these four comments misscd Ryan's implied negative
evaluation of the paper, or do we take for granted that they recognize the primacy of content over form in
contexts like this and that their paraphrases do capture Ryan's message implicitly? Whatever decision we
make, we are guessing at the exact meaning these subjects intended their paraphrases to have. Whether we
guess right is to at least some extent a matter of chance.!
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An Investigative Tool In a Multipie Choice Format: a Possible Solution

In order to get away from the difficultics faced by investigators in their analysis of subject-originated
paraphrases like those found both in Devine's study and in the initial phase of my own, I decided to
develop a multiple choice instrument with which to continue the investigation. Just as before, each
question involved a brief dialogue containing an uttcrance that conveyed its message through implicature,
together with encugh context to suggest the message that the character meant to convey. But now, instead
of being told to put that message in tk eir own words, subjects were given four possible versions of what it
might be and asked to choose among them. The answer expected for each question was a version of the
paraphrase most commonly used by the 70 native speakers who had taken the open ended test earlier, a
version that made the meaning of the implicature that the NS found in the test item explicit. The distractors
for each item were chosen from NMS paraphrases that were different from those of the NS. After fine
tuning during pilot testing of the various questions, a version of the multiple choice test was achieved on
which there was a 90% or greater consensus among native speakers for 17 of the items and between 80%
and 90% on another 6.

A primary advantage of the multiple choice instrument over the open ended questions used earlier is
that by giving the subjects discrete, realistic choices from which to select the meaning of each utterance,
we could avoid having to guess at their interpretations. The burden of having to select from among
possible paraphrases of what the characters in the test items said now lay with the NS and NNS subjects
taking the test. And this was as it should be.

During the spring and fall semesters of 1986, 436 NNS graduate and undergraduate students took this
multiple choice test at the University of Illinois. As a control, 28 NS took the same test and their answers
were compared with those of the NNS. The results of this study showed that the NNS derived the same
message as the NS only 75% of the time. The effect of cultural background for the test as a whole, as
measured by a one-way ANOVA was significant to the .0001 level (F (6, 323) = 23.83, p <.0001),and a
pairwise comparison between all possible combinations of seven different language/culture groups using
the Bonferonni T test showed differences that were significant at .05 between 13 of 21 possible pairs.

Performance on a number of specific items was also influenced by the cultural background of the subjects
(Bouton, 1988).

It was clearly established, then, that the cultural background of the subjects taking this multiple
choice test significantly affected their performance both overall and on specific items. And since each item
on this test was developed with the intent that a subject must be able to interpret an implicature
appropriately in order to answer the item correctly, these results were taken as evidence that a subject’s
cultural background affected the extent to which he or she would interpret implicatures appropriately in
English. This, of course, was a legitimate conclusion only if the multiple choice test we used did, in fact,
measure the subject’s ability to derive implicatures, But did it?

Like most multiple choice tests, this one had only two points of reference explicitly in focus: the
problem posed and the possible solutions among which the subjects were to choose. For each test item, it
was consciously assumed that, given the problem posed, subjects could reach what was considered the
correct answer if they used the implicature on which the item was based. Unconscicusly, however, we
adopted a stronger position. In order to think of the test as a measure of a person’s ability to use
implicature in English, we had to presume not only that anyone using the intended implicature would select
the right answer, but also that anyone selecting the right answer had used the intended implicature, In other
words, we had to assume that a person would choose the right answer IF AND ONLY IF he or she had
used the implicature around which the item was built. But to what extent was cither of these positions
tenable? Was it true that if the subjects used the intended implicature, they would arrive at the expected
answer? And that if they did not use that implicature, they would derive some other meaning from the
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dialogue in the test item -- and choose the wrong answer? What can responses to a multiple choice test tell
us about the strategies used by the subjects in answering them? And what can we learn about the nature of
implicatures themsclves?

WHAT THE MULTIPLE CHOICE FOCRMAT CAN, AND CANNOT, SHOW
US ABOUT THE CROSS CULTURAL INTERPRETATION OF
IMPLICATURES

The Investigative Framework: Multiple Choice Test + Post Test Interview

The study reported in this paper aticmpts to answer the questions raised at the end of the previous
section. To do this, it was necessary to find a way of looking more directly into the process by which a
subject moved from item to answer, i.., to broaden out the PROBLEM ===> ANSWER relationship so as
1o include the strategy represented by the arrow as much as possible. Then we would have an instrument
that would be represented more accurately by a diagram like PROBLEM ==STRATEGY=> ANSWER.
The technique used to discover these Strategics was a combination of multiple choice test and posttest
interview.

None of the subjects used in this study had taken an implicature test before. They came from the top
four classes in the Intensive English Institute at the University of Hlinois (Urbana-Champaign) on a class
by class basis. Each class was given a different, shortencd version of the multiple choice test that had been
used in the previous study. As the subjects finished, they were interviewed individually. They were asked
what answer they had chosen for each item on the test and why they had chosen it. Interviewers were
cautioned not to put words into the mouths of their subjects. But they could, of course, attempt to clarify
answers they could not understand, by asking such questions as "Why (did you think that)?" or “I'm sorry.

I couldn’t understand what you said. Could you say that again?" These interviews were recorded and
transcribed.

The Relevance Maxim: The POPE ( Implicature

Several types of implicature were studied in this way. These were categorized according to which of
Grice’s Maxims seemed central to their interpretation and what strategies were necessary to their
derivation. In this paper, however, we will focus on only 10 test items, representing 4 types of implicature,
with primary emphasis falling on 2 of those 4. First we will consider a set of test items built around the
POPE Q implicature, which is associated with the Grice's Relevance Maxim. The second set of items that
we will look at are based on what we will call the Minimum Requirement Rule (MRR), which is related to
Grice’s maxim requiring that the speaker be sufficicntly informative. By limiting ourselves to test items
based on these two types of implicature for the most part, we will have time to delve into each of them in
considerable detail. But along the way, we will also mention two other test items, one based on Grice’s
Maxim of Manner (that onc's contribution should be orderly) and the other one involving a different
application of the maxim requiring sufficient information just mentioned.

First, then, the POPE ( implicature, which is named for its prototype found in Bill’s rather flippant
response in (5).

(5) Abe Do you think Fritz will really be upsct by what we’re going to do?
Is the Pope Catholic? 1
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As one can see, the POPE Q format is used to provide a rather saucy response to someone else’s yesino
question. To implement it, the second speaker asks a yes/no question of his or her own, one that has two
definitive characteristics. First, it must be essentially unrelated to the original question to which it is a
response. By the term essentially unrelated, we mean that the answer to the second question cannot have
any logical relationship to the answer to the first, e.g., precondition, or cause > effect. In (5), for instance,
whether or not the Pope is Catholic is irrelevant to whether Fritz will be upset. It can, therefore, suggest to
Abe that he should derive Bill's answer through the POPE Q implicature, In (6), on the other hand, Ben's
Guestion cannot trigger such an implicature because the availability of a court is relevant to any decision to
play tennis -- a precordition of sorts.

(6) Angel Want to play some tennis?

Ben: Is there a court available?

The other characteristic of the POPE Q implicature is that speakers’ using it must make the answer to
their (secend) question the same as the answer they want 1o give to the first one: in (5), for example, "Yes"
is the answer both to Bill's question and to Abe's. Also, the answer must seem obvious to both participants
in the interaction. The message to be derived from the POPE @ format is that the answer to the original
question is the same as the answer 10 the second one and just as obvious. In (5), for example, the message
that Bill expects Abe to infer is "Sure Fritz will be upset!™ 1In (6), on the other hand, the answer to Ben’s
question will probably not be obvious; nor will it necessarily be the same as Ben's answer to Angel. Ben
may not be able to play even if a court is available. Ben's response in (6), then, has none of the features
associated with the POPE Q implicature.

To facilitate the analysis of the data in this study, the comments made by the various subjects during
the interviews have been divided into different groups. First, since we are interested in knowing the extent
to which giving the right answer on the test is an indication that the subjects used the expected implicature
to interpret the test item, all comments were first grouped in terms of whether the answer to which they
were related was "right" or "wrong." Then the comments in each of those two major groups werc
subdivided according to the reasons the subjects gave during the interview for having chosen the answers
they did. Those subjects whose reasons clearly indicated that they had used the intended implicature were
placed in Subgroup (1); those that used some other strategy are in Subgroup (2). Some subjects gave no
reason at all: their comments amounted to a simple restatement of the answer they selected on the test
itself. These subjects were put in Subgroup (3). Some subjects seemed 100 confused for us to know
exactly why they chose the answer they did. These subjects were assigned to Subgroup (4). The results of
this analysis are summarized in Table 1. It will be noticed that the total number of subjects answering the
different questions is not necessarily the same. This is because the size of the different English classes
providing the subjects was not the same from one class to the other on the day the tests were given.
However, since there was no intent to compare the results obtained using different questions statistically,
the differences in the number of subjects answering one question or the other is not an impediment to the
success of this study.
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Table 1: Classification of Data from Four Pope Q Implicature Items

POPE Q ITEM: Do duck's need Does the sun Is the water Is the sky
flying lessons? come up in the wet? green?
east these days?

GROUP A: 11 16 15

Subgrp 1:
Subgrp 2:
Subgrp 3:
Subgrp 4:

GROUP A: THOSE CHOOSING THE "Right" (EXPECTEL") ANSWER.

Subgrp 1: Those clearly indicating a grasp of the POPE Q Format.
Subgrp 2: Those explicitly mentioning a strategy other than POPE Q.
Subgrp 3: Those merely asserting their answer without explicit support.
Subgrp 4: Those too confused to be thoroughly analyzed.

GROUP B: 0 3

Subgrp 1:
Subgrp 2:
Subgrp 3:
Subgrp 4:

GROUP B: THOSE CHOOSING THE "WRONG" (OTHER THAN EXPECTED) ANSWER.
Subgrps 1 through 4 as above.

The first POPE Q item that we will analyze is given in (7).

(7) Lizisa 16 year old American girl. She is sitting in her bedroom doing some homework when
her mother comes in to talk with her about the coming week. Liz's mother and father are
going on a trip and it is the first time Liz will have been at home by herself for that long.

Mother: Liz, I know that we have talked about this before, but are you sure that you
can take care of your self next week and won't be too lonesome? 1 could get

Grandmother to stay with you. She could help you with the cooking and so
on.

Liz: Mother, docs a duck need flying lessons?

What is the point of Liz's question?

a> She is doing some homework and wants to know if ducks need help when they first learn
to fly.

b> She would like her grandmother to stay with her so she could teach Liz what she needs to
know.
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She thinks that she will be able to take care of everything herself while her parents are
away without any special help.

She is trying to change the subject. She is nervous about staying alone and doesn't want
to discuss it.

This item has proved ecasy whenever it was given. 93% of the 436 NNS in the carlier study answered it
correctly. In this study, all 14 subjects chose the expected answer <c>. 12 of them made comments much
like those given in (8), explicitly mentioning the substance of Liz's question as the reason for their choice.
On this basis, these twelve were included in Subgroup A-1 in Table 1, i.e., those subjects that clearly
indicated that they had used the intended implicature to arrive at the expected answer. Sample comments
from these twelve subjects are in (8).

(8)  Sample NNS Comments from Subgrp A-1 (7)*: Those that Indicate a Grasp of the POPE Q
Format.

*  Because the duck can fly at first. Like that, he can manage his own work without any
other’s help.

The question "Does a duck need flying lessons?" means it don’t necessary to receive any
lessons of that sort.2 She has ability to do it. Something like that.

In general, a duck don't need flying lessons. So she thinks she's a duck, so she don't
need any help.

The number in parentheses here and in other sets of examples refer to the rumber of the
test item as it appears in this paper, not as it was on the test.

The comments of the two remaining subjects who answered this question are given in (9) and do not
explicitly mention Liz's question or the fact that it constitutes the answer to her mother's. As a result, we
cannot be certain that they recognized the relationship between the two questions or that they used the
POPE () implicature 10 arrive at their answers. Because of this lack of certainty, we classified their
answers simply as correct Assertions and placed them in Subgroup A-3 in Table 1. However, neither of
these two subjects said anything suggesting that they had used any other strategy to derive their answers.
Nor did they mention the need to guess in this case, though subjects sometimes did mention that strategy in
relation to other test items. Further, it is very easy to infer from the comments of these two subjects in this
particular case that they did, in fact, use the POPE Q implicature. One subject remarks that Liz did not
think her mother had to ask "such a question,” presumably because the answer to it was obvious just as was
the answer to Liz's own question. And the other subject seems 1o focus on the fact that the duck can fly,
justas Liz can do whatever is necessary in order “to take care of everything herself." Although we can not
be absolutely sure because of a lack of explicit evidence, all of these considerations suggest that these two
subjects derived their answers by using the POPE Q implicature, just as the other 12 did. The POPE Q
format, then, does appear to have been available to all fourteen of these NNS, and that format itself would
not seem to be an inherent obstacle to cross-cultural communication.

(9)  Sample NNS Comments from Subgrp A-3 (7): Assertions of Implicature Meaning without
Explicit Support,

*  She thinks her mother don’t have to ask such a question. She :zan do well.

This mother recommends to her that when they go to vacation Liz's grandmother can
stay with her. But according to Liz's answer she doesn’t need grandmother's help. She
can cook. She can...she is able to take care of everything herself.
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Not all messages communicated through the use of the POPE Q implicatre are as
readily available to NNS, however, as we can see from the responses to the test item
given in (10).

(10) A group of students are talking over their coming vacation. They would like to leave a day or
two carly, but one of their professors has said that they will have a test the day before the
vacation starts. No one will be excused, he said. Everyone has to take it. Part of the students’
conversation follows:

Kate: I wish I didn't have a test next Friday. I wanted to leave for Florida before
that,

Do you really think we'll have that test?
Mark: Professor Schmidt said he wasn't going anywhere this vacation.

Jake: What do you think about it, Kate? Will he give us that test? Do you think
we have to stay around until Friday?

Kate: Docs the sun rise in the east these days?
What is the point of Kate's last question?

a> Idon'tknow. Ask me a question I can answer.
b> Let's change the subject. Prof. Schmidt is right behind you.
¢> Yes, he'll give us the test. You cancounton it.

d> Almost everyone else will be leaving early. It always happens. We might as well do it,
too.

Of the 14 NNS answering this item, only nine chose the appropriate answer <c>, and only seven of
those indicated explicitly during their interviews that the POPE Q implicature had led them to that answer.
The remarks of those seven can be represented by the comment of one of them, who said: "Does the sun
come up in the east these days? It does not change, and the professor does not change at all about the
schedule.”

Half of the subjects, then, answered the question in (10) correctly and apparently used the intended
implicature to do so; for them, the test item worked as it was supposed to. But two other subjects also
chose the correct answer to (10), even though they did not arrive at that choice through using the POPE Q.
In the earlier study, since there were no interviews, these two would have been counted among those who
"interpreted the implicature appropriately.” In fact, the two constitute the first counterexamples to our
assumption that subjects could derive the expected answers on this test if and only if they used the intended
implicature. Their comments are given in (11).

(11) Sample NNS Comments from Subgrp A4 (6): Those Too Confused to Permit Thorough
Analysis.

e Kate thinks the sun doesn't come up in the east these days, so we'll take the test.”

. Kate is doubtful that the sun come up these days, so consequently is guessing that the test
will be done.

These two responses arc interesting as examples of how NNS may derive messages in a second
language when faced with an implicature format with which they are unfamiliar and an utterance that
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makes absolutely no sense to them when interpreted literally. For one thing, both subjects realized that
Kate's question was somchow an answer to Jake's, but neither understood how. Instead of following the
POPE Q format and taking the answer to Kate’s question and the answer 10 Jake’s 10 be the same, both
subjects tried 1o link the substance of the questions. Both subjects seemed 1o assume that since Kate was
asking whether the sun came up in the cast these days, she actually had doubts as to whether it did or not.
They also secm 10 have assumed that thesc doubts were related in Kate's mind 10 whether the test would be
held. So they put the mention of Kate's doubts in a reason-clause and followed it with the fact that she
thought they would have the test in a result-clause beginning with the connective so.

To this point the interpretation of Kate's question by these two subjects is completely in keeping with
our understanding of the nature and function of questions and with Grice’s view of how implicatures work.
To these two subjects, her question makes no sense in its context, yet they assume that it does convey a
message. They then infer that message in terms of the normal function that questions perform in
conversations.

However, how the inference by these two subjects that Kate is not sure that the sun will come up in
the cast leads them o their conclusion that the professor will give the test is anything but clear. But
perhaps the subjects themselves do not see any real connection at all. Perhaps, instead, they are simply led
by their past experience 10 assume two things about Kate’s response to Jake, no matter what she actually
said: first, that that rcsponsc will be an answer to Jake's question; and second, that her answer will
necessarily be that they will have the test, because professors do not cancel tests just so students can start
their vacation carly. If this analysis is correct, these two subjects have derived their understanding of
Kate’s question through the use of implicature, though not the POPE Q. This is true of both what they take
to be Kate’s doubt about the behavior of the sun and what they see as her (apparently non sequitor) belicf
that the professor will give the test. But the implicature they used was not the POPE Q. What they seemed
to do instead is to infer that whatever Kate said, she could only have meant one thing in this particular
situation. This type inference and its relationship to Grice’s maxim requiring that conversationalists be
sufficiently informative will be discussed later.

But before going on 1o the next test item, we should look at one more subject’s unsuccessful attempt

10 derive Kate'’s message. This attempt is given in (12) and has somewhat diffcrent problems from those
wc have been discussing.

(12)  For this question, I used context, and I think that the sun rises, of course, in the east. And it
shows some traditional thing. If every student leave early cvery year, it will happen for this
year. In other words, if the sun always rises in the cast, if it is normal for the students to lcave
carly, then they will do it again this year.

This subject scems 10 understand that Kate is answering Jake's question by using an analogy. Also,
unlike the two subjects whose comments we just discussed, this person realizes that Kate'’s question is
rhetorical and that the answer 1o it will be the same as her mcssage to Jake. If the students’ early departure
is as normal as the sun’s rising in the cast, this subject is saying, then it will continue to happen. So he

chooses <d> i.c., "Almost cveryone clse will be leaving carly. Tt always happens. We might as well do it,
too™?

But if this subject understands the analogy between the answer 16 the rhetorical question that Kate
asks and the one that she intends that question to answer, how can we be sure that the subject’s choice is
inappropriate? And if it is, where did he/she g0 wrong?

We can answer these two questions together. First, this subject’s interpretation of Kate's message is
inappropriate because no native speaker interpreted it that way; nor would they, we can be fairly sure, no
matter how large the NS sample grew. Second, it docs not dircctly answer cither of Jake's questions at all.3
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Jake asks whether the professor will give the test and whether the stdents will have to wait around to take
it. If we assign the affirmative answer that Kate’s question should elicit to these two questions by Jake, her
message is "Yes, he will give the test and we will have to wait around.” But from the comment in (11), we
can sce that the subject understands Kate to be saying, “Yes, the students will leave early.” This answers an
entirely different question, one that was not asked, i.e., "Will the students leave early this year?" As this
subject interprets it, Kate's POPE Q question does not seem to fit into the framework established by the
conversation of which it is a part. In short, this subject’s mistake is in his failure to grasp the precise
question that Kate is answering, and it is that failure that leads him to derive the wrong message from what
Kate has said. In that sense, this subject has not used the POPE Q format effectively and so has selected
the wrong answer from those the test item offers.

We turn now to the third POPE Q item, given in (13).

(13)  Frank and his son Ricky are fishing. So far, they have not caught anything, and Ricky is
getting bored.
Ricky: Gosh, Dad, will we ever catch anything?

Frank: Just take it easy, Ricky. We've only been here a little while. They'll be
biting pretty soon.

Ricky: Do you really think there are any fish here, Dad?
Frank: Is the water wet, Ricky?

What does Frank mean by this last question?

a> Since we aren't catching anything, why don’t we jump in that nice wet water and swim
for a while.
b> Sure there are fish here.

¢> Justrelax Ricky. We have to learn to accept things the way they are.

d> I'mthirsty. How about getting me a drink of some nice cool wet water?

Seven subjects chose <b> and explained how they had arrived at their selection in ways that clearly
reflected their use of the POPE Q implicature, as can be seen in their comments (14).

(14)  Sample NNS Comments from Subgrp A-1 (13): Those Indicating a Grasp of the POPE Q
Format.

. I chose <b> because the water is wet everywhere and, like that, there are always fish in
the water.

I am not sure, but the water is wet...this is also a fact...so it means maybe there are fish
here.

Itis something like if somcone asked why the sky is blue. So he say, of course the water
is wet [and], of course, there are fish in the water.

Equally intercsting here, however, are two sets of comments that suggest that some subjects used
strategics other than the POPE Q to arrive at the father's reassuring message to his son. The first of these
two sets is found in (15).
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(15) Sample NNS Comments from Subgrp A-2 (8): Those That Mentioned a Strategy Other Than
the POPE Q Implicature, i.c., precondition or cause > cffect.

This is a rhetorical question. It means your question is not different from asking if the
waler is wel. Or there may be another meaning 1o the question: if there is water, there
must be some fish. Either way, the answer is the same: there are fish.

When Frank said, "Is the water wet?" I think that he means that if there were a lot of
water, natural watcr, you have a lot of chance to catch a fish.

Father say, "Is the water wet?” Definitely water is wet. The father's words contain the
meaning "Water is wel, so fishes can live in the water,”

Frank thinks every wet water has fish.

In these comments, the subjects see Frank's remark to his son as an attempt to draw his attention to
the water itselfl, on the assumption that the son will infer that where there is water, there are fish, This
reasoning on the part of the subjects clearly does not involve the use of the POPE Q format because it is
based on what the subjects sec as a natral relationship between water and fish: they seem 10 think of
waler as a causc or a sufficient precondition for the presence of fish. But we have noted carlier that no
such logical rclationship can exist between the two questions of a POPE @ implicature format. From this,
we can sce that the subjects whose remarks are in (15) did not use the POPE @ o interpret Frank's
response, yet they did infer the right answer. ‘This means we can no longer say with complete certainty that
those who interpreted a particular item correctly on the multiple choice test had used the intended
implicature. In fact, in the first comment quoted in (15), the subject specifically mentions using two
different strategics as ways of understanding what Frank mean, i.c., the POPE Q format and the natural
relationship of water and fish.

So we now have evidence of two distinct and reasoncd strategics by which subjects interpreted
Frank’s question, the POPE Q implicature and reference to a natural rclationship between water and fish.
Unfortunately, when this happens, it makes it obvious that we cannot assume that subjects can derive the
correct answer to a POPE ( test item if and only if they use the POPE @ implicature itsclf. And so, we
cannot be sure what strategy those subjects used who offer no explanation for their correct choices. The
comments of two such subjects are in (16) and are, of course, placed in Subgroup A-3, Asscrtions.

(16)  Sample Comments from Subgrp A-3 (13): Asscrtions of the Implicature Meaning without
Supporting Explanation

¢ Lthink when the father said, "Is the water wet, Ricky?", he is trying o say that, of course,
there are always fish,

Because he want to imply that it is obvious there are fish in that arca.

And there was still another strategy used by some of the NNS to derive the appropriat¢ meaning of
Frank’s question. This strategy is the same one that we discussed carlicr in rclation the subjects who
thought that Kale had real doubts about the sun’s coming up in the cast. It amounts to relying heavily on a
context so clearly defined that no matter what the speaker says, it can only mean onc thing. In this
particular situation, the four subjects who cmployed this strategy noted that since Frank wants to continuc
fishing, and since he will not be able to if Ricky is not convinced that there are fish to catch, whatever
Frank says will be designed to convince Ricky that there are fish necarby. In the words of onc of them, "1
chose (b) because Frank try to make his friend patient.” Or as another subject put it, "The father should
simply answer, "There are fish in this pond,’ because the father would like to continue fishing."4
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So far we have noted that many of the subjects did use the intended implicatures to work out their
responses 1o the test items being discussed here. Others were able to understand the meaning of the
dialogue through other strategies. And, of course, we have found some who used still other strategies that
led them to interpret the utterances in the test items quite differently. For example, in this case, one subject
declared Frank’s question to be totally irrelevant to the conversation; Frank, he said, was simply "trying to
change the topic.” Such responses were considered "wrong,” as we indicated earlier, because the
understanding they represent differs from the norm established by the American control group: 100 percent
of the NS understood Frank to be implying the presence of fish.

Another item for which subjects followed more than one path to the intended message was that found
in (17). Here 16 of 18 subjects correctly inferred that Rob’s question, "Is the sky green?”, indicated that
Rob did not trust the people to whom he had lost money at cards the night before. However, of those 16
who interpreted Rob’s comment correctly, only the 8 whose remarks appear in (18) explained their choice
in such a way that it was clear that they had used the POPE Q implicature.

(17) Randy and Rob are talking about some friends they play cards with.

Rob: I really lost money in that card game last night. I.don’t think I'll play with
those guys again.

Randy: Yech, they sure were good weren’t they?
Rob: Good? You mean they were awfuliy lucky, don't you?
Randy: Lucky? What's the matter? Don’t you trust them?

Rob: Is the sky green?
What is the meaning of Rob’s last question?

a> Ilost so much money I feel sick all over.
b> No,Idon't trust those guys. I'm sure they cheated.

¢> I'm so upset by the way those guys played that I can’t cven see right. The sky actually
looks green to me.

d> Let’s change the subject. Doesn’t that sky look awfully strange to you?

Sample NNS Comments from Subgrp A-1 (17): Those that Indicate a Grasp of Implicature
and the POPE Q format in (17).

“Is the sky green?" mean the sky is not green; sky always blue. So she didn’t trust them.

e Rob's final answer is "Is the sky green?" It is in question form. It means "Your question
is not different from asking if the sky is green." It is very obvious.

Becausc the sky is blue, it mecans I can't trust them. Usually you do say the sky is blue.

Because when they asked him, he answered "Is the sky green?” The answer is "No."
And <b> is "No, I don’t trust those guys. I'm sure they cheated.”

When he asked them, "What's the matter? Don’t you trust them?" and Robert answered

with “Is the sky green?” it means "Of course the sky is not green, so of course I don't
trust them."

The only and the main sentence my answer depends on is "Is the sky green?” All know
that the sky isn't green. So he certainly doesn't trust those guys.
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Sky is usually blue, but she says sky is green. It is impossible for him to trust....

The 1ast sentence, "Is the sky green?" means, I think,...the sky is always bluc. But the
word green means land. But the sky will never be land, so "Is the sky green?" means
there’s no....I will never... will never...never trust them, it means, I think.

All of these comments are straightforward and indicate clearly that the subjects responsible for them do
understand how the POPE @ implicature works with regard 10 this item. To be included in this group, a
comment had to refer to Rob's question, "Is the sky green?", take note of the fact that the answer 1o that
question is "No," and infer from that that Rob was trying to say "No, 1 don’t trust them."S

As we have already mentioned, the cight subjects whose comments are listed in (18) are not the only
ones that understood that Rob did not trust the other card players. There were, of course, those who simply
asserted whai they thought Rob meant without justifying their choice. The two comments in this category
are given in (19).

(19)  Sample NNS Comments Subgrp A-3 (17): Assertions of the Intended Implicature Mcaning
without Explicit Support.

¢ Here Randy didn’t trust the guys he played. Idon't know. The idea of the sky green you
don’t trust somebody.

When Rob said, "Is the sky green?” I think he meant he was very sure that those other
guys were chealing.

Much more interesting than these assertions, however, were the comments of five other subjects, all
of whom arrived at the expected answer through strategies other than the POPE Q implicature. These, of
coursc, all belong in Subgrp A-2 of the comments related 1o this item. One such stralegy paraphrases Rob
as citing an essentially impossible precondition for trusting the other card players (20).

(20)  When the sky is green, ' trust those guys.

To arrive at this paraphrase, the subject has used implicature: realizing that Rob's question was not 1o
be taken at face value, this subject interpreted it as expressing an impossible precondition which must be
met in order for Rob to trust the other card players. The message this subject sees Rob sending is the
cexpected one, i.c., that he does not trust them, and the stratcgy by which he derived that message is very
close to that of the POPE Q implicature. But it is not quite the same. As we noted carlicr, paraphrases like
that in (20) can not be derived through the POPE Q implicature because it gives Rob’s question a logical
relationship 1o the one 10 which it is a response, something that the second question of a POPE Q
implicaturc docs not do (cf. (6) above). Equally important, we have seen that the POPE Q implicature can
be used to imply cither "Yes" or "No," depending on what the answer to the second question is. If we
interpret the second question to be a precondition, as in the paraphrase in (20), then that question can signal
only "no." As a result, while the overall impact of (20) is much the same as Rob’s question in (17), the two
do not represent the same communicative strategy. The subject who paraphrased (17) using (20), then, has
derived Rob's message cffectively, but not through the POPE Q implicature.

Another strategy leading 10 the answer expected for this item, given in (21), was to take Rob's
question seriously and to infer that he would not ask whether the sky seemed green if it did not seem so to
him. At the saine time, the subjects noted the strangeness of the situation and inferred that Rob was saying
that he found the behavior of the card players cqually strange and could not trust them.,
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(21) Sample Comments from subgrp A-2 (17): Those Explicitly Mentioning a Rationale Other
Than POPE Q (i.e., Equating the Strangeness of a Green Sky with the Strangeness of the
Friends' Card Playing)

s Sky is usually bluc. But she say sky is green. It is impossible for him to trust.

o This phrasc ["Is the sky green?"] means that there is something suspicious, something
fishy, and also the other statement shows that he doesa’t trust

Still another strategy that played a role in leading some of these NNS subjects to their answers was
their analysis of contextual clues. The use of contextual clues could, of course, be considered a set of
strategies rather than a single one, since the nature of the individual clues themselves vary. Some consist
of events that occur (e.g., "1 lost money") and their presumed impact on the characters (Rob didn't seem to
like...). There are also comments by the characters themselves (e.g., "I don’t think I play with those guys
any more), as well as reaction of one character to another (Rob said, "They are awfully fucky,” and Randy
felt something wrong with that answer). The comments based on these contextual clues, as well as others,
arc included in (22). As has happened in relation to other test items discussed in this paper, those subjects
giving these context-based explanations did correctly infer the meaning of Rob’s question from its
interaction with the context in which it occurred, and so they did cffectively employ implicature in various
forms, though not the POPE () format.

(22) Sample Comments from Subgrp A-2 (17): Those Mentioning a Rationale Other Than POPE Q
(i.e., Context Clues)

¢ Here, I consider from the (unintelligible word] and from the composition. [ lost money.
Idon’t think I play with those guys any more.

Well, I didn't quite understand this question either. And I guess that because Rob didn’t
seem [to] like that he lost some money in that card game, and he sound like he thinks it
isn't fair. He thought some guys chcated him.

Rob lost money card game and also his statements show that he doesn’t think that all
players were acting correctly; there was something wrong with the play. And he believes
that "I don’t think I'll play with those guys again.”

From the dialogue, I can see that Rob doesn't like the people played with him because he
said, "They are awful lucky!" And so, Randy felt something wrong with his answer.
When he asked, "What's the matter? Don’t you trust them?" Rob answered "Is the sky
green?”

What we have found in relation to this last item is that, in addition to the POPE Q implicature, at least
three other strategies involving other implicatures led subjects to interpret "Is the sky Green?" as meaning
that Rob doesn't trust the other card players. These strategies were 1) interpreting his question as
establishing an impossible precondition; 2) metaphorically equating the strangeness of a green sky with the
quality of the friends’ card playing; and 3) using contextuel elements from the dialogue itseif as clues.
What's more, just as we have noted in relation to other test items, some of the subjects here clearly
mentioned having used more than one type of strategy in deriving their answers. Because of the
complexity of the comments containing morc than one strategy, they were divided into segments, with the

different strategies discussed separatcly, But an example of one such multi-faceted comment is given in
(23).

(23) 1t'sclcar Rob lost money in card game and also his statements shows that he docsn't think that
all players acting correctly; there was something wrong with the play. And he believes that "1
don't think I will play with those guys again.” And also, I guess 1 don’t have to mention about
this, the only and the main sentence that my answer depends is “Is the sky green?” +ul know
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that the sky isn't green. So he certainly doesn’t trust those guys. In common knowledge is
that the sky is blue, I guess; am [ right? And this phrase means that there is something
suspicious, something fishy, and also the other statement or Rob shows that he doesn't trust
these guys.

The Manner Maxim: The Time-Sequence Implicature.

Not all the items covered in the interviews and on the multiple choice implicature tests have such a
complex pattern of subject responses as that which we have found with the POPE Q items. There were
sets of items based on other implicatures for which the only path to an appropriate interpretation was
through the intended implicature itself. One such set of items for which this was true was based on Grice's
Maxim of Manner. Levinson (1983) notes that "perhaps the most important of the sub-maxims of Manner
is the fourth, ‘be orderly,”” which captures "our expectation that events are recounted in the order in which
they happened” (p. 108). It is this expectation that leads us to surmisc from (24-a) that Jack shopped in
Chicago, but from (24-b) that he shopped somewhere clse before going there.

(24-a) Jack went to Chicago and did some shopping.

(24-b) Jack did some shopping and went to Chicago.

The implicature underlying (24) is the one around which the test item in (25) was built. In it Maria
and Tony each say that Sandy has done two things: they both say that Sandy stolc a car and that he went 1o
Boston. Their accounts differ, however, in the order in which they relate the events. The subjects are then

told that the actual car theft occurred in Philadelphia and asked which of the two versions of the story,
Maria’s or Tony's, is more accurate.

(25) Three friends from Lexington, a suburb of Boston, had dinner together at a local steak house.
After they left the restaurant, one of them left the other two and ultimately found himsclf in

trouble. Now it is the next day and the other two friends arc talking about what happened the
night before.

Maria: Hey, did you hear what Sandy did after he left us last night? He went into
Boston and stole a car.

Tony: I'don’t think that's quite right. He stole the car and went to Boston.

Maria: Arc you surc? That's not the way I heard it.

What actually happened was that Sandy stole the car in Boston itself. Which of the friends has the right
story then?

Maria.
Tony.

Both are right, since they are both saying much the same thing; there is really nothing to
arguc about.

d>  Necither one told enough of the story. We can't tell which one is right.

Of the 13 subjects answering this question, 9 correctly indicated that Maria had the facts straight. The
comments of the other four subjects during their interviews indicated clearly that they did not realize that
the order of events in narratives such as this can be assumed to parallel the order in which they happened
“wherever features of the context do not actually block them” (Levinson, 1983, p. 108). All four subjects
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chose <c> because, as one of them indicated, "Both of them {Tony and Maria] are right. Just the order is
different.” Or, as another said, "Whether they say it the way Tony does or Maria does makes no difference.
They are just kidding." This item does seem to be one that subjects answer correctly if and only if they use
what we might call the Time-Sequence implicature.

The Quantity Maxim: The Minimum Requirement Rule (MRR)

Another type of implicature that subjects were asked to interpret, both in the original study (Bouton,
1988) and in the study reported on here, was based on a special case under Grice’s Quantity Maxim, i.e.,
that participants are expected to be sufficiently informative, as discussed by Levinson (1983). Levinson
notes that if a farmer is asked how many cows he has and responds "Twenty,"” then it can be inferred that
he does not have more than that. If he did, his answer would not have provided the questioner with the
information that he or she had asked for. But, says Levinson, suppose that the farmer is not being asked
how large his entire herd is, but rather whether he has enough cows (say 10, for instance) to meet the
minimum requirement for some sort of dairy subsidy payment. Suppose also that both the questioner and
the farmer are aware of why the question is being asked. Under these circumstances, if the farmer replies
"I've got 10" to the same question, we cannot assume that he has only 10 cows. The reason for this
difference, says Levinson, is that "it is clear from the context that all the information that is required is
whether John's herd passes the threshold for the subsidy system, not the exact number of cows he might in
fact have." In other words, by telling his interrogator that he has 10 cows, he is providing sufficient
information to megt the other person's needs and so he is complying with Grice’s Quantity Maxim (pp.
115-16). For the rest of this paper, we will refer to this special application of Grice’s Maxim as the
Minimum Requirement Rule, which we will abbreviate MRR.

Several different items were prepared to test whether the subjects in the studies discussed here would
follow the MRR where appropriate, or whether they would use the more general interpretation of the
Quality Maxim. All of these items established a context in which a certain minimum requirement was
delineated, and one or more of the characters in the dialogue were asked if they met that requirement, e.g.,
a bartender asks a man and woman if they are 18, presumably the minimum drinking age, when they order
a beer. To this question, the characters always respond affirmatively. The subjects were then asked to
decide which of four choices best captured what that affirmative answer meant. One such item is in (26).

(26) One afternoon Ted and Sharon went into a campus bar to have a beer and the following
conversation took place.

Ted: Can we have a couple of Lite beers, please? Sharon: Make mine a Stroh’s
Light, will you?

Bartender: Idon't know. Are you two 18?

Ted: Yeah, we are. Now can we have our beers?

Assuming that Ted was telling the truth, what does the bartender know about how old Ted and Sharon are?

a> ‘That Ted and Sharon are both 18 -- no more, no less.
b> That Ted and Sharon are both at lcast 18.
¢> That Ted and Sharon are the same age.

d> There is no way for the bartender to know which of these Ted means based on what he
said.

137



Q

ERIC

PAFulToxt Provided by ERIC
1

137

Of the 13 NNS subjects answering this question, 10 correctly chose <b> and indicated during the
interviews that they had taken the MRR into consideration in interpreting Ted’s response to the bartender.
Some of the comments of these 10 subjects are given in (27) and show that they realize that people must be
at least a certain minimum age in the United States if they arc going o be ablec to buy beer. They also
realizc that the bartender is not asking for the exact age of Ted and Sharon, but rather whether they arc old
enough to buy beer legally, i.c., 18 or more. And they point out that Ted's answer should be taken in that
light. They clearly have used the MRR in amiving at their understanding of Ted's response to the
bartender.

(27) Sample NNS Comments from Subgrp A-1 (26): Those That Clearly Indicate a Grasp of the
MRR.

¢ To be able to drink, someone must be over 18, and bartender is trying to lcarn and they
are say to him for this rule, and they answered -- automatic -- they must be over -- at lcast
18.

"Yes, we arc 18" means that we can drink beer. So at least 18.

“Because if somcone asked you if you arc 18 at a bar, you say "Yes" or "No." If you arc
under 18, you say "No," but if you are above 18, you say "Yes."

“Now can we have our beers?" means they are older than 18 years, so they can have a
right to drink beer. They arc not child.

“It waz difficult to answer [26], because Bartender says, "Arc you 187" This has various
meanings included, I think. So <a> and <b>, just 18 or at least 18 -- I couldn't decide.
But I thought common scnse about records must have worked here. So bartender knows
18 years old is the minimum age for drinking liquor, and so do they; and so I chose <b>

Of the three comments by subjects who interpreted Ted'’s remark differently from what was cxpected,
two were confused and thought the question was asking them to interpret what the bartender said. One, for
cxample, assumed that Ted and Sharon must look very young, or the bartender would not have asked their
age at all; this subject was apparently unaware of the standard practice at many bars where young people
congregate.  The other subject also thought Ted and Sharon must be young, but in this case, the subject
interpreted the bartender’s question as a hesitation strategy caused by the fact that they looked as if they
might be underage. Neither of these subjects based their answer on what Ted said at all; neither scemed to
recognize the routine represented by the dialogue, nor did they seem aware of the relevance of Ted's
remark to the overall conversation. What they fail to take into account is that even if they do look young,
cven if they really are only 18, that is not what a bartender who must decide whether to serve beer to
particular customers wants to know, and it is not what Ted is telling him. Clearly, neither subject was
using the MRR.5

Another test item involving the MRR also proved casy for most subjects. This onc involved two
students, Fred and Molly, who are classmates in a chemistry course and who are trying to figure out
whether they have an A in the course at the moment. Fred tells Molly that so far 236 points cquals an A,
and asks, "Do you have 236 points, Molly?" "Yes I do," comes the reply, and much as in the item in (22),
the subjects arc then asked how many points Molly has so far: about 236 points, at lcast 236, or exactly 236
== or whether, perhaps, we do not have enough information to distinguish among these three possibilities.
On the basis of the MRR, we would expect the subjects to understand Molly as saying that she had at lcast
236 points, i.c., that she had met the requirement for an A -- not that she had preciscly 236 points. 16 of
the 20 subjects answering this question understood Molly in just that way. Of those, 6 simply asserted that
that is what Molly meant, but 10 made it clear during their interview that they had used rcasoning which
amounted to the MRR in deriving Molly's message. A sample of these explanations is found in (28). No
other strategics were uscd by those arriving at an appropriate answer to this itcm.
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Sample NNS Comments from Subgrp A-1: Those that Indicate Explicitly That They Used the
MRR.

s To get the lowest A, you have to have at least 236 points. Yes, she has the points,
perhaps at least 236 points. So she have 236 points or more, I think so.

It is difficult to cxplain. But this person have confidence in getting A grade. It mean at
least 236 points.

I choose <a>, "at least 236 points," because in this context, the requirement for A is more
than 236.

When Molly answered, "Yeah, I do," she answered with security. She had enough points
to get A.

When the required score is 236, and when anybody asks you if you have it and you
answer, "I have it, 1 do,” gencrally you mean at least you have this score, at least.
Probably you have more than this score.

Of the 4 comments that do not embody the cxpected answer to this item, the two that are of interest
ignore the MRR and interpret Molly's remark as a straightforward example of the Quantity Maxim, i.e., a
full disclosure.6 For instance, one comment notes, "Fred asks Molly and Molly says ‘I have 236 points,” so
it must be exactly because she says ‘Yes, I do.” What this subject has done is to interpret Fred's question
as a request for the exact number of points that Molly has accumulated at the moment. If one
misunderstands the interaction between Fred and Molly in this way, the inference to be drawn from her
remark is, of course, the one the subject drew -- that she has 236 points -- no more, no less.

Both of these two preceding MRR items proved easy for most of the NNS subjects, and both were
accurate measures of whether subjects used the MRR in interpreting the item: those that did use it chose
the right answer; those that did not use it chose a distractor. However, there were other items built around
the MRR that proved more difficult and, in some sense, more complex. The first of these is that in (29).

(29) Rafac] wants to be admitted to the Okala Institute of Engineering. He has gone there to find
out what requirements he must meet to get in. The following is part of his conversation with
an admissions officer.

Adm. Officer; Well, Rafael, you have to finish high school before you come here. When do
you graduate?

Rafael: 1 graduated last June.

Adm. Officer: And another thing, in order to come here, you have to have an 88 average for
your high school years. Are you okay there?

Rafael: Yes, [ have an 88 average.

Adm. Officer; Well, then, if you can have your records scnt here and have three adults write

letters of recommendation for you, you should be able to be admitted without any
trouble.

From what Rafael said, what does the admissions officer know about his average?

a> His average was 88 -- or perhaps slightly lower.
b> His average was 88 -- no higher, no lower.

c> His average was 88 -- or perhaps even higher.
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d> We have no way of knowing which of these is most accurate on the basis of what Rafael
said.

Of the 19 subjects answering this question, only 11 chose the expected interpretation <c>. Of those
11, 8 make it clear in their comments that they had used the MRR in arriving at their conclusions, and the
other three simply paraphrased the answer they had chosen on the test itself. On the other hand, none of
the 8 whose comments show that they did not use the MRR interpreted Rafael correctly. S of them thought
Rafaci meant that his average was exactly 88; and 3 were unable to decide what he meant. In other words,
even though this item proved quite difficult, it did seem to distinguish those subjects who used the MRR
implicature from those that did not: for one thing, although three of the subjects who arrived at the right
message failed to explain how they did it, there is no evidence that anyone answering the item correctly
used a strategy to do so that conflicts with the MRR; and, at the same time, anyone who used the MRR
answered the question correctly. The comments by the 8 who explained clearly that they had derived their
answers through implicatures based on the MRR are sampled in (30); comments by those who followed the
more general Quantity Maxim to the wrong conclusion are in (31).

(30) Sample NNS Comments from Subgrp A-1(29): Those That Clearly Indicate a Grasp of the
MRR.

. The officer asked if Rafael had at least an 88 average. Rafael answered "Yes, I have an
88 average” -means, I thought, that more than 88 average.

Rafael nceds at lcast an 88 average, so (a) can't be an answer; so (d) can't be an answer
according to any onc is possible. If he eamned an average over 88, then he can say "Yes, I
have an 88 average.” But if he doesn't have an 88 average, lower than 88, he can’t say.
And it says "perhaps.” So because of perhaps, I chose <c>.

Rafael says he has 88 average. This is an answer to the admissions official’s question,
And the admissions official asked if he had an 88 average for the requircment.  And
Rafael’s answer means just he meets this requirement.

When anybody asks you if you have a required score, here 88, and you say "Yes,"
generally you mean you have at least that.

To get the lowest A, have at least 236 points. Yes, she has the points, perhaps at least
236 points. So she have 236 points, or more. I think so.
Sample NNS Comments from Subgrp B-2 (29): Those Indicating Use of the More General
Quantity Maxim Rather Than the MRR, i.e., Those Sceing 88 As Rafacl’s Exact Average.

*  Because Rafael said "I have an 88 average.” Not above that; he didn’t say that. So
thought that 88 was his average.

The answer was his average was 88 or his average wasn’t. So I chosc 88 means average
score and then I chose only 88.

1 chose <b>. When the admissions officer asked her, "And another thing -- in order to
come here, you have to have an 88 average for your high school years, are you okay
there?" "Yes, I have an 88 average,” so exactly she has that.

My answer is <b> because it is said that Rafac! said, "Yes I have an 88 average." So it
all clear for me.

There scems to be little essential difference in the situations requiring the use of the MRR in the last
three problems. Al of them involve a response to a question as to whether the speaker has met a minimum
standard. Because of this similarity, it is difficult 1o understand why the NNS were so muck more
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successful in interpreting the first two responses than they were with this last one. The difference does
establish an important fact that should be considered both when investigating the interpretation of
implicature and when determining how NNS should be instructed in the use of implicature in the second
language: itis not necessarily truc that a person who can see the need for a given type of implicature, €.g.,
the POPE Q or the MRR, and can usc it effectively in one context can do the same in others. Some of the
same subjects who implemented the MRR in the two preceding probiems could not do so here.

The last item built around the MRR that we will take up here is given in (32) and it also proved
somewhat difficult. Only 14 of the 20 subjects answering (3_2) selected the appropriate choice <a>.

(32) Sally and Rachel are going to the movie. When they get up to the window, Rachel has trouble
finding the $3.50 for her ticket. People in the line behind them are beginning to get annoyed
because she is taking too much time. Finally, the woman at the ticket window speaks to her.

Ticket Seller:  Look. Do you have the $3.50 with you?
Rachel: Yes, I do.

Which of the following says best what Rachel means?

a> She has at least $3.50 -- maybe more.
b> She has cxactly $3.50.
c¢> She has about $3.50 -- more or less.

d> We can't tell which she means from what she says.

But this problem is particularly interesting because of the comments that these subjects made when asked
why they interpreted Rachel's remark to the ticket seller as they did. As we will see below, all 14 of those
who answered this item correctly had to have used the MRR; they could not have arrived rationally at the
answer they did without using it. Yet only 2 of the 14, whose comments are given in (33), showed any
explicit awareness of the role the MRR played in their solution to this problem. The rest said nothing that
would suggest their use of the MRR in any way.

(33) Sample NNS Comments from Subgrp A-1(29): Those Indicating Explicitly That They Used
the MRR.

e Thisitem is the same as #13 and #8 [item numbers on the test itself]. She meet again a
requirement, but she may have more money. Also, <c> is unlogical, that she has $3.50
more or less, because if someone is not sure that she has enough money to go to the

movie, she would not go. Since she is there, she must be sure that she has enough
money.

The seller wants to buy another ticket, so the sclier asks her if she has enough money to
buy the ticket or not.

There can be no doubt that the first of these two explanations is buse i squarely on the use of the MRR, and
the sccond is included in this set because of its use of the word «i.nugh, which suggests that the subject
understood both the ticket taker’s question and Rachel’s response in «2rms of whether she had at least the
price of the ticket in her purse.

Of the other 12 who understood Rachel’s "Yes I do" appropriately, only 4 offercd any explanation at
all for their choice; the rest simply restated the answer they gave on the test in some way. The 4 who did
explain their choice gave rcasons that were compatible with the MRR but were based instead on elements

141




Q

ERIC

PAFullToxt Provided by ERIC

141

of the context in which Rachel's comment was made. Two derived their interpretation from knowing how
muci they themselves would take when setting out to buy something. They said they always take cnough
money for what they plan to buy, maybe more. The other two argue that the mere fact that Rachel
continues to look for the moncy means that “she is sure that there is more than $3.50," that "if she thinks
she doesn’t have [enough money], and a lot of people are waiting, she would probably leave, she won't
stay there any longer."”

Of all the items discussed in this paper, this is the only onc in which the subjects took so much for
granted and offered so little to explain why they thought as they did. Why this is so is a matter for
speculation; no clue surfaced from any of the subjects’ explanatory comments. But one thing is certain: no
matter what explanation a subject might have given for why he or she understood Rachel to be saying that
she did have at least the $3.50 for the ticket with her, that subject had to have used the MRR, consciously
or unconsciously, at some point. Otherwise they would have to have understood Rachel’s comment
diffcrently. This is casy to demonstrate.

First, the literal meaning of Rachel’s response is simply that she has $3.50 with her; it says nothing
about whether she does or does not have more than that. Therefore, whether we interpret her utterance to
mean that she has just $3.50 and no more, or that she has at least $3.50, we have arrived at that message
partially through inference. If we interpret Rache! as saying that $3.50 is all that she has, we have assumed
that she has followed the general Quantity Maxim, which would lead her to disclose the total amount of
mongey she has brought with her. On the other hand, if we assume that she is mentioning only that portion
of her funds that constitutes the minimum amount required to buy a ticket, then we have made use of the
special case of the Quantity Maxim that we have called the MRR. And unless we do use the MRR, we can
not interpret Rachel's comment as suggesting that she does have more than $3.50 with her. It seems, then,
that we can say that subjects choosing the right answer for items such as (32) have used the MRR at some
point during the inferential process.

But what about those who did not sclect the answer they were expected to? Could they have used the
MRR in arriving at their answers as well? The answer is that they could not have. First, we have alrcady
seen that if someonc understood Rachel to say that she had “exactly $3.50" (distractor <b>), that person
would be using the more general full disclosure application of the Quantity Maxim rather than the MRR as
a guideline. Nor could the MRR lcad us to interpret comments like Rachel’s as meaning that she had
"about $3.50 -- more or less" (distractor <c>). If we understand Rachel to be following the MRR, then
what we assume that she is telling us is that she is able to meet some specific minimum requirement -- in
this case, she has the $3.50 to buy a movie ticket. This, of course, is incompatiblc with an implied message
that she has about $3.50, more or less. And as for those who found it impossible to tell which of the first
three messages waz intended by Rachel and who chose <d>, what we have just said shows that they could
not have been guided by the MRR cither. And so we can see that even though most of the subjects who
interpreted Rachel’s response to the ticket seller appropriately failed 10 mention the MRR in their
comments during the interview, they must have used it in arriving at their understanding of what she
meant; what’s more, those who failed 1o arrive at that understanding did not usc it. Just as with the
preceding three MRR questions, this one distinguishes successfully between those subjects that used that
implicature in interpreting what Rachel said and those that did not. But at the same time, the fact that so
many of those who understood Rachel correctly failed 1o mention the MRR in their comments is
troublesome. It indicates that subjects cannot always be counted on 1o give a complete description of the
strategy they used to interpret an item.

The data for the serics of items based on the MRR implicature arc found in Table 2. Note that the
number in Subgroup A-1 reflects the number of subjects clearly indicating during their interviews that they
had used the MRR in arriving at their interpretation of the utterance in question -- not the number that did
in fact use the MRR, consciously or unconsciously. This explains why the numbers in Group A (those
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answering the question correctly) and those in Subgroup A-1 are not the same, even though we found that
anyone answering the items based on the MRR successfully did, in fact, use the MRR in the process.

Table 2: Classification of Data from Four MRR Implicature Items
MRR ITEM: 18 yr. oid 236 points 88 average $3.50 ticket
No. of SUBJ. 13 20 19 20
GROUP A: 10 14

Subgm 1: 1
Subgrp 2:
Subgrp
Subgrp 4:

Group A: THOSE CHOOSING THE "Right" ANSWER.

Subgrp 1: Those comments clearly indicating a grasp of the MRR.
Subgrp 2: Those explicitly mentioning a strategy other than the MRR.
Subgrp 3: Those merely asserting their answer without explicit evidence.
Subgrp 4: Those comments that are somewhat confused.

Group B: 3 4

Subgrp 1:
Subgrp 2:
Subgrp 3:
Subgrp 4:

Group B: THOSE CHOOSING THE "Wrong" ANSWER.

Subgrps 1 through 4 as above.

Strengths/Limitations of the Multiple Choice Test + Posttest Interview

In this paper we have tried to cvaluate the multiple choice test as a means of determining the ability of
NNS to interpret implicatures in English as NS do. It scems obvious that the multiple choice test can
determine who gets the message that the implicature conveys, but how they get it is not so easy to discover
in some cases. In our efforts to get at this information, we have used the multiple choice test in
combination with a posttest interview, we have come up with 8 mixed review. On the one hand, we have
found no instance in which a subject used the appropriate implicature and failed to derive the intended
message from the utterance around which an item was built. In the case of those items based on the MRR,
we cstablished that to arrive at the message without including that implicature as a component of the
interpretation process was not feasible. With the POPE Q and the Time-Scquence items, all explanations
given by those who derived the wrong message were incompatible with those two implicatures. It would
scem, then, that for all items we investigated here, if subjects used the implicature around which an item
was built, then they arrived at the intended message. There were no counter examples to that ¢laim.

/
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But can we make the stronger claim that we made at the beginning of this paper? Can subjects derive
an item’s intended message and answer the item correctly IF AND ONLY IF they use the intended
implicature? The answer 1o this question is not so clear and seems to depend to some extent on which
implicature a test item focuses on. In the casc of the MRR and the Time-Sequence implicatures, for
cxample, it the answer seems to be "Yes": subjects who answered those items corrcctly had used the
appropriatc implicature and those who did not had not.

In the case of two items based on the POPE Q implicature, on the other hand, approximately 35
percent of those answering the items correctly did so using a strategy other than the POPE Q implicature
itself. At the same time, another 13 percent gave no explanation at all for their answer, so that we don't
know what strategy they used. This means that almost half of the subjects answering this question could
casily have derived the intended message by a strategy other than the POPE @ implicature. For the four
POPE Q questions taken together, these figures are slightly lower, with 20 percent of those answering the
item correctly clearly indicating that they did not use the POPE @ implicature, and another 14 percent
giving no indication of what strategy they used. Obviously for POPE Q questions, the stronger claim does
not hold: it cannot be said that subjects derived the expected message on these items if and only if they
uscd the intended implicature.”

Of course, we had suspected that this might be so for the iterns based on at least some of the
implicatures. It was for that reason that we included the postiest interviews in this study, and it was
through those interviews that we made several important discoveries. First, we were able to confirm that
subjects using the intended implicature derived the expected message. Second, in the case of the Time-
Scquence implicature, it was the interviews that made clear that only subjects who saw the relationship
between textual order and narrative order, i.c., those that were guided by the Time-Sequence implicature,
understood the differcnce between Maria's message and Tony's. And third, it was through the interviews
that we discovered the other strategies that subjects used to reach both correct and incorrect interpretations
of the items in question. The fact that subjects are not always aware of how they interpret what others say
means that we cannot be surc that they did not usc a particular strategy just because they did not mention it
during the interview and, for this rcason, we cannot take the interview results as a complete picture of how
cvery subject interpreted cach item. Interviews can tell us what strategies subjects have used, but they
cannot tell us what strategics subjects have not used without further corroborating evidence, perhaps, for
cxample, by showing that the strategics that are mentioned are incompatible with the ones that the subjects
were intended to use. But one thing that we can say for certain is that through the interviews we have
found out several important things about how subjects interpret conversational implicatures that we could
not have discovered through the multiple choice format alone.

COMPARING THE MULTIPLE CHOICE TEST + POSTTEST INTERVIEW
WITH THE OPEN ENDED QUESTION AS A TOOL FOR EVALUATING
ABILITY TO INTERPRET IMPLICATURES

Now we turn to an important question with which we began this paper. Docs the multiple choice test,
by itself or in combination with the interviews, solve any of the problems that we found in open ended
items like the one we analyzed carlier (cf. (2))? To answer this question, we now look at the multiple
choice format (35) for the same item we dealt with 2s an open ended question in (2) and review the
comments made by the subjects during the intervicws as to why they answered (35) as they did. The
situation, you will recall, involved two teachers discussing a term paper by one of their students.
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(35) ‘Two teacher’s are talking about a student’s paper.
Mr. Ranger: Have you read Mark's paper on modern pirates yet?
Mr. Ryan: Yes, I read it last niéhL
Mr. Ranger: What did you think of it?

Mr. Ryan: I thought it was well typed.

How did Mr. Ryan like Mark’s term paper?
a> He liked the paper; he thought it was good.
b> He thought it was certainly well typed.
¢> He thought it was a good paper; he liked the form, but not the content.
d> Hedidn'tlikeit.

As you will remember, a primary weakness of the open ended version of this question was the
inherent difficulty faced by anyone trying to determine exactly what the subjects thought Ryan’s remark
meant. The problem was that the subject’s answers themselves could often be read either literally or as
involving the same implicatures as Ryan's comment and there was too little context provided by the
subjects to permit an investigator to know which reading they had intended.8 Whether or not the
investigator believed a particular subject to have understood the implicature in the test item depended upon
an often arbitrary decision as to whether to interpret that subject’s response literally or not. The result was,
we noted, that the investigator and not the subject often determined what meaning would be assigned to a
particular subject’s answer.

The question before us, then, is whether the difficulty we faced in using open ended questions to
determine the ability of subjects to interpret implicatures is diminished to any extent by the use of a
multiple choice instrument, with or without the post test interview. The answer, I think, is "Yes.” To sce
why, consider a sample of the various comments made during their intervicws by the subjects in this study
with regard to the problem posed in (35). These comments are separated into two sets for this discussion.
Those in (36) indicate explicitly that Ryan did not like the paper: the phrases explicitly signaling the
subjects understanding of Ryan's comment are in italics. The comments in (37) are less clear.

(36) Sample NNS Comments Clearly Indicating That They Interpreted Ryan’s Remark as Ironic
Criticism of the Paper.

s Mr. Ryan thought it was well typed, but he didn't mention the other things about the
paper content or something else. And in paper is most important the paper’s content, not
the type. So probably he think the paper content is not very good, but he avoids to
mention it. He just mention the good things.

He didn't say anything about his paper. He just said it was well typed. It means very
bad.

When anyone is asking your opinion about an article, and you make a comment about the

typing, so the professor is making a joke, and so in my opinion, his words denote
something he doesn’t like.

Mr. Ryan praised only the form. He said nothing about the content, so he didn't like it
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(37)  Sample NNS Comments Less Clear as to their Interpretation Concerning Ryan's Evaluation
of the Student’s Paper.

*  Mr. Ryan's answer showed me he like Mark's term paper, but just the form, not the
content.

If Ryan had thought it was a very good paper, he would have said "I like it a lot.” But he
only referred to the form. The content didn't impress him.

Mr. Ryan says, "Well, I thought it was well typed." He didn’t mention the content. The
type is well, but the cor “¢at maybe not.

The comment is only about the typing, so it is a little cynical, I think.

It is also a kind of irony. Mr. Ryan say "well typed”; he didn't comment about the
quality of the paper.

I think the professor expresses sarcastically because he didn't mention at all the content.
He mentions only the type.

Treat these comments for the moment as if they were the result of an open ended questionnaire,
instead of coming as they did from interviews associated with a multiple choice test. How would we
evaluate them? Which would we interpret as conveying an overall negative evaluation of the student’s term
paper? There would certainly be no problem interpreting the first set of comments (36); they seem clear
enough. But what about the set in (37)? They seem more difficult to evaluate. All of the subjccts making
these comments inferred from Ryan’s failure to comment on the content of the paper that he seemed to like
only the form, but did they also realize that he was using implicature to suggest that the paper as a whole
was not particularly good? Or did they take his apparent praise of the typing literally -- as meaning that the
paper had some good points and some bad points? Without more information, it is difficult to tell.

This, of course, is where the multiple choice test helps out. Whichever choice the subject made on the
test provides us with a perspective from which to view the comments that we hear during the interview. In
(37), for instance, the last three comments seem rather similar and it would be hard 10 guess whether or not
they were all explanations of the same choice. From their answers to the multiple choice test, however, it
turns out that the subjects making the last two comments thought that Ryan did not like the paper, but the
onc making the third from the last comment failed to draw any such overall conclusion and saw Ryan as
simply liking the form but not the content. From that we can see that this latter subject did not draw the
implicature appropriate to Ryan's remark. And so the multiple choice test helps us to determine what
message a subject has derived from the utterance in the test item in a way that would be impossible with
responscs (0 open ended questions alone. At the same time, within the limitations described above, the
subject’s comments explain the strategy the subject used to interpret each implicature. Each provides a
base from which to consider the other, and together they give us a much richer source of information than
either could supply alone.

CONCLUSION

Through this study, we have discovered that, within certain limits, the multiple choice format, both
alone and in combination with a post test interview, can be an effective tool for the study of the messages
different groups derive from utterances containing implicaturcs. The extent to which the multiple choice
test is effective by itself depends on the type of implicature being studied and the information the
investigator wants to uncover. Our specific conclusions can be outlined as follows:
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A multi® choice instrument can measure the ability of a subject to derive a message
conveyed by implicature, though whether it can also determine whether that subject used the

intended implicature in arriving at the message depends on which type of implicature is
involved.

Strategics mentioned during interviews arc a valuable source of information on how subjects
derived the message they did. There is nothing in this study that would lead us to doubt that

subjects do usc the strategies that they say they do, whatever others they might cmploy. But

the failure of a subject to mention a specific strategy is not conclusive evidence that he or she
did not use it. Corroborating cvidence is nccessary.

Post test interviews, in conjunction with a multiple choice instrument, can provide more
insight into how subjects derive messages conveyed through implicature -- and wherc they go
wrong at times -- than cither of these or the open ended question forr-at by themselves. The
multiple choice test indicales the message the subjects have derived with more precision than
cither the interview or the open ended forinat, and the interview provides as to how they
arrived at that message.

Finally, while we were attempting Lo determine the effectiveness of these different instruments for the
investigation of implicatures, we also discovered some interesting facts about the implicatures themselves
and the way pecople approach them. We found that subjects sometimes used scveral sirategies at once 10
interpret such messages, €.g., different types of implicatures and contextual clues, especially when
interpreting utterances involving the POPE Q implicature.

We also noted several instances in which utterances that were essentially meaningless to an NNS
subject at the literal level triggered ar implicature based on the reasoning that if a person were o say
anything at all in such a context, what he said could only mean onc thing.9 This seems merely to be an
extension of what is generally taken to be a normal implicature within Grice’s theory. According to Grice,
when listeners find the literal meaning of an uticrance somehow inappropriate o uninterpretable in the
context in which it occurs, they scarch for another. The subjects in this study simply carried that a step
further: they sometimes heard utterances for which they could initially find no meaning at all, assurning
that the mere fact that an utterance had occurred meant that it was intended to convey a message. They
then drew the entire message from the context in which it was spoken.

Sometimes, then, as we study the ability of individuals to undersiand what others say through
implicature, we may find oursclves saying, "Okay. So he got they got the message. But how did they get
it?" Butall in all, we have found the multiple choice test, together with post test interviews, a useful tool
both for the study of what messages subjects derive from implicaturcs and how they derive them and for
gaining insight into the nature of specific implicatures themselves.

THE AUTHOR

Lawrence F. Bouton is an associate professor in the Division of English as an Intcrnational Language
at the University of llinois (Urbana-Champaign).
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NOTES

1 Note that if you disagree with my interpretation of any of these comments you make my point about
the difficulty of interpreting them precisely and of agreeing on whether they capture the meaning of what
they are paraphrasing. '

2 Here and elscwhere, the comments are quoted dircetly and without any attempt to correct the
English or to mark errors with (sic].

3 Note that if Kate's answer, as this subject understands it, were not conveyed by a POPE Q
implicature format, it could function as an indirect response 10 Jake. For instance, consider the following
possible dialogue:

Jake: What do you think, Kate? Will he really give us that test? Do you think we
have to stay around here til Friday?"

Kate: Everyone leaves campus early every year for this vacation, don’t they?

In this casc, Kate’s question is not part of a POPE Q format and it does provide the basis for deriving a
relevant answer to Jake's question. It secms that messages derived through the POPE @ implicature differ
from those stated dircetly in that they cannot themselves be the basis frem which further implicatures are
derived. Put differently, the answer 10 a POPE  cannot be an indirect answer to the original question,

4 The strategy suggested by this subject’s coiument has interesting ramifications. It implies that cven
il you could not assign a literal meaning to what Frank said, perhaps because you did not hear it clearly or
because if was in a language that you were not familiar with, you might be able to derive the message
simply on the basis of the conversational context and your understanding of the world. What's more, the
process by which you derive that message would seem to be the same as that used to interpret any utterance
violating Grice’s first maxim by giving too little information. The difference is that in the case where you
know only that the speaker has said something but you do not know what, you must supply all of the
message from the context rather than only part of it.

5 We might note in passing that the cighth comment on the list makes use of an interesting equation of
the color green with land in arriving at the fact that the answer to Rob'’s question will be "No," i.e., "But the

word green means land. But the sky will never be land, so...." However, having reached that answer, the
subject does quite definitely proceed 1o use the POPE Q format.

6 The third subject 1o arrive at the wrong answer on the multiple choice test did not explain that
answer during the interview. Instead, he merely restated the choice he had made; then suddenly, without
prompting, he rccognized how Ted’s statement should have been interpreted and changed his answer

accordingly, explaining that Ted was simply stating that he and Sharon met the requirement established by
the law.

7 The difference between the MRR/T; ime-Sequence implicatures and the POPE Q that makes the
multiple choice format so successful with the first two but not with the third may lic in the number of
possible strategics available 10 the subjects in cach case and the degree to which those strategics arc
mutually exclusive. When a person states that he has a certain number of points or cows or whatever, a
listener must decide whether to interpret what is said within the parameters of the gencral quality maxim or
within those of the MRR. What’s more, the choice of one excludes the choice of the other. The same is
true of the Time-Sequence items: one cither recognizes the parallel between sequence in the text and
sequence in time or onc does not. In these cases, a multiple choice test scems able to determine whether
subjects have used the intended implicature on the basis of whether they arrive at the appropriate message.
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For the POPE Q items, on the other hand, the strategies available seem to vary with the content of the
utterance and its context. Nor are some of these strategies mutually exclusive, so that a single subject may
utilize two or three at the same tim~. As a result, the fact that subjects mentions one strategy does not
obviate their having used another alsc. Knowing this, and being sensitive to the fact that subjects do not
always mention all of the strategies that they have used, we cannot assume that someone did not use the
POPE Q implicature on a particular item simply because they did not mention having done so during the
interview.

8 Or perhaps because of cultural and linguistic differences between the backgrounds of the subject
and the investigator, clues that the subject intended to provide go unnoticed, while the investigator thinks
that he or she perceives clues that are really not there from the perspective of the subject.

9 For a discussion of a similar phenomenon among NS and NNS children see Ervin-Tripp, et al
(1987). In that study, the author’s attempt to determine the extent to which an awareness of the speaker’s
intent is necessary 1o motivate childrenage 3 1o 5 to comply with a request in contexts that make the nature
of the request obvious to varying degrees. The authors conclude that the more obvious the nature of the
request scems on the basis of the context in which it is uttered, the less the hearer needs to rely on the
actual form of the request itself. Even NS children sometimes reacted to an utterance as a request after
explicitly labeling it as a question. However, the authors seem to distinguish between requests and
assertations on the basis of the fact that "requests, unlike assertions, are typically situated in ongoing
contexts of social relations and of activity, their form and interpretation are dependent on both.” From this,
it scems that they are limiting their conclusion that "interpretive models of speech acts start from the
situation” and not from a literal interpretation of the linguistic stimulus to the interpretation of requests.
What we have found in the work reported here suggests that such a limitation is inappropriate, since some
of the NNS provided interpretations of utterance primarily on the basic on context.
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YES/NO QUESTIONS IN ESL TEXTBOOKS AND CLASSROOMS

Jessica Williams

in a survey of ESL textbooks and analysis of classroom
discourse, discrepancies were found between the ways in which yes/no
questions were presented and the ways in which they are used by
native speakers. Native speakers use SVO order questions for
specific functions as well as more generally in informal discourse.
However, this question form is rarely found either in ESL textbooks
or in teacher talk. This is but one example of how the language
presented to classroom second language learners may be inadequate
for them to form correct or complete hypotheses about language use.

A growing number of articles and studies have reported the problems
created by presenting and teaching unauthentic discourse in ESL textbooks and
ciasses (Pica 1983; Wolfson 1986;: Holmes 1988; M. Williams 1988). This has
become particularly important, as both teachers and textbooks aspire to help
second language learners (SLLs) to function in the world outside their
classrcoms. Indeed the use of unauthentic language in texts may represent a
blatant disservice to these students. For instance, Williams (1988) found
that in almost thirty textbooks which purported to teach learners how to
interact in business meetings, the ianguage presented and taught was
frequently misleading and inaccurate, when compared to the language of native
speakers (NSs). Thus, some texts may be teaching students to do precisely the
wrong things. The following report, however, is on a more suptle form of
misguidance whizk is found in many ESL textbooks and deals specifically with
how language which is presented in textbooks and in classrooms may lead SLLs
to formulate incorrect or only partially correct hypotheses regarding language
use. An abundance of confirming evidence in the classroom and in textbooks
and a corresponding lack of disconfirming evidence may make it particularly
difficult for learners to modify these hypotheses.

This study focuses on a small area of target discourse, on how it is
presented and taught, as seen in a variety of textbooks on grammar and
speaking, as well as in teacher talk. Specifically, the form and use of
yes/no questions by NSs and SLLs are examined. The project grew out of a
study done several years ago of SLLs' production of yes/no questions, focusing
on word order and the use of do support (J. Williams to appear b). The
results of that study indicate that when second language speakers form
questions, they tend to maintain basic SVO order. As a result, they also tend

not to use do-support, instead finding alternate means of expressing
interrogation.

The formation and use of yes/no questions by comparable groups of NSs was
also examined in the earlier study. Perhaps surprisingly, the vast majority
of yes/no questions produced by the NS subjects were also in SVO order and did
not contain do-support. In other words, if one were to write down these
questions out of context, there would be no distinction between them and
declarative statements. As with the SLLs, rising intonation seemed to be the
most favored form of constructing questions. Such findings may be of
importance in describing the input containing yes/no questions which SLLs
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receive. Lightbown (1980) has reported for French, and Long (1981) for
English, that ©SVO order questions are abundant in foreigner talk, suggesting
that SLLs have a large number of such questions directed at them. The results
of the study of yes/no questions mentioned above indicate that in addition,
NSs use a large number of SVO order questions among themselves. It appears,
then, that SLLs wust hear these forms constantly. How strange it must seem
for any instructed SLL who has also had exposure to English outside of the
classroom to find that these question forms are nowhere to be found in
textbooks and only rarely in the production of their instructors.

A closer look at ‘these uninverted questions seems in order. The term
SV0, or uninverted, refers only te the question form; it teils us nothing
apout the function of the question. In the origiral study of yes/no
questions, the data were divided into two categories: new information and
clarification/confirmation questions. While this is by no means an exhaustive
categorization of question function, it seemed to cover most of the instances
in the corpus. Briefly, questions in the first category were used to elicit
information which was new to the speaker, whereas questions in the second
group were used to seek information about which the speaker already had, or
thought he or she had, scme knowledge. The first corresponds to what Kearsley
(1976) hkas called referential questions; the second belongs to Kearsley's
echoic category. This second type of question has been examined in depth by
Long and Sato (19€3) in classroom discourse. They divided this category into
three types: comprehension checks, confirmation checks and clarification
requests. Only the latter two are present to any significant extent in the
present data; they are viewed together in this study.

previous research has indicated that the lack of inversion is associated
with a high supposition of an affirmative answer (Vander Brook, Schlue and
Campbell 1980). This generalization should actually be extended to a high
supposition of a known answer. For instance, one would assume that the Known
answer to the following guestion would be a negative one.

(1) She doesn't listen to you?

In fact, an analysis of the NS data in Williams (to appear b) points to
the same generalization. The majority of these SVO questions were associated
in some way with shared knowledge or information. In addition, however, there
was a far smaller group, consisting of a significant number of tokens which
were not confirmation or clarification questions, yet were produced in the SVO
order. An example of this type of question might be

(2) You want tc go swimming?

Although their surface structure 1is the same, questions like (2) are very
different from questions like (1). In question (2), it seems likely that the
operator do has heen omitted. 1In cases other than those involving the third
person singular, the main verb is uninflected as in (2), creating an ambiguity
between questions of this type and confirmation/clarification type question as
in (1). indeed, the frequency with which the operator is omitted appears to
vary depending on the subject of the sentence. With third person singular
subjects, an s would presumably be required on the main verb if the gquestion
were an SVO order clarification question, as in (3a), enabling the listener to
differentiate from an SVO order new information question with a missing
operator, as in (3b).




(3a) He wants to go?
(3b) @ He want to go?

In fact, 3VO order questions on this type with third person singular subjects
are vare in the data, but they do occur.

(4) He wanna get a pizza too?l

dowever, questions with other than third person singular subjects will most
frequentiy be the locus of ambiguity. SVO question in these two categories,
as exemplified by (1) and (2), made up the bulk of ail the questions produced
by the NSs in this sample. Over half of the questions in the entire corpus,
consisting of 12 hours of speech, elicited from 12 NSs, were marked by
intcnation alone. Although the similaricy of the SV0  order
clarification/confirmation questions and SVO new information questions may
appear superficial; the real, functional differences between them may not be
at all apparent to the learner. To them, questions such as (1) and (2) may
appear identical.

These data suggest that our intuitions, which are often the kasis of the
speech found in ESL tevtbooks, may not be the most reliable indicator of what
constitutes target-like use. Giver this rather unexpected picture of even
this small segment of target discourse, one may begin to reflect on the path
which SLLs must follow in order to attain a level of NS-like use. It seems
clear that the input in the world outside of the classroom provides them with
abundant evidence that uninverted questions are an important part of NS
production. In addition, the uninverted form is a well documented stage in
the acquisition of yes/no questions. With such massive confirming evidence in
the input and comparatively little disconfirming evidence, it is not
surprising that these uninverted question forms are firmly lodged in the
interianguages of many urtutored iearners. Numerous studies of vyes/no
question development also attest to this (Bailey, Eisenstein and Madden 1976;

Butterworth and Hatch 1978; Cancino, Rosansky and Schumann 1378; Hatch 1974;
Ravem 1978; Wode 1978).

What about classroom learners, though? What kind of input and/or
instruction do they receive regarding yes/no questions? 1In general, there are
two sources from which these SLLs might learn about question formation:
directly from their teacl~rs' speech and from the textbooks they use. 1In a
study of teacker talk, 1long and Sato (1983) found that confirmation and
clarification checks were iess frequent in classroom discourse than in
conversations bDbetween NSs and NNSs. It should be noted, however, that Long
and Sato's analysis is based solely on question function, not on form.
Williams (to appear a,b) demonstrates that while chere is indeed an
association between uninverted questions and confirmation and clarification
checks, there does not appear to be a strict one-to-one correspondence. New
information questions in which the initial operator 1is omitted occur
frequently in NS speech as well. The result may be ambiguity in the input; to
the learner, even this approximate form-function relationship may not be

_apparent.
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In order to investigate further the relationship between question form
and function, six intensive English classes and undergraduate composition
classes were observed and recorded. Evidence from these observations is
consistent with prior research positing a correspondence between SVO question
form and the confirmation,/clarification function (Vander Brook et al. 1980).
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However some elaboration is needed. & closer examination of the data revealed
that uninverted questions were ravely being used as a part of instruction.
During class time, in general, questions were carefully presented in inverted
form. During seven hours of observation, there were only eight instances of
uninverted questions during instruction. iwhere they did appear more
frequently, however, was in the informal interaction before the beginning of
class and after class was officially over. puring these periods, teachers
would often ask questions of the foliowing types. Zxample (5) is confirmation
question, whereas (6) is anaiogous to (2), above.

(5) TYou went back afterwards?
(6) You see the Bears game last night?

Examples of this sort were virtually non-existent during the lesson itself,
regardless of whether the function of the question was instructional or

managerial. Questions in the following form were far more typical during the
class.

(7) Have you ever been to a National Park?
(8) Did you finish yet?

Based on this kind of input, a student might well decide that it is legitimate
to use uninverted question forms in informal interaction, but that it is not
"good" English. of course, this is not an unreasonabie, or even a totally
inaccurate hypothesis, based on the evidence, but it is incomplete. What
might a student infer about the differences among the following questions if
confronted with them outside of class?

(9a) Did you like it?

(9b) @ You like it? (with rising yes/no intonation)

(9c) You liked it? (uttered with very high pitch on liked, perhaps
indicating incredulity)

The first two are new information questions, while the third is a request for
confirmation. our nypothetical student might have a good chance of
jifferentiating between the first two as formal and informal, respectively,
but, based only on classroom experience, could well have some difficulty
discerning the function of the last question, which is a perfectly grammatical
SV0 confirmation question. Tn other words, the students might understand a
distinction based on changes in register, but what he or she learns in class
would not be particularly helpful as regards the equally important differences
in the function of inverted and uninverted questicns.

Let us now turn to some textbooks. First, however, we might take a look
at how some of the teachers' textbooks address this issue. Quirk and
Greenbaum (1973, p. 195) calls these SVO questions "declarative questions."
Again, a distinction is made in terms of register. Quirk and Greenbaum state
that they have a "rather casual tone" and compare the force of such questions
to that of tag questions, where "the speaker takes the answer yes (or no) as a
foregone conclusion." Thus, while the issue is at least noted, Quirk and
Greenbaum give it vrather scant treatment and further confound the issue of
formality/informality with question function. It is not necessarily the case
that confirmation/clarification questions are restricted to informal
jinteraction. A conversation such as the following is perfectly plausible:

(10} Professor: So, as Yyou can see, the pressure is inversely
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proportional to the volume.
Student: Excuse me sir--the pressure is proportional to the
volume?

Another popular reference grammar, The Grammar Book, (Celce-Murcia and
Larsen-Freeman 1983, p. 107) mentions functional differences in a footnote,
in particuiar, noting the work of Vander Brook et al. However, the footnote
goes on to say that "it should be emphasized that inverted questions are the
rorm, i.e., the yes/no question form used by native speakers most of the
time." Given the results reported here, the validity of this statement may be
questioned, Other reference grammars mention the issue of SVO questions not
at all (Thompson and Martinet 1986; Maclin 1987),

Students' textbooks show even less attention to variation in question
functicn; frequently no mention is made of the use of uninverted questions.
In basic grammar texts (Azar 1981; Praninskas 1975; Dart 1978) as well as in
texts which profess to be more communicative or contextualized than their
predecessors (Molinsky and Bliss 1981; Harris 1980: Ferreira 1981), often no
reference is ever made to the confirmation/clarification function of the
uninverted question. In situatiors where there is no new information being
requested, new information questions in inverted form are regularly used. For
instance, a student is presented with a picture of a woman holding an
umbrella. The caption underneath reads, "Does Mrs. X have an umbrella?" This
kind of situation hardly seems likely to occur. BAnother text shows a picture
of a kitchen. 1In the middle of the room is a table surrounded by chairs. The
question follows the inevitable pattern. "Are there any chairs in the room?"
These kinds of exercises seem certain to liead the instructed lLearner to
conciude that inverted questions must be used in all formal contexts.

The intuitions of the students who were observed as part of this study
lend credence to this possibility. “Then asked first, whether it would be
correct to use uninverted question forms and second, whether they had ever
heard NSs using them, most of the students claimed that they were "bad"
English and that NSs never use them. When pressed, several replied that
perhaps they had heard them, but only informally, and they were really not
very good English, certainly nothing that they aspired to use. It seems clear
that they had not grasped that fact that there are important functional as
well as register differences between these question forms.

in textbocks which present communication in context as their primary aim,
and which claim to use English as NSs do, the story is not very different.
HMany of these texts use language function as their organizing principles:
requesting, apclogizing, interrupting, etc. A&t first look, it would seem that
these kinds of books would be likely to give learners a functional explanation
of why they hear so many uninverted questions in everyday conversation, yet
relatively few in the classroom. However, none of these texts present the
function which my own work, and that of many others, had indicated is
associated with the primary use of SVO questions--clarification or
confirmation. Either none of the authors had thought of this particular
function or it was not deemed important enough to warrant a unit in their
texts. In only one of the textbooks reviewed, Speaking Naturally (Tillitt and
Bruder 1985), were uninverted questions used at ail, although they were not
explained. In fact, this particular presentation would probably only help to
confirm our hypothetical student's theory that the distinction between
uninverted and inverted questions is one of irformality/formality. The only
examples of SVO questions, even in this text, are of the informal, reduced new
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information type, as in (2,3a), rather than the prescriptively correct
confirmation type, as in (1,9¢). It is undoubtediy true that NSs often say
things such as, "You want to come for dinner on Saturday night?"; however,
this is a separate issue from a functional explanation of the use of SVO
questions. in all likeiihood, this utterance simply reflects a NS's omission
of do from the stream of speech in informal interaction between NSs, leading
SLLs to form a register difference hypothesis, and to ignore the perfectly
legitimate clarification/confirmation function of SVO questions.

There has been increasing emphasis recently on bringing together more
overt approaches to the teaching of grammar and communicative language
teaching. This renewed attention to form, now renamed consciousness raising,
has been fueled 1iargely by questions of how SLLs form hypotheses and what
sorts of evidence they need in order to confirm, revise, or discard them
(Bley-Vroman 1986; Lightbown 1588; ®Rutherford 1987; Sharwood Smith 1981; White
1988). Where these ideas have been applied, it has generaliy been to the
teaching and learning of grammar. The findings reported above suggest that a
similar strategy might be applied to grammatical structures as they related to
function as well. For instance, if the SLLs described above were to form the
register difference hypothesis regarding uninverted and inverted questions,
what evidence wouid be needed in order to force them to lrevise this hypothesis
and form one more in step with NS usage? In order to do so, learners would
have to notice that inverted questions are generally not used for
clarification or confirmation, even in somewhat formal interaction and that
SV0 order questions such as (2) and (3) are generally not used in more formal
speech. Realizing that certain forms do not occur is almost certainly a more
Aifficult task than noticing the forms which do. It would seem, then, that
the use of consciousness raising in these circumstances could also be very
productive.

The use of SVO gquestions is just one of many which might illustrate the
points which have Dbeen made here. Without a doubt there are many other
similar cases. It is elaborated here primarily to underscore the idea that at
the very least, we, as teachers and textbook writers may sometimes be sending
our students barking up the wrong tree, giving them mixed messages or failing
to give them the kind of evidence they need to form well-founded hypotheses
about how the language they are learning is used.

THE AUTHOR

The author is an assistant professor of linguistics at the University
Illinois at Chicago.

NOTES

11t also seems likely that there are phonological processes involved.
may be important that examples like this contain reduced elements such ¢
wanna where the omitted do would have been placed.
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IDEAL 4, 1989

OH DARN! I'D LOVE TO COME. BUT I ALREADY HAVE PLANS:
TELEVISION INVITATIONS AS CONVERSATION MODELS

Ann Salzmann

Textbooks and teachers’ own intuitions are found to be
inagequate sources of conversation models and description,
pecause they are based on intuition. Aan ethnomethodological
approach to conversation analysis is suggested, using
conversations recorded from commercial television. The
question of the degree to which such television conversations
follow the rules of naturaliy-ocurring conversation is
investigated by comparing the occurrences of one example of
pragmatic behavior (the dispreferred behavior of refusing
social invitations) found in 25 television conversations with
a theoretical description of such conversation strategies.

THE PROBLEM

Language teachers have long struggled with the probliem of providing
effective conversation practice in the classroom. Even in English
language programs that focus primarily on preparation of students for
academic study in American universities, it is clear that research-paper
writing, critical reading, lecture note-taking, and grammar practice are
not all that is necessary to prepare students fully for active
participation in university life. University students must also be able
to carry on conversations appropriately with other members of the
university community, as well as with people in the surrounding area.
They need to be able to speak to professors outside of class, converse
with fellow students, establish social relationships of various sorts,
and interact with strangers in businesses and on the street.

Yet participating in conversation is one of the most baffling
challenges for many otherwise successful language students. Students say
they can’t wunderstand people who speak with them casually;

misunderstandings occur: everyone is uncomfortable. The language
teacher wants to help. But how?

The Variation of Rules of Speaking from Society to Society

Goffman (1976, p. 266-7) discusses what he calls ‘*ritual
constraints" in conversations, “constraints regarding how each
individual ought to handle himseif with respect to each of the others,
so that he not discredit his own tacit claim to good character or the
tacit claim of the others that they are persons of soclal! worth whose
various forms of territoriality are to be respected.” This might be
referred to in language classrooms as “politeness" or "formality," or,
often, not referred to at all. It is these ritual constraints that
allow speakers, within the more universal "system constraints" which
provide the basic framework necessary for communication to occur, to
adjust their language to the context in which they are speaking. Of
speclal interest to language teachers is Goffman’s observation that "...
ritual concerns are patentiy dependent on' cultural definition and can be

157

158




Q

ERIC

PAFullToxt Provided by ERIC

158

expected to vary quite markedly from society to society.” Members of
different cuitures have different expectations about how participants in
conversations will act in given contexts, and assign meaning to
deviations from these expectations.

Language Learners’ Need for Explicit Guidance about the Rules of
Speaking

Hatch and Long €1980, p.32), addressing the question of second
language acquisition, conclude that the fact that these face-saving
constraints on conversation are not universal may be ‘“primarily
responsible for what we call “language shock, " the psychological
problems associated with the inability to communicate satisfactorily in
a new language/culture. Learners might know the syntax and vocabulary
of the new language, but still not understand how these rules of
conversation which serve to protect feelings vary according to the
social event. Moreover, basing his argument on Fraser, et al (19803} and
Robinson ¢1985), Bouton (1985) tells us that, unlike native speakers,
learners are unable to infer contexts and interpret conversations

appropriately on their own. The rules are different, but they can’t see
how.

Language learners® inability to understand the rules of
conversation in a new culture on their own may also be explained in part
by Wolfson (1986, p. 690}, who takes what we have seen in Goffman one
step further when she says that “rules of speaking and. more generally,
norms of interaction are not only culture-specific. they are also
largely unconscious. VWhat this means is that native speakers, although
perfectly competent in using and interpreting the patterns of speech
behavior which prevail in their own communities, are...unaware of the
patterned nature of their own speech behavior." [If learners are largely
unaware of the rules of their own culture, it seems reasonable to assume
that the contrasts found in the new one will not be easy for them to
identify or interpret. Providing explicit guidance concerning the
effect of context on the language being used may well be the best way
for language teachers to help students combat "language shock."

The Ability of Native Speakers tu Describe their Own Rules of Speaking

In the paper cited above, Wolfson continues her discussion of
native-speaker intuitions about variations in conversation in response
to context: "Native speakers are very well able to Jjudge correctness and
appropriateness of speech behavior...i... what native speakers are not
able to do, however, is to describe their own rules of speaking" (p.
693). This inability may explain why many language learners are not
adequately prepared to participate in conversations with native
speakers, and may account for a weakness observed in many language
textbooks. After examining 24 ESL texts, Bouton (1985} concludes that,
in spite of a general awareness expressed by textbook writers about the
need for language appropriate to the context, the pragmatlc
appropriateness of conversation models In textbooks cannot be assumed.
He found misleading models and incomplete information about the use of
one important set of ritual constraints -~ constralnts concerned with
minimizing or neutralizing face-threatening responses, what Levinson
(1983) has called "dispreferred seconds." 1f this can be taken as an
indication of the reliability of pragmatic information found In
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textbooks in general, teachers cannot trust textbooks alone to provide
students with the guidance they need.

To compensate for the inadequacy of textbooks, teachers sometimes
attempt to provide the missing information themselves, through
aialogues, lists of phrases, or explanations of appropriateness.
However, if Wolfson is correct about the unreliability of native
speakers' intuitions about the language they or others in their
community use in a given speech situation, teacher-created conversations
are pound to be inadequate as well.

Wolfson's claims are supported by the frustrating differences
between the familiar “dialogues" composed specifically for language
learners and the compiex language observed outside the classroom -- and
the fact that it is this very language that language learners often feel
unprepared to handle. Teachers and textbook writers need not take this
personally., or try to "improve" their intuitions in some way; it is the
fundamental, unconscious nature of our awareness of these rules of
speaking that frustrates our attempts. As Hatch and Long (1980, p. 32)
say, in support of conversational analysis, "The analyst believes in
using natural data bacause his questions are about real conversations.
You cannot make up conversations and then analyze them."

The Neea for an Ethnomethodological Approach

Given the unreliability of materials based on intuition, a more
logical, productive approach for teachers and textbook writers who wish
to describe the rules of speaking to language studentg would Seem to be
to try to FIND reliable modeis to work with, models that already exist,
produced for some purpose other than the illustration of language
behavior. An ethnomethodological approach to conversational analysis
can then be used to analyze and describe the models in a way that would
help language learners, as well as native speakers, see the recurring
patterns within. Such an ethnomethodology is described in Levinson, as
practiced by several others, and will be attempted later in this paper.
Levinson describes this approach as essentially inductive, involving “as
little appeal as possible to intuitive Judgements...; the emphasis is on
what can actually be found to occur, not on what one would guess would
be odd (or acceptable) if it were to do so.... There is also a tendency
to avoid analyses based on single texts. Instead, as many instances as
possible of some particular phenomena are examined across texts... to
discover ... systematic properties" (p. 287). This seems to be Jjust the

kind of approach that is needed to help language teachers and students
understand conversation.

A POSSIBLE SOLUTION

Textbooks and teachers’ own intuitions have been demonstrated to be
inadequate sources of conversation models and description.
Conversational analysis of naturally-ocurring, unplanned 1language
ocurring in real time would be theoretically sound, but is an
impractical source of conversation for use as models for classroom
presentation. It would be difficult for teachers to collect enough to
represent clear patterns, and in a form suitable for presentation to
students. In order to do so, the teacher would need to carry a video
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camera. audio tape recorder, or steno pad for hours at a time and
somehow seek out and faithfully record conversations taking place among
a range of participants in a rich variety of contexts, but without
aitowing the recording process to affect the content of the
conversations. Conversations recorded using pencil and paper would have
to inciude a weaith of information in addition to the actual words
spoken (timing. vocal quality, physical setting, ‘descriptions of
participants, and body language, to mention only some). Audio
recordings would inciude some, but not all, of this important
information. Video recordings could capture most of it, IF the teacher
were also a professional cameraman, and the participants blind.
Recording enough naturally-occuring conversations is clearly not a
viable option for busy teachers whose personal experiences are
inevitably not broad enough to bring them naturally into contact with
the full range of conversational contexts possible.

Another source of conversation models is available, however, and
has a number of advantages for classroom presentation over both
textbooks and teachers’ intuitions, and even over the wuse of
naturally-ocurring language.

The source referred to is commercial television. The teacher can
select a particular speech event, speech act, context, or topic in
response to the teachers’ perceptions of student needs. Then a variety
of television programs can be taped, examples of the language to be
focused on can be identified and edited onto one tape, and these can be

used both for analysis by the teacher and students and as a models in
the classroom.

There is one important question concerning the use of television as
a source of conversation models, though, that could disqualify it. This
vital question is whether the conversations found there, while obviously
not naturally-ocurring language, are, nevertheless, reliable
representations of naturally-ocurring language which could serve to

illustrate the rules of speaking in the culture which produced them and
for whom they are intended.

Compelling Reasons to Investigate Television as a Source of Models

The question of the pragmatic approprlateness of television as a
source of conversation models becomes crucial, because 1f television
conversations can be shown to be reliable representations of
naturally-ocurring language, other advantages over using models from
textbooks or teachers’ intuition, or even naturally-ocurring

conversations, are significant and appealing to language teachers. They
include:

1. vailabiljty: In this age of the VCR, television conversations
are much more readily available to most classroom teachers than
useable examples of naturally-ocurring language. Examples of
countless speech events, speech acts, contexts, and topics can
be found on television with a little patience, while teachers
and textbook writers are inevitably llmlted by thelr {ndividual
experlence, imagination, and energy.
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2. Context: Tetevision conversations come with a built-in
context. They are set in a visible location, in which the
speakers’ ages, attitudes, clothes, and body language can be
seen and interpreted. All of this information is avaiiable to
viewers simultaneously with the conversatien, The
conversations are part of long (at least 1/2~hour) stretches of
action and language, from which the context develops; we can
see as much of what precedes and follows the language in focus
as the teacher chooses, showing what prompts what is said and
how it is said, as well as the reactions to it.

When reference is made to the context of conversations in
textbooks, written materials produced by teachers, or written
transcripts of naturally-ocurring language, that context must
be understood through written explanation, the teacher’s oral
description, or inference by the student. Textbook and
teacher-written conversations are usually isolated from any
larger unit of communication, so we can only imagine what might
lead up to or follow them, since in fact nothing does.

Timing: The intonation and timing of the utterances are
presented without reliance on "written symbols or the
imagination of the teacher or students.

Repeatability: Since the conversations are on tape, they can
be repeated indefinitely, with no alteration in pronunciation,
body language, etc., as different aspects of the conversations
are highlighted. It is difficult not to change the way a

conversation is read aloud when focusing on specific words or
phrases,

Interest and motivatjon: It is obvious to students that the
television programs, themselves, are a part of and reflect the
culture the students have been trying, to some degree, to
participate in. If the class is taking place in the target
culture, they may even recognize the characters, and know that
they can find other similar conversations on their own
television screens at home.

A Potential Flaw that would Eliminate Television as a Suitable Source of
Models

As a language teacher, I belicve these advantages are significant
and tempting, but regardless of the convenience and appeal of
television, the serious problem of pragmatic appropriateness must be
investigated before television can be considered as a source of models
of conversation for use by language teachers and students. While the
problem of reliance on the teacher’s or textbook writer’s intuition is
avoided, and the conversations are part of a larger context instead of
Isolated, hypothetical cases, these are still not unplanned,
naturaliy-ocurring conversations. Are teachers doing students a serious
disservice if they use television coiversations as the basis for a
presentation of conversational strategles? Will they be producing
speakers of "television English"?
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We do, of course, refer to something cailed an “ear for dialogue,”
and recognize it as a special gift, worthy of Oscars, Emmys and Nobel
Prizes. And we can hope that the professional writers and actors who
produce television conversations are talented enough to create
conversations that follow the rules of natural conversation. But mere
hope is not a legitimate basis for assuming the validity of television
dialogs as models of natural English. Whether or not it is must be
investigated further before any such assumptions can be made.

A PLAN OF INVESTIGATION

in order to investigate the very serious question of the ability of
television writers and actors to create conversations that follow the
rules of naturally-ocurring conversation, I chose one exampie of
pragmatic behavior to examine: the dispreferred behavior of refusing
social invitations. 1 recorded 25 conversations containing invitations
and responses to them from 11 commercial television programs. I wanted
to compare the responses to these invitations to the description given
by Levinson (1983) and Bouton (1985) of disprefered seconds in English.
My thought was that if dispreferred seconds are used in these
conversations according to the principles observed in conversations
ocurring in real-life situations, then there would be reason to begin to
trust television conversations as models for classroom use.

Of course, other con.ezrsational strategies would also have to be
studied to provide a more complete picture before we could feel
justified in placing significant confidence in television as a source of
authentic language in its many possible contexts. Soap operas are full
of amnesia victims, life-and-death confrontations, international
intrigue, and complicated family histories.that are far, far from the
experiences of most of us. Sit-coms exist on punch lines and laugh
tracks. But in between the histerics and clever wit come greetings,
partings, introductions, apoiogies, invitations, telephone conversations
-~ speech events we all know and love.

DECLINING INVITATIONS: THEORY

One half of the comparison I wanted to make between television
conversations and those ocurring in natural contexts required a
systematic description of the wuse of face-threatening responses
(dispreferred seconds) in the latter. 1 base my description on the
analysis of Levinson (1983, p. 334-347) and Bouton (1985).

Students need to know Several things about declining invitations,
and they cannot be expected to infer the rules for interpreting and
using them without explliclit guidance:

1. Studepts need .to know what responges (“geconds'> are
dispreferred, what causes native sSpeakers to feel
uncomfortable, feel that they or their conversation partner
might lose face, This is a cultural preference, not determined
by the personal feelings of the speakers. In the context of my
investigation, they need to know that accepting and declining
invitations are different not only in the choice between yes or
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Do and affirmative or negative verb forms. They are different
in kind. Accepting invitations Is preferred; no one has to be
indirect or careful when doing this. Declining Invitations,
however, is face threatening and requires special handling of a
very different sort.

Students _need to know that because declining invitations is
digpreferred, the first preference of speakers is to avoid
whenever possible offering an invitation that might be
declined. Invitations are often preceded by "pre-sequences,"
intended to test the waters before jumping in. "Do you like
Italian food?" might preface an invitation to dinner at an
Italian restaurant. 1If the response to this pre-sequence warns
of a possible deciination, the invitation will probably not be
offered, or can be modified to make it more acceptable.
Everyone is spared. (Since pre-sequences are often recognized
as imminent invitations, answering them negatively is also
dispreferred behavior, however, so some softening will still
occur. But the more face-threatening response -- saying "no"
to an actual invitation -- will have been avoided.)

Students need _to know _that declining invitations is
dispceferred behavior in English, reqardless of how it is done.
but that it can be “"softened" or "peutraljzed" somewhat by
marking the response in certain ways., They must also realize
that if it is not marked in these ways, native speakers will
infer meaning from the absense of the markers. ("He was rude.
She was angry. ...")

Students need to know how declinatiopns of invitations are
marked jn English. And they need to recognize the markers as
signs of coming declines, requiring face-saving measures on the
part of the decliner. (They should not confuse this concern
for face with uncertainty or indecision.) When declining an
invitation, a speaker may use any number or combination of the
following markers (summarized from Levinson, 1983, p. 334):

delays:

pause

checking for accuracy, etc.
prefaces:

uh, well,

appreciation

apology

qualifiers

hesitation

account: (must be a carefully formulated explanation for
saylng "no", -- and an acceptable excuse in the context)
d. declination: Cindirect, mitigated)

Students need to know what options are open to the extender of
the jpvitation, once the sjans of a ¢ “po

recognized, Since conversatlion Is a cooperative activity, and
declining invitations s face-threatening for BOTH
participants, the inviter has speclal responsibilities, too, if
face is to be preserved on both sides.
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a. The inviter can "back off" as soon as he sees the "no"
coming, by minimizing the Importance of the linvitation,
acknowiedging the vallidity of the account given, or in some
other way cooperating in the softening of the declination.

Or, he may decide to press the Invitation, recognizing that
the other person is likely to decline, but choosing to risk
all and try to change his mind. (He may or may not be
successful In ultimately receiving an acceptance to his
invitation. but it should still be noted that, in either
case, both participants must operate on the assumption that
the original intent of the responder was to decline.)

ANALYSIS OF THE CONVERSATIONS

These five points, based on the work of Levinson and Bouton,
provide a checkllst of necessary information concerning the handling of
face-threatening responses in natural conversation and can be used to
measure the degree to which the television invitations are true to what
research has discovered with regard to their real-life counterparts:

The difference between accepting and declining invitations
The use of pre-sequences
The effect of not marking dispreferred responses
Speciflc dispreferred markers used in English
. Possible responses to dispreferred markers

Each point will be discussed in relation to the 25 conversations I
recorded from television. Examples wil! be numbered to refer to the
transcriptions of the conversations found in the appendix. A few notes
about the transcripts (which are not intended to represent the entire

communicative act by themselves, but are Iintended to accompany the
videotape):

a. The conversations are transcribed in a form appropriate for
presentation to students, so normal written form is used. Although some
words and phrases are reduced as they are spoken (e.g., "gonna")

students u.e the "full" form ("golng to") as they hear the reduced form
assoclated with it.

b. "“Fillers" like "uh," "um," etc. are not included for the same

reason; students are able o follow the semantic thread of the message
without interruption.

¢. MNo attempt has been made to account for the timing of the
utterances, due in part to lack of appropriate equipment, sSo pauses do
not show up In the transcripts.

what follows Is a comparison of the televislon conversations wlth
the five polints ldentified above. My purpose here Iis to establish
whether the television conversations do indeed follow the rules of
natural conversation. If the conversational models do prove to be
appropriate for classroom use, it would be Important that they and the
rules be reorganlzed for presentation, so that students could perceive
pboth the examples and the system.




THE DIFFERENCE BETWEEN ACCEPTING AND DECLINING INVITATIONS

To anaiyze the conversations in regard to this point, 1 looked at
the invitee’s response from the point in the conversation immediately

following the invitation until the invitation is either accepted or
declined:

YES (N=14) No (N=14)

I think that sounds Weil (PREFACE)
pretty good. not to be rude (APOLOGY)
Caccount)
Yeah, yeah. maybe. Yeah.
I thought you had special plans
Sunday? (CHECKING?)» (CHECKING>
I don’t think we have anything (account)
planned. Why not?
(--> arrangements) 3 Tonight? (CHECKING)
(appreciation)
Ch, that‘s a good idea. (2 accounts)
(--> arrangements)
I can’t. But let's ...
Fine. That’ll be nice.
(--> arrangements) Oh, (PREFACE)
(appreciation)
(Just say no if ...» But I, I‘ve got to pass.

(HESITATION/MITIGATED DECLINE)
#11 Oh, no. I would love to go. (non-verbal, pat)

#12 All right. Sounds good.
(--> arrangements) No,I don’t think so(QUALIFYING)

#13 0Oh, yeah Mike. I would like #15 Mickey, (2 accounts)
that a lot. (--> arrangements)

#18b Oh (PREFACE)
#16 Sounds terrific. (account)

(--> arrangements)
#20 (no response)
#17 Yes, actually, I would.

#21 No thanks, Elyse (APPRECIATION)
#18b Sure. OK. (account)

#19 (non-verbal. Gets up to go.) #24i.0h, darn! (PREFACE/REGRET)
I’d love to come(APPRECIATION)
[#22 (checking?, twice?)) (account)
ii.0h, (PREFACE)(account)
#23 Oh, Mr. Drake. 1I°d really love iii.Nh, rats!.. (PREFACE/REGRET)
that! (--> arrangements) (account)

#25 Well (PREFACE)
Thank you very much anyway(APP)
but I‘d better not (MIIGATION)
Thank you. (APPRECIATION )»

There seems to be a clear difference simply In the length and
complexlty of the two types of responses, as Levinson Jeads us to
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expect. Next I will look at the specific forms that make up these
differences, to see if they are used in these television conversations

as we would assume they would be if these interactions were true
reflections of real ones.

PRE-SEQUENCES

To study the use of pre-sequences, I looked for introductory
questions that seemed to be designed to precede a potential invitation.
I only recorded here those which were followed by actual invitations,
and which allowed the invitee a chance to respond before the invitation
was extended. One shortcoming of this selection process, I realized
later., was that because the trigger that caused me to pay attention to
particular conversations was an actual invitation, my data does not
contain any pre-sequences that were “turned off* so that no invitation
followed. Because I was not looking for them, I cannot say whether any
such thawrted pre-sequences were ir the programs I monitored or not.
That will remain a topic for future investigation.

The four conversations below contain pre-sequences:

In conversation #12, Mike, a young doctor, invites his teenage
friend, Frankie, to lunch:

#12 Hey. what are you doing for lunch?
(Nothing. Why?)
(invitation)

In conversation #13, this same Dr. Mike tries his hand at a little
matchmaking and invites his unsuspecting teenage sister, Jennifer, to
funch, too:

#13 What are you doing for lunch?

(Well, it depends on who’s asking me to lunch)
(invitation>

In conversation #i14, Dr. Mike is busy again, this time trying to
cheer up his docotr friend, Janice:

#14 How about some company?
(No, I don’t think so>
(Come on, C(invitation))>

Conversation #18 finds professional football player Zack, young
widow Jessie, and Jessie’s older neighbor Mr. Kaplan at a barbecue,
where Zack attempts to ask Jessie to go dancing:

#18 Are you much of a dancer? (Zack) ‘
(Mr. ¥k: My foxtrot is a little, you know, I“ve got to ...)
(Jesssie: 1’m not a professional. But I‘m able to get

around a dance floor.
(Zack: (Cinvitation))

In these conversations, we have some interesting things going on.
In every case, the person invited obviously feels an invitation coming.
In #13, Jennifer even says “... it depends on who’s asking me to lunch,"
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although no one has invited her anywhere yet. In #14, Janice marks her
response as a dispreferred second, which the inviter recognizes but
decides to try to override. And #18 is particularly interesting. Since
there are three people present, if the pre-sequence were actually
nothing more than the question it is on the surface, it would seem that
it could be addressed just as easily to either person. But when the
older man begins to respond to the question as a question, even he
realizes that he has spoken inappropriately, and stops after several
self-corrections, and before finishing his sentence. The woinan then
answers the question, but follows with an answer that shows that she is
open for an invitation.

There were only 4 genuine pre-sequences leading to invitations in
the 25 conversations. I am not sure whether that proportion is
comparable to pre-sequences in naturally-ocurring conversations, but at
least these four examp:*s are sufficient to present the function of
pre-sequences quite interestingly.

EFFECT OF NOT MARKING

Consistent with Levinson’s argument, the “yes" answers seldom were
preceded by the markers listed above. (When they were, those markers
suggested uncertainty -- and this uncertainty was reflected in other
facets of the situation as well.)

To study the effect of unmarked "no" answers on the participants in
the television conversations, I looked at the reaction of the inviter to
responses in which the invitation was declined without any of the
markers listed by Levinson, or with markers that the inviter seemed to
consider inadequate, because Levinson does make the point that for an
account to be an effective marker of dispreferred behavior, it must be
adequate and acceptable in the context of the invitation.

Unmarked "No’s": Response of Inviter:

In conversation #5 Edgar turns down his former wife’s invitation to
dinner:

#5 I can‘t, but let’s .... (no sign of inappropriateness)

In conversation #20 Zack doesn’t even answer when his young friend,
David, invites him to play football:

#20 (no response) Zack?
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Inadequately Marked "No’s": Response of Inviter:

In conversation #24 Judge Harry Stone invites his four friends and
co-workers to his home to discuss an obscure legal case. Prosecutor
Dan. Public Defender Christine, Bailiff Bull, and Clerk Mac do not share
the judge’s enthusiasm.

#24 i. Oh, darn! 1’d love to Too bad. How about you, Mac?%
come, but I already have
plans, sir. (Dan) *

. Oh, I‘ve got plans, too,
sir. (Mac)

. Oh, rats! So do I.(Chris) So you all doing something
together? .. What have you got
planned?

Water skiing! (Bull) It’s 20 degrees outside!
Everything’s frozen over!

(jokes, attempting to I don‘t believe it! We’re

Justify waterskiing in about to .., and you folks

winter) don’t even want to take part!
1 would think that you would
drop everything to come by!

% This first exchange shows rno sign of jnappropriateness. It’s
the cumulative effect of four people’s responses that causes
trouhle.

There were only three conversations that included unmarked (or
inadequately marked) "no" answers, but that seems consistent with
Levinson, who says that unmarked dispreferred responses are the
exception, and carry special meaning.

The first conversation here (#5) represents dispreferred behavior
(declining an invitation to dinner), but does not contain any of the
dispreferred markers used to save face. There is no internal evidence
that it is considered inappropriate that the man simply answers "I
can’t." 1t does seem significant that he follows with a
counter-invitation of his own. In light of my understanding of Goffman
and the essential nature of dispreferred markers as face-saving
measures, 1 will not set this aside as an example of television
conversation that does not follow the rules of natural conversation, but
rather make a note of the counter-invitation as an additional
dispreferred marker.

In conversation #20, the young boy clearly considers the man’s
response inappropriate, a reaction that is consistent with the research.
Not taking the trouble to use any dispreferred markers when declining an
invitation conveys anger, rudeness, or some other special circumstance
inconsistent with conversational cooperation. Actually, if I had
included a longer piece of this scene, as I remember it, we would have
geen that after Zack passes David without responding, the boy contlnues
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down the stairs to his grandfather and asks if there is something wrong
with Zack. This would have been further evidence of the
inappropriateness of Zack’s actions.

In conversation #24, when the first person appropriately declines
the judge’s invitation (a deliberately unappealing, humorous one) with
several markers -- a preface, expression of regret, appreciation, and a
generic account -- the judge finds nothing unusual. But when all 4
people deciine, using the same generic account ("I‘ve got plans"), the
Judge becomes suspicious and challenges these accounts, which turn out
to be a transparently convenient invention for the purpose of declining
the invitation. (It is interesting to see that the need to provide some
account is so strong that they grasp at the first thing that comes to
mind, an absurd waterskiing trip in mid-winter. Of course, it is this
absurdity that provides some of the humor, but it would not work if
people didn‘t regularly invent plans to "*gracefully" get out of unwanted
situations.? When the flimsiness of their accounts becomes obvious to
the Jjudge. he is hurt and angry, as the research says participants in
real-life conversations would be. The reason given for not accepting
his invitation (*plans") is not adequate for the importance he places on
the celebration he has invited them to; he feels justified in
questioning them further, and uncovers their true feelings that they
were trying to conceal through a normally acceptabie strategy. The
humor comes from their inability to carry out the strategy successfully
by providing a less transparant excuse for not attending this
charicature of a celebration. But aren’t we al} occasionally invited to
some event of great importance to the inviter, but which seems silly to

us? Don’t we handie it in basically the same way, but with a little
more finesse?

Again, in these last two examples, the consequences of not marking,
or marking inadeguately, declinations of invitations are portrayed in
ways consistent with the literature.

MARKERS USED IN DECLINING INVITATIONS

To judge the validity of specific strategies used by the television
characters in declining invitations, 1 recorded everything said by the
responders to invitations from the actual invitation to the declination
itself, and compared them to the markers Iisted by Levinson: delays,
prefaces, accounts, and mitigated declination components.

a. delays:

Pauses were hard to identify and compare consistently,
since I do not have the sophisticated equipment required, so I
could not investigate this area as thoroughly as might be
desired. There was one conversatlion, between Dr. Mike Horton
and Dr. Janice Grant, with a clearly significant delay:

#14 MH: ...I”11 take you to lunch.

JG: (silence)

MH:  OK? 170




Janet has already begun to decline the invitation, but
Mike persists. Her silence prompts him to press further,

indicating that he realizes that he has not yet changed her
mind.

Another delaying tactic, checking to see if the invitation
has been properly understood. is represented in these
conversations responses to invitations. which continue with
attempts to decline the invitations:

#2 1 thought you had special plans.
#3 Tonight?
prefaces:

As | explained above, ! did not record the ocurrances of
sounds like "uh," “um," and ‘ur." Other fillers, "oh" and
“well," signaling coming declinations, are recorded:

#1, #25 Well
86, %18, #24 Oh

Apologies are another sort of preface found by Levinson
and also in the television conversations. 1 aiso found
expressions of regret, which I took as a variation of apology:

#1 Not to be rude,
#1 I‘m sorry ...
#24 0Onh, darn!

Oh, rats!

A third kind of preface identified by Levinson is an
expression of appreciation, also represented in the television
conversations:

#3 1 really do appreclate this,...

#6 Oh, 1 appreciate that Eliot.

#21 No thanks, Elyse.

#24 1’d love to come, ...

#25 Well, ... thank you very much anyway,.... Thank you.

Qualifications are another example of a preface to a
declination:

#i4 No. I don‘t think so.
And hesitations. I think there were some of these that I

did not record, either, out of consideration for the ease with

which students could follow the conversation. 1 did record
one:

6 ... But I, I’ve got to pass.
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accounts

The most common component of declinations of invitations
in the teievision conversations was some sort of account for
the declination. I found it helpful to identify two types of
accounts among those found in the television conversations,
although Levinson did not discuss this. Some accounts are
founded in a show of consideration for the inviter, while
others explain why it would be difficult or Inconvenient for
the responder to accept.

consideration for inviter:
#2 No, I don‘t want to get in the way.
#3 ... I didn‘t want to snarl at anyone.

excuse for responder:

#1 Bo and I have had a hectic day and (were) hoping to have a
nice quiet dinner alone by ourselves.
... I’'m sorry, my tuxedo’s a mess.

#3 ... I wanted to be alone.

#15 Mickey. I am so beat. Besides, ] just ordered a
hamburger. And it‘s not that I don’t want to. It‘s just
that now is not a good time.

#18b Oh, why walk when you can ride?

#21 I’'m going to go take a run -- just kind of clear my head,
you know.

(And then there are the inadequate accounts given to the Judge
in #24)

declination component -- mitigated, or softened:

0f course, the invitation is often finally declined, but
usually with some sort of mitigation, jike past tenses, modals,
etc. Two examples from the television conversations are:

#6 But I’ve got to pass.
#25 ... but I’d better not.

One other said "no" in the same breath as one of the markers
listed above:

#21 No thanks, Elyse. <(followed by account)

Interestingly, all of the other people that ultimately
declined (10 of the i4) did so without actually saying "no."
The markers did the job of declining the Invitations for them,
primarily the accounts. Nothing 1Is said about this in
Levinson, but is an interesting observation. If the television
conversations are otherwise found to be valid, this additionai
point could be noted.

So, all of the markers of dispreferred responses jdentified by
Levinson are found in the television conversations, and seem to be used
in ways consistent with the principles outlined by him. Certainly,

172




Q

ERIC

PAFullToxt Provided by ERIC

172

students could learn about the functions of these markers by having an
opportunity to study their uses in conversations like these,

OPTIONS OPEN TO THE INVITER

This is an area that seems to me to follow logically from the
discussion of responses to invitations, but I did not find it covered by
Levinson. ‘The language learner needs to complete his ingtruction in
participating in invitations by thinking through what an inviter can do
if he recognizes the signs of a “no" response to his invitation. The
television conversations offer examples of the two possibilities that
had occured to me as I was reading Levinson’s article. Each of these
responses by the inviter ocurred after the person invited had used one
or more of the dispreferred markers discussed above, which indicate
coming declinations:

a. “backing off":

#2 I can understand if
1 suppose you want to ..

#25 (immediate acceptance, without pressure)
applying pressure:

Here, | was able to divide the strategies used by the
inviters who tried to change the minds of the responders in the

process of declining invitations into three types. Since
Levinson does not discuss this aspect of conversation, these
strategies will have to be checked further before we can trust
them as part of natural conversation, but they seem natural to
me:

appealing to the interest of the invitee:

#1 ... you’ll find this very relaxing;
(Janet) sent (your tux) out to the cleaners.
#3 It’s my treat.
1 hear you’ve had a rough day.
#15 Grace, you‘re right. We have a lot to talk about.

asking consideration for the interests of the inviter:

#3 1 always enjoy a night out.

Do you know what would ruin my evening? ... To cook for
one.

I’m hungry.
#15 Well, what do I have to do, make an appointment?

assuming acceptance, not taking "no" for an answer:
#1 1’11 tell you what it is at dinner.
#3 GCet your coat.

You’‘re not going to be able to. (get out of ....)
#15 Cancel it. <(your order)

173




Q

ERIC

PAFullToxt Provided by ERIC

173

Levinson doesn‘t discuss the options of the inviter, but they seem
to be something related to the use of dispreferred markers that should
be presented to learners of English who want to be able to participate
appropriately in conversations with native speakers of English. As
examples of Goffman‘s (1976, p. 266-7) ritual constraints, the rules
surrounding responses to invitations place responsibility on both
individuals in the conversation for "safeguarding not only feelings but
communication, too."

CONCLUSIONS

From what we have found in measuring the television conversaticns
against the research done by Levinson, we can feel fairly confident in
using such conversations as resources for preparation of materials for
classroom use. The language does compare favorably with what is known
about naturally-occuring conversations. What‘s more, the advantages of
using dynamic television conversations rather than dialogues written in
textbooks or created by teachers are a strong motivation for continuing
to investigate their use in the classroom.

Another result of this study is that I have become aware of a
further product of this approach, possible because of my native
speakers’ ability to judge appropriateness and interpret patterns of
speech behavior that I encounter (Wolfson, 1986). As I came across
unexpected strategies, I was able to fill out the theoretical models
presented by the literature by analyzing the new data in light of the
research and fitting it into the system. Examples of this are the
counter-invitation as a marker of dispreferred behavior and the various
options open to the inviter. 1In this way, the range of possibilities
that can be presented to students grows, and they are also encouraged to
look at language they encounter outside of the classroom and see how it
fits into a dynamic, ever-expanding system.

0f course, this has only been a study of one specific aspect of
conversation, invitations and responses to them. We have found that
with regard to this particular aspect of conversation television
dialogue follows the same strategies as those in real |ife. But a
variety of other speech acts and their associated strategies must be
looked at before we can say with any confidence that television is a
reliable source of models of English conversational strategies in
general. Perhaps only certain types are reproduced authentically on
television. Perhaps even these occur only in certain types of programs.
But the experience of analyzing these 25 conversations is encouraging as
we turn to television for readily accessible models on which to base
stimulating classroom materials.
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APPENDIX

from Days of Qur Lives, NBC
in a home. Young couple + husband's father.

VK:

Oh, good. You're home. lI've planned a special family dinner for

this evening. I figured since you're about to be parents and I'm
about to be a grandfather, we should celebrate.

Well, not to be rude, Mr. Kiriakis, but Bo and I have had a hectic
day and (were) hoping to have a nice quiet dinner alone by ourselves.

Oh, I can assure you, you'll find this very relaxing; all you're
going to have to do is pick out your favorite gown.

Gown? Oh, it's dress-up. I'm sorry, my tuxedo's a mess.

Yes, Janet noticed that. She sent it out to the cleaners. It's
upstairs. You can come down whenever you're ready.

QOh, but we ..

««. oh, and I've got a surprise for you. I'll tell you what it is at
dinner.

Days of Our Lives, NBC
ballet dance studio

Look, I don'‘t want to keep you. You go ahead and change.
What about you?
I'm in no apparent rush to get home. Think I'1l just stick around

here and do sowe work. That new combination's just not as sharp as I
want it to be.

Listen, maybe .. Well, 77 you'd like to go out and have some fun, and
try and get your mind off things, you're welcome to come to dinner
vwith Pete and me. I mean, that is, if you don't mind joining us.

I thought you just said that you guys had made special plans.

I wouldn't ask you to go if I didn't want you to. Listen, you helped
me through a really hard time. You kept me busy; you kept my mind
off a-lot of th1ngs through my dancing. I just want to return the
favor, if that's OK.

No, I don't want to get in the way.

Lars, I can understand if you don't want to go to dinner. Petezand I
would love to have you, but I know that you don't want to be sacial
with your dancers.

Look, Helissa, I'm already more social with you that I am with anyone
else, so I suppose that ...

I suppose you want to keep a professional distance, right?

No, actually, I suppose it wouldn't do any harm if I joined you and
Pete for dinner.

Really? You'll come? Well, that's great!
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3.

from Days of Our Lives, NBC

in a

RB:

AH:

home. Neighbors
Hello, Mrs. Horton. Come on in. You neced a favor, you got it.

I've got it? And you don't even know what it is? That always tempts
me to ask for something impossible.

Oh, now, hold on some. Maybe I ought to know exactly what it is
before I get in over my head.

Well, it's really very simple. [ Tom's working late at the hospital,

your mother says that Carrie and the twins are with her, so I thought
maybe you'd join me for dinner.

Tonight?
We could go to Blondie's. And I invited you, so it's my treat.
Oh, wait. Is this .. a favor for you, or is this a favor for me?

It is a favor for both of us. I always enjoy an evening out, and I
hear you've had a rough day.

Yeah, that's true. I have had better.

I heard vhat happened with Kimberly's baby. It must have been so
frustrating for you to know .....

Alice, look. I really do appreciate this, but to tell you the truth,
I kinda got rid of Carrie and the twins because I wanted to be alone.
I just kind of felt like I was going to be snarling tonight, you
know, and I didn't want to snarl at anybody, and so ...

Roman Brady, if you snarl at me, I'll snarl right back at you. Get
your jacket.

Hey, come on now, really. I'd be a terrible guest, and I'd just ruin
the whole evening. I would.

Do you know what would ruin my evening?

What?

To cook for one! I'm hungry! And I won't get anything to eat unless
you join me.

Why do I feel like I'm not going to be able to get out of this?
Because you're not going to be able to.

OK. OK. Only if I get to pay, though. All right?

Absolutely not!

Well, then, how about a compromise? We will go dutch.

A compromisel

oK?

You can pay next time.
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from Days of Qur Lives, NBC
sisters on the telephone

Ka:

Km:

Ka:

Km:

Hello.

Whoa, Kayla, Is that you?
Kim, I'm really sorry.
Well, what's the matter?

It's just been a frustrating evening. I'm sorry. What's up?

Well, I hope something that'll change this frustrat(ing) evening.

What?

Well, I don't feel like being alone tonight, and it doesn't sound
like it's high on your agenda, either, so, I thought we'd go out to
dinner. You know, just the two of us.

Uh, yeah. I think that sounds pretty good. Maybe it'd do me good to
get ot of this place. Yeah, all right. You're on.

OK? Great!

So, what? What time?

I have a little bit more work to do here zt the hospital, and ...
An.hour, maybe?

Yeah, yeah. You come here. we'll decide where we want to go. Just
like old times!

Brady sisters out on the town, huh? .. All right. How about an hour?
That sounds good to me. "Poifect!"

All right. I just have to change my clothes and I'11l be there.
oK.

And, Kimmie?

Un hm?

Thanks for thinking of me.

Well, thanks, yourself. And Kayla ..?

What?

Don't be lite. I'm starving!

OK. 1I'll talk to you.

OK.

Bye, bye.

Bye.
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from St. Elsewhere, NBC
in a hospital. Ex husband and wife.

HR: Would you care to have dinner with us tonight?

EE: I can't. But|let's get together for a nightcap later.

HR: Oh, that'd be great. I'll call you at the hotel.

from St. Elsewhere, NBC
in a hospital stairway. two young doctors

EA: You know,.. a coincidence. I'm just out of Harvard Med nyself, so,
if you need any pointers, like with your --?--ship or something, I'1l
be happy to help you. Maybe over dinner or something?

CN: Oh, I appreciate that Eliot. But I, I've got to pass.

from Moonlighting, ABC
in an office. man and woman

DA: So, given that, what do you think? Maybe me and you can go out on a
date, just a regular pick-you-up-at-7:30, home-by-11:30, with-food-
maybe-a-movie-type date. I mean, do you think? Maybe?

Yeah, yeah, maybe. Yeah. ... Well, I guess i'd better go now.




8. from Dallas, CBS
in an office. acquaintances

BE: Well, then why don't you start your own company?

AS: What kind of company?

BE: What do you like? What do you know about?

AS: Well, I've always liked clothes.

BE: Well, there you go. Why don't you ... (phone) Excuse me.
(on telephone) Yeah?
Lisa Alden on line 4.
(to April) Just one second.

(on telephone) Hello, Lisa.

Hello, Bobby. [ Look, I hope you don't think this is forward or
anything, but how would you and Christopher like to go to
Pennywhistle Park on Sunday?

Sunday? I don't think we have anything planned. Why not?
Great! Should I meet you there?

Of course not. We'll come by and pick you up. About 9am?
OK. See you Sunday.

OK. Bye.

?

(hangs up)

(to April) I'm sorry. where were we?

from Days of Qur Lives, NBC
in an apartment. man and woman

RB: Well, hey. Now that I've found you, what do you say we go out for |
breakfast or something?

DC: Oh, that's a good idea. I'll make breakfast for you.
Oh yeah?
Yeah.
All right.
That'll give us a chance to finish our discussion.

Our discussion?

180
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10. from Days of Qur Lives, NBC
upstairs in a large home. Man and woman

DC: To tell you the truth, I've never actually thought about it.

VK: Yes, well I've arranged for a late-night supper. Why don't you
change your clothes and meet me downstairs in 20 minutes.

DC: Fine. That'll be nice. I'll see you in 20 minutes.

Days of Qur Lives, NBC
bedroom. Man, woman, woman's friend

Excuse me. What is it?

I'n sorry, but there's someone to see Miss Coleville. She says it's
an emergency.

Hello!
Miss, you cannot ...

Oh, my goodness, is it dark in herel
Dianal I hate ton interrupt, but I had to see you.

What is it?

Well, this is our last night here, and I know, I apologize for having
to interrupt like th’s, but Shane and I wanted to know: could you
spend a little bit of time with us? ... supper?

Kimberly, I will excuse your bursting into my home ...
And I apologize. You are absolutely right, Victor. Absolutely.
This is not the correct protocol.

But it's my last night here, and I haven't seen you. I know I'm
intruding. Just say no, if I ...

Oh, no. I would love to go.

Oh, you would? Oh, greatl It's all set. Wonderfull

Oh, I'm so sorry, Victor. I mean, I would love to extend the
invitation to you, but knowing that you and Shane aren't the best of
friends might be uncomfortable. Sorry.

You go right ahead... You have a good time, now.

Thank you.

Kimberly.

Victor.

Q
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12. from Days of OQur Lives, NBC
outside. friends

MH: Yeah, I know what you mean. Hey, what are you doing for lunch?

Nothing. Why?

So why don't you come by my place around 12 o'clock? Look, we'll
shoot some hoops, I'll rent a movie, we'll forget our troubles.

All right. Sounds good.
All right, buddy. I'll see you around noon.
OK. 1I'll see you then.

OK.

Days of Our Lives, NBC
pay telephone. brother and sister

Hello.

Jennifer! Jennifer Horton!

Hi, Mike. What's going on?

Hey, how did you kaow it was me?

I know "funny voice #327." It's one of my favorites. What's up?
What are you doing for lunch?

Well, it depends who's asking me to lunch.

Well, I get off pretty soon. I thought maybe you could come around
to my place.

Oh, yeah, Mike. I would like that a lot. I haven't been able to
see you a lot lately, you know.

Well, yeah, well your big brother's going to be running a little bit
late, so why don't you go over to my place, get the popper ready, and
I'll be home soon with "Duck Soup."

Oh, great! Great!

OK. 'Be there, or be square."
All right. Got you, bro.
OK. Bye, squirt.

Bye.
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14, from
in a

MH:

JG:

Days of Our Lives, NBC
hospital corridor. friends

Look, If there's something I can do... How about some company?

No, I don't think so.

‘ MH:

Come on. I'll take you to lunch.

JG:
MH:
JG:
MH:
JG:

MH:

JG:
MH:

15. from
in a

(silence)

OK?

Well, OK.

OK. I always could con you.
I know you can.

But I have this terrifi- little place. We'll have a cold luncheon
buffet. Come on, mademoiselle.

You ARE crazy!
That X am. ...

LA Law, NBC
bar. two lawyers

You know. I've called you a couple of times.

I've been so under water with this murder prelim. I'm sorry.

You know, I can hardly hear myself think in here. You want to
someplace quieter?

16. from
in a

Mickey. I am so beat. Besides, I just ordered a hamburger.
Cancel it.

Cancel it?

Grace, you were right. We have a lot to talk about.

I know. And it's not that I don't want to. It's just that now is
not a good time.

Well, what do I have to do? Make an appointment?

Mr. Belvedere, ABC
home. friends.

W:

... Oh, and listen. Alan's flying in from San Francisco tomorrow.
Why don't we all have dinner tomorrow? I really want you ta meet
him.

Sounds teriffic. Is it OK if I bring a date?

Sure, why wouldn't it be? See you.

153




17. from Qur House, NBC
in a garage workshop. two men

GW: ... figure I could read your miond, or scmething. | You want to go
fishing now?

JK: Yes, actually, I would.

GW: Good. Good.

from Qur House, NBC
in the yard of a vacation cabin. man and woman, recent acquaintances +
older man, friend of woman

Z: Are you much of a dancer?

My foxtrot is a little, you know, I've got to ...

I'm not a professional. But I'm able to get around a dance floor.

Well, my middle name is "two left feet," but if you're game, there's
a bar in the village. They've got a live band.

(interruption)

in the same yard. woman/daughter sitting, man on motorscooter
MW: Hi!

What's the word, girls?

We're going for a walk. Do you wnat to come with us?

Oh, why walk when you can ride?

Say, I never got an answer from you about dancing.
Well, I didn't have much of a chance to answer.
Yeah, right. Well, how about tonight?

Sure. OK.

Great!
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19. from Our House, NBC
in the yard of a vacation cabin. man on motorscooter, two young
acquaintances (brother and sister)
DW: Nice going, Zack!
CW: Do you know how close you came to wiping out?
Z: How close?

CW: (indicates inch or two with fingers)

Z: Really? I thought I was a lot closer than that.

r Who wants to go for a spin? 44J
DW: (jumps up, gets on scooter)
Z: Ready?
DW: Yeah.

Z: All right. Hang on. We're going to let loosel

DW: Hit it. Yeah!

20. from Our House, NBC
near a lake. young boy, man. acquaintances

l DW: Hey, Zack! Want to throw the football around? ]

Z: (walks on in silence)

DW: Zack?

21. from Family Ties, NBC
in a kitchen. brother- and sister-in-law

EK: At least sit down. Let me make you some breakfast. J

RK: No, thanks, Elyse. I'm going to go take a run -- just kind of clear
my head, you know. I'll be back in about 15 minutes.
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22. from My Two Dads, KBC
father on telephone with his daughter

M:

Nicole. Listen, Nichole. Do you want to go to an early movie
tongiht?

?

Just you and me.

?

I don't know. About 7 o'clock?
?

Yeah? Then it's a date.
?

Teriffic. OK.

?

I love you, too.

?

Yes. NO, it's not too late to go to school.
?

Yes, I want you to go. Yes, you have to go.
?

Goodbye.

7

Cheers, NBC
bar. Owner and manager

Nite to see you again, even if it was just for a short while.

Oh, by the way, I'm hosting a little party Friday night for some of
the key people. X'd love it if you would come.

Oh, Mr. Drake, I'd ... really love that!

8 o'clock. My club. Black tie. Here's the address. .... And bring
a date, or a companion, or whatever.
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24, from Night Court, NBC
in a courthouse cafeteria. Judge, lawyers, and other court employees

HS: Hey, don't make any plans for aftr work, because I got a bootleg
copy of the Edwin Newman-William F. Buckley debate over the
ramifications of the Plessy vs. Fergeson case! They left in all the
l4-letter words!

Oh, darn! I'd love to come, but I already have plans, sir.
Too bad.
How about you, Mac?
Oh, I've got plans, too, sir.
Oh, rats! So do I.
We all do.
So, you all doing something together?
Yest
What have you got planned?
Water skiing!
: Yeah, water skiing!
It's 20 degrees outside! Everything's frozen over!
That's the way we like it, sir.

Yeah. Gect a great deal on the boat, too. 16 bucks, have it back by
March.

I don't believe it! We're about to celebrate the double-platinum
anniversary of the most important document in the world, and you

folks don't even want to take part! I would think that you would
drop everything to come by!

from LA Law, NBC
in an elevator. Man and woman, strangers?

What would you say to continuing this over lunch?

Well,... thank you very much anyway, but I'd better not. Thank you.
Bye, bye.

Bye.
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VIDEO-BASED MATERIALS FOR COMMUNICATIVE ITA TRAINING
Elizabeth Axelson
Carolyn Madden

Video has emerged as an essential tool in the training of ITAs. The use of
video, however, has not frequently enough engaged the ITA trainees in the
active leaming process essential to the success of second language learning.
The focus of this paper is on the design of video-based materials in accordance
with current methodological principles of ESL, and the development of a set of
relevant classroom discourse features to meet the practical needs of ITAs in the
classroom. The goal of the materials is to utilize video interactively in order to
provide prospective ITAs with an opportunity to discover and use the language
and culture of the classroom.

INTRODUCTION

Two questions that need to be asked in any training situation are: what does the trainee
need to learn; and how can the trainee learn most effectively? While the final word on the
"what" and "how" of International Teaching Assistant (ITA) training is not in, there is
consensus among ITA trainers on the appropriateness and attractiveness of using video as a
teaching tool in the ITA classroom. As Jack Lonergan (1984) observes, video presents

"complete communicative situations" which are "dynamic, immediate and accessible.” Video
can provide direct and fast feedback on the performance of participants as they practice various
aspects of teaching; and videos of situations in the office or classroom can be used to
stimulate discussion of appropriate responses to those situations. Tapes of teachers actually in
the act of teaching provide a rich source of input of the language of the classroom and other
teaching skills. Josh Ard (1987) indicates that "learners must attend to phenomena before they
can be learned." Thus, ITAs need to be "drawn into attending to the relevant language
factors” of the classroom and academic office. And while actual classroom observations have
their benefits, bringing the video into the classroom provides the teacher and prospective ITAs
with opportunities to focus on, review and discuss the salient issues of language, pedagogy
and culture of the classroom. As with any technology, however, the use of video in the
classroom often comes without sufficient thought for implementation and considerations of
materials design and learning theory. Richards and Rodgers (1987) point out that the
accessibility of video materials challenges "teachers and program organizers to find ways of
maximizing their use in language programs” but they go on to say that

problems teachers confront in attempting to incorporate video
into their classrooms include their unfamiliarity with the use of
video materials, the lack of challenging materials ... which
incorporate relevant pedagogic features, and the lack of a well
established set of methodological principles for the use of video
materials. (p.56)

More explicitly, ITA trainers have commented that it is difficult to find good examples and to
know what to select from tapes of authentic classroom performances. They have also found
that discussion of a video can be trivializing, focussing on detail while missing larger
organizational issues. And further, that both trainees and trainers are often bored by the
material. The "show and tell" approach of most video lessons provides opportunity for the
trainees to respond to the TV much the same way students in an audio-lingual ESL class
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responded to the teacher. In an attempt to bring video and its use in the ITA classroom into
harmony with current approaches, we need to focus our energies on the design and
implementation of tasks and activities which will challenge and engage the ITAs in interaction,
group work and the learning of language through use in an authentic context. These key
characteristics of current ESL methodology have been the focus of much of current ESL/EFL
research (Long, 1983, Brumfit 1984, Candlin and Murphy 1987, Bygate 1988, and many
others) and need to be reflected in the design and implementation of ITA materials. The
following discussion and illustrations represent an attempt at designing video-based materials
which reflect the above characteristics of current methodology.

TASK DESIGN

Two important steps in designing language materials for ITAs are, first, the
development of a set of discourse features to be incorporated into the lessons, tasks or
activities, and second, a determination of the specific criteria to use to guide the design and
management of these tasks.] We approached the former by observing numerous classrooms
and videotapes of classes, including those developed by Douglas and Myers (1987). From
this experience, we created a tentative list of features of classroom discourse (see Appendix
A) that appeared to reflect some of the key elements of the language and pedagogical behavior
of effective teaching. We then chose a sample of tapes of native- and nonnative-speaking TAs
and professors who were identified as effective teachers by end-of-term, university-wide
evaluations. After confirming that our list reflected, to some extent, the language and behavior
of these teachers, we began to transcribe the tapes--a tedious but essential component of
utilizing authentic classroom presentations in the context of current methodological principles.
The transcript allowed a closer look at what was going on in the classroom, providing the data
for a deeper understanding of the language of teaching and other teaching behaviors and the
ways these affect the learmning and motivation of students. Our subsequent decisions about
which discourse features to focus on were a matter of practical concern. That is, we were
interested in those essential components that could be accommodated in the context of an
interactive task and were salient in the data we had transcribed.

The second important step in designing ITA materials was to establish criteria for the
design and management of the tasks. First, we wanted the tasks to engage the ITA trainees in
small group activities. Small group activites are an effective means for enhancing the
upportunities of language learners to engage in meaningful negotiations and to receive
feedback on their communicative effectiveness (see Long 1983, Pica and Doughty 1985).
Second, in accordance with the leaming-centered approach of Hutchinson and Waters (1987),
in which leamning is seen "as a process in which the learners use knowledge or skills they
have in ~rder to make sense of the flow of new information” (p.72), we wanted to design
tasks in which trainees’ manipulation and contribution to the input were essential and where
there were opportunities to discover new langunage in the context of both the authentic
discourse of the video and the negotiated discourse of the activity. Finally, we were intent on
generating options in terms of the language of the classroom and style of teaching behavior for
prospective ITAs, which, in our view, requires tasks with unlimited response possibilities
rather than the more traditional learning environment of tasks with a limited set of right and
wrong answers. The materials described below are the result of this approach to task design.

TASKS

The tasks presented here center around the video and transcript of a Greek Math ITA,
who receives very positive student evaluations and whose students do well in the Calculus
courses she teaches. The particular class on which these materials are based took place at 9:00
a.m. in November, 1988, in a hot basement room of the University of Michigan Residential
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College. The ITA had to contend with sleepy, unenthusiastic students, as she ran a review of
problems on integration in preparation for a quiz.

The first task focusses on 4 components of a classroom: the student-teacher
relationship, body language, the language of questions and blackboard use. In preparation for
the task, ITA trainees are expected to read the transcipt, view the video and respond to
questions designed to help prospective ITAs evaluate the overall classroom performance of a
TA. This preparation enables trainees to come to class prepared to contribute to a discussion,
ready to negotiate in and about the language and behavior of the classroom. The materials
they receive for homework and a subsequent in-class activity are shown below.

A. Preparation: Overview

On Wednesday, February 1st we will be viewing segments of a Math class taught by Olga
Yiparaki and analyzing some aspects of her teaching. To prepare for that class, your
assignment is to view a portion of the tape. A transcript is provided below. Read over the
entire transcript before you start watching. It covers more of the class than you will
actually watch, but the additional material will help you get a feel for the class. After reading
the transcript, view the tape from counter number 775 to number 1400. The actual
viewing will take you 12 to 15 minutes. When you are finished, remember to rewind the tape

to 0.

As you watch the tape, do one of the tasks listed below. Your task
corresponds to the number written in the top right corner of this page. If the
number there is #1, then your task is to do #1 below as you watch. If the number written
above is #2, do task #2. In class, you will share your observations with others in a small

group. So, check out the number in the top right corner of this page and then find your special
assignment here:

#1. Teacher-Student Relationship: As you view the tape, focus on the
relationship between the teacher and her students. What is it? Are they relaxed with each
other? Good humored? Hostile? Bored with each other? In the space below, write your
general impression of how the students and the teacher are getting along. Also consider how
their relationship is expressed during the class. Make notes on some of the specific things they
do which contribute to your impression of their relationship.

[Student writing space has been reduced to save space ]

#2. Body Language: As you watch the video tape, pay attention to Olga's use of
body language. Counsider eye contact, her facial expressions, her body posture and movement,
and the way she gestures as she talks. Make notes here on what she does and your evaluation
of her use of body language.

#3. Language: As you watch the video, answer these questions.

a. What kinds of questions does Olga ask? Do all her questions look like
questions?

b. How does Olga respond to students' questions?

c. Does she check for student understanding? How?

d. What pronouns does she use? What effect does her choice of pronouns
have on the tone of the class?

¢. Other observations about Olga's use of language?

-~
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#4. Blackboard Use: How does Olga organize her work on the board? What is
the interaction between writing and speaking? Does she maintain contact with the class while
using the board and, if so, how? How does she use the board to underscore important points?
Write your observations here.

[Note: Students receive a complete transcript for the segment of the tape they are to view. In
order to save space, we are not including that transcript here. If you would like a copy, please
write to Elizabeth Axelson or Carolyn Madden, English Language Institute, University of
Michigan, Ann Arbor, Michigan, 48109.]

B. In-class Activity: Overview

1. In the top left comer of your homework paper there is a letter - A, B or C. Get together
with the other people in class who have the same letter you have. In this group, share the
observations you made of Olga as homework. Each of you can report on your overall
impressions of her as a teacher and on your specific observations of one of the following:

1. teacher-student relationship
2. body language

3. language

4. blackboard use

2. Choose one or two of the items your group has discussed to share with the class as a
whole. For instance, if your group disagreed about some aspect of Olga's performance, or if
something she did made a big impression on all of you, share that with the rest of us.

The second task relates to the use of stress and emphasis in the lecture situation.
Trainees are asked to decide how they would have used stress effectively in a given part of the
transcript they have received. Having performed their versions--with comments from others in
their group on effectiveness and appropriateness--they then listen to the TA's rendition of the
same passage, mark her use of stress on a clean copy of the transcript, and discuss the relative
merits of different choices and possible overall guidelines for using stress. The materials for
this task are given below.

Task 2
In-class Activity: The Use of Stress or Emphasis

1. Stress (higher pitch and/or louder volume) is a powerful tool to use to get your message
across in the classroom. It helps you hold the attention of the class and underscore important
points. The following passage is from Olga's class. As you read it, imagine you are the
teacher and these are your words. What would you stress or emphasize to make your message
most clear and effective? Underline words you want to stress, using a single line for moderate
stress and a double line for heavy stress. Then, read your version aloud to a partner in your
group, with feeling. Have your partner read his of hers to you.

(At this point in the calculus class, Olga is giving an example to help answer a student's
question. She is putting two problems on the board, to compare their solutions.)

144
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1 (O.) Let's gofrom I to x of d q d t and compare with the derivative with respect to x from
Oto x, which ...d t. OK. (Student enters late.) Integrate this. You get 2 to the fourth
over 4. Evaluate between 1 and x. So you get the derivative with respect to x of x to the
fourth over 4 minus a quarter. And now if you differentiate, you get ... you get x cubed.
This term drops out. OK. This on the other hand is gonna be the derivative with respect to
X. Again, the same function but now the limits of integration are gonna be 0 and x. Which
becomes the derivative with respect to x of x to the fourth over 4 minus 0. Differentiate
this, you get x cubed. '(Circles results of both problems and connects them with a line.)
They're the same. (pause) because this bottom limit was a constant. OK. So even though

10 the functions are not equal, their derivatives are equal. Make sense? So, it really doesn't
matter what you have there. The only assumption we're making about f is that it's a
continuous function. Which is a necessary assumption. Otherwise, we can't even bother
with the integral, we can't take the integral. That's the only assumption.

2. Now we will view this segment of the tape, to see how Olga uses stress. As you listen,
mark the words she stresses by underlining them with a single or a double line. [Note: A
second copy of the passage has been eliminated to save space.]

3. Now compare your version with Olga's. Circle the differences. Discuss these differences
in your group. Which was more effective, your version or Olga's? Why?

The third activity concerns teachers' mistakes, a subject we selected because this is a
difficult feature of classroom discourse for any new TA and the tape afforded a good example
of a teacher ervor and seif-correction. Initial discussion focusses on what a teacher should do
to correct her mistake in the minds of her students. These discussions have generated the
following items:

- state that you have made a mistake; admit it; make sure students know that you
made a mistake and are correcting it.

- apologize or not, depending on the nature and cause of your mistake. Some
students feel that an apology is appropriate, others feel that mistakes are inevitable
and OK, apnlogies are necessary only when the mistake is the result of
carelessness, inadequate preparation, etc.

- explain how/why you made the mistake and how to avoid it in the future.

- involve students in coming up with the correct solution and its rationale.

- repeat the correct answer

- check student comprehension

- allow time for the change of information and new solution to sink in.

- make slure students correct their notes; make a handout with the correction for the
next class.

The task further requires that trainees consider the function of each repair in the transcript,
identifying and evaluating the steps she takes to correct herself. Finally, they return to the
issue of stress, considering how the TA uses it to enhance the effectivenes of her correction.
The materials for the third task appear below.

Task 3

In-class Activity: Teacher Mistakes

L. Ttis inevitable that teachers make mistakes in the classroom. We sometimes teach material
that is incorrect or not true. If we are lucky, we notice our mistakes and can correct them.
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Suppose you realized, during class, that you had made a mistake while teaching. Briefly,
discuss in your group what you should do to correct your mistake in the minds of your
students. Of course, we all agree that it is important to give the right answer, but what else
should you do to teach the correct idea and supplant the incorrect idea already taught?

2. While solving part B of problem 59, Olga incorrectly responds to a student's suggestion
that negative 2, as well as 2, can be put into the equation for x. Olga says, "Negative 2 would
work fine ... either one you want" . A little later she discovers her error and corrects it. Here
is what she says.

1 If you want you can check that you get the same answer if you plug in negative 2 for x.
uh. You're gonna have a negative here. OK. And this term will become ... um ...
negative 2 pi? right? (pause) Oh. oh oh oh. Iforgot to say one thing. We're going from
0 to x squared. So the only assumption we're making for f of t is the minimal one. The
minimal we can make. Which is that f is defined and it's continuous on this integral. OK.
Whatever x is, it's positive. x squared is positive. So, I'm looking at a positive integral.
And therefore this is OK so far.As far as 4 is concerned. But it's not OK down here.
Does it make sense? OK? So, in fact, you don't get the same answer. So you do need to
use 2 for for this, for the 2 squared and not negative 2 squared. OK. (Erases the board.)

Using this transcript, answer the following questions and discuss them in your group.

1. How does Olga signal that she has made a mistake? Circle the signal.

2. What else does she do to correct her mistake? Look closely at the sentences in the
transcript. What do they accomplish?

3. Would you say that she handles this situation well? Is there anything you think she
could have done better?

3. Now, listen to this passage on the tape. Mark your transcript for stress, underlining

stressed words. How does Olga's use of stress help to communicate the correction of her
mistake?

The subject of the fourth activity is the linking of old and new material, an important
technique which enables students to relate new ideas or problems to ones they have already
encountered and understood. We have used this somewhat more traditional language activity
either in class or as homework. In it, trainees review a section of the transcript, finding the
language the TA has used to connect old and new material. They then analyze and categorize
some of the linking expressions the TA has used and, through negotiation with tieir group,
discover additional phrases which serve similar functions. Materials for this task are given
below.

Task 4
In-class Activity: Linking Old and New Material

Learners learn best when they can tie new information to something they already know. This
old information may be part of their general knowledge of the world or something already
taught in class. An important function for the teacher is to make the links between the old and
the new, to show how new ideas or problems are related to ones the student has already
encountered and understands.

by




7

A. Below are 2 passages from Olga Yiparaki's calculus class, which you have already
viewed. Before reading this iranscript, I want you to think back over your memory of Olga's
class. Without looking at the transcript, answer this question: .

1. How often during her class would you say Olga says things which link old and new
material? Circle one:

NEVER ALITTLE SOMETIMES OFTEN ALOT

Now, read carefully through the transcript and underline all the language you can find that links
old and new material. Ycu may underline single words, phrases or whole sentences, or even

groups of sentences, if you think they all serve the function of linking. An example is
underlined for you.

Transcript

1 Let me do. I know I'd only assigned Part A of Problem 59. um But let's look at Part
B. It'sa .slightly more complicated. You have an integral from O to x squared not
justx,of fof tdt. And we know that's x cosine pi x. OK? And the question is the
same, find f of 4. (writes) (pause) Well, what should we do? (long pause)

5 (S.) Start out the same way, wouldn't you?

(O.) Start cut the same way, right. The idea is the same. We have some expression
involving f. The integral in particular which is equal to this. If I had a formula for £ of
x then I could just plug in 4. So you start out the same way. Differentiate this integral.
The derivative of this integral now, is goin' t- be what? You're gonna have to use the

10 formula I gave you yesterday, the general formula. Which says that if I have a u up
here which is not just x, it's a function of x, and I wanna differentiate this integral,
“éhat doIdo? Replace the t by (pause)

Sy u
(O.) byu. It's gonna be f of u. times, times what?

15 (S.) du
(O.) (Nods) the derivative of u. d ud x. Remember, this came from the general.

Sso, thzis is going to be f of x squared and what's d u d x?
(S) 2x.
(O.) 2x. Allright. So, the derivative of the left-hand side is this. That means it's

20 equal to the derivative of the right-hand side. So f of x squared times 2x is equal to the
derivative of this. Which we found before 10 be cosine pi X minus x times p times
sine pi x. OK?

. .« And the last part of 59 is Part C, which again is a variation. um, and we have
this. (writes on the board.) And we still want to find f of 4. Notice the difference with

25 the other 2 parts is that they give you th~ function here that you're integrating
explicitly OK? but they don't give you the upper limit. Whereas before we didn't know
what f was, little f, but we knew what the };mit was. OK. So, this is 8 different
kind of problem and they give you a hint. Acd the hint says integrate. So let's
follow the hint. Integrate this and you get what? (pause)

2. Now, what is your impression of how often Olga says things during her class which link
old and new material? Circle one;

NEVER A LITTLE SOMETIMES OFTEN A LOT

Compare your answers to #1 and #2. Is there more or less linking language than you thought
before you started investigating the transcript?
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B. The linking expressions Olga uses fall into 3 categories; those that contrast new
information with old, those that point out the similarity of new information to old, and those
which remind the student of relevant old information. Below are some of the expressions
Olga uses. Indicate whether their function is to contrast, show similarity or remind by writing
the appropriate letter in the blank space after each expression.

contrast = C
similarity = S
reminder = R

. It's slightly more complicated ____
. we still want to find f of 4
. Notice the difference with: the other 2 parts.
. Remember, this came from the general.
. and we know that's x cosine ...
. which again is a variation
. start out the same way ____
8. which we found before to be

Do you think that any of these expressions fall into more than 1 category? If so, in the space
below write the number of the sentence or sentences and indicate what part of the expression
indicates contrast, what part indicates similarity and/or what part indicates a reminder.

Finally, write down other expressions you know which could be used when teaching to
indicate contrast, similarity or reminding. Think of at least 2 for each category.
1. expressions of contrast:

2. expressions of similarity:

3. reminders:

EVALUATION AND CONCLUSION

Over all, the tasks just described have met the goal of using video interactively to
provide trainees with opportunities for meaningful negotiation and the discovery of the some
features of classroom discourse. Our experience with the first task--the overview of the
student-teacher relationship, body language, the language of questions, and blackboard use--
indicates that ITA trainees form different opinions of the TA's performance, which they are
able to argue about based on details they have observed. Furthermore, they sometimes draw
different conclusions from the same evidence, creating a rich discussion and dramatizing the
fact that a given action may not have the same effect on ali observers or learners. As for the
second task, the stress activity, we find that it scn;it.izcs students to the myriad of personal
choices in the use of stress and emphasis and to sonte’ of their effects. However, we are not
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entirely satisfied with this task as it stands, and are looking for a shorter passage in the tape,
with a punchier delivery. The third task, which focusses on teacher mistakes, gives students
the opportunity to consider how to respond to what is an inevitable and potentially
uncomfortable occurrence in the classroom. Experience with the fourth task, examining
linking language, suggests that it is more cffective as an in-class activity than as homework.
In-class use challenges students ‘o think of a wider variety of linking expressions, as well as
more complex expressions. Furthermore, activities such as the categorization of linking
expressions, for which there are no hard and fast right answers, are more effective when
discussed in class. Finally, to step back from the individual activities for a moment, the
materials seem to demonstrate the benefits of mining a relatively long segment of tape for a
variety of tasks. Discussion is enriched by the establishment of a context, enabling students to
consider individual details of the teaching performance in the light of a more holistic
perspective.

In conclusion, we feel that these four activities sensitize students to some important
issues of language use and other teaching behavior in the classroom and that they help
prospective ITAs make their own choices of behaviors to improve their teaching.  More
importantly, we think that the process by which these materials were developed has proved
useful and fruitful. To ensure that video works as an effective teaching tool, therefore, we
recommend the following steps in the development of materials employing it: establish, from
observations, a list of features of classroom discourse to be taught, however tentative or
uniidy it may be; select tapes of teaching episodes of some length, particularly by successful
ITAs, illustrating the features identified; transcribe those tapes, 5o that trainees will be able to
explore the use of language in depth; using both the transcript and viewing as elements,
develop interactive, small group tasks in which trainees form and share opinions of the
performance viewed, and discover and evaluate the taped teacher's language and other
teaching behaviors through response to open-ended questions. We hope that, by describing
this on-going process of creating objectives and our methodological approach, as well as by
providing examples of tasks generated by it, we have given ITA trainers some useful steps to
follow in developing teaching materials using videotapes.
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NOTE

IFor the purpose of this discussion, we accept Breen's (1987) definition of task, i.c.,
“the notion of 'task' is used in a brozd sense to refer to any structural language learning
endeavour which has a particular objective, apporpriate content, a specified working




10

procedure, and a range of outcomes for those who undertake the task. “Task' is therefore
assumed to refer to a range of workplans which have the overall purpose of facilitating
language learning from the simple and brief exercise type to more complex and lengthy
activities such as group problem-solving or simulations and decision-making" (p.23).
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Appendix A
Features of Classroom Discourse

restating

paraphrasing, expanding, synonyms, analogies

using examples, leading to examples, analogies, metaphors
making implicit/explicit

linki

leading to the next point
relating new and old work
underscoring main points
signaling important points
using cohesive markers
transitions (signposts)
using questions
for marking transitions
for reinforcenent
using student answers to reinforse main point
accepting student answers, questions (eg. I'm trying to remember ...) or
deferring (eg. Why did she come up with that answer?)
responding to unanswerable questions
clarifying the question, repeating, highlighting
cliciting opinions, guesses, ideas
labeling steps
explaining
narrating, use of tense, pronouns
offering warnings, i.c. reminding students what the objective is
giving advice (eg. I want to remind you that ..., that's the form ...)
strategies, heuristics (eg. We set it up and the next thing todo is ...)
concluding, wrapping up
using students' names
summarizing
using stress, rhythm, and intonation
board work, organized, multiple channels
body language
setting the tone and talking to the class, talking to yourself

11

handling students' wrong answers, your own mistakes, running out of time, revising your

plan as you go.
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THE AURAL PERCEPTION OF FAST-SPEECH PHENOMENA

Inn-Chull Choi

Non-native speakers of English in general have more serious problems
in the area of aural skills than in the area of oral skills, especially when they
are not familiar with fast-speech" (sandhi) phenomena such as reduction,
deletion, assimilation, etc. This study examines the relationship between L2
learners’ aural comprehension of fast, spoken English and the different
degrees of their exposure to systematic listening instruction and to television
and radio broadcasts. Data from 709 university-level Korean students show
that systematic listening instruction, particularly when combined with
occasions {or students to listen to reai-world English, had the most dramatic
and powerful impact on students’ developing aural comprehension skills.

INTRODUCTION

L2 learners often gain control over more and more complicated and sophisticated
grammar and vocabulary without progressing in their oral and aural skills beyond a basic and
explicit pronunciation. From the viewpoint of their own production of the spoken language,
this limitation may not be so damaging; that is, a foreigner whose command of English is
not perfect is nevertheless likely to be understood if he speaks slowly and clearly. From the
perspective of understanding ordinary spoken English, however, an inability to comprehend
anything more than a carefully articulated variety of English pronunciation must be regarded

as disastrous for those who want to be able to cope with native English situations (Brown,
1977, pp. 156-168).

In an American setting, native English speakers of all backgrounds and educatioral
levels speak quickly or in an informal, casual manner (Weinstein, 1983; Madsen and Bowen,
1978). In fact, most oral communication takes place on the informal level.! It is important
for students to recognize that fast informal English, not slow colloquial, is the norm--the
expected and appropriate style--for most interactions.? It should also be emphasizzd that
features like contractions, changes in the pronunciation of vowels in unaccented words, the
connecting of adjoining words, and other fast-speech phenomena are not signs of careless,
incorrect, or inefficient language use, despite the fact that these characteritics are not
normally represented in written English. When spoken by educated members of society,
such features are typical of what is referred to as educated informal speech. They are
widely shared and their use binds members of a group together. Non-native students who

plan to communicate with native spea'ers will, therefore, often encounter fast, relaxed
speech and should be prepared to dea! with it.

The overarching issue to be addressed is how best to prepare students to handle the
comprehension demands of everyday interaction with native speakers of English. This study
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investigates two aspects of this issue in a Korean setting. First, is systematic instruction
focusing on aural comprehension of spoken English conducive to improving students’
listening skills? If so, to what extent does systematic instruction help?* Second, to what
extent does exposure to the American Forces Korea Network (AFKN) help learners improve
their listening skills either with ¢r without systematic listening instruction.®

Framed as hypotheses, these questions become the following:

(a) There is a significant difference between the aural test performance of students
exposed to systematic instruction with fast-speech phenomena and that of those who are not
exposed to such instruction.

(b) There is a significant difference between the aural test performance of students
exposed to both AFKN broadcasting and systematic fast-speech instruction and that of those
who are exposed only to AFKN broadcast without such instruction.

It should be noted that the listening task (spot listening) employed in this research
tests only the micro-listening skills of the subjects. Thus, the interpretation of the result of
study cannot be generalized beyond the scope of micro-listening. Although some research
has found a correlation between the frequency of ESL students’ contractions and their
general proficiency (Odlin, 1978, pp. 451-458), and although the present research revealed
a relatively high correlation between micro-listening and macro-listening, it is yet to be
confirmed that a measurement of micro-listening can represent a learner’s overall aural
comprehension skill.

CATEGORIES OF FAST-SPEECH PHENOMENA

Use of the term fast speech as a cover term for the styles or registers in which
phonological reduction or contraction occurs is well established even though it is recognized
that tempo and style are potentially mutually independent. In other words, casual (informal)
speech may or may not be fast, just as careful (formal) speech may or may not be slow.®
Despite the lack of a formal definition of fast in fast-speech, whether it refers to words,
syllables, or phonemes per a unit of time, casual speech appears to be associated with
increased speaking speed (Dalby, 1986).

Linguists have categorized fast-speech phenomena in a variety of ways, and have
referrc * ¢ 5 them collectively not only as fast-speech phenomena buc also as sandhi variation,
realistic oral interpretation, and stylistic morphophonemics among others.

Sandhi variation refers to ‘the phonological modification of grammatical forms which
have been juxtaposed’ (Crystal, 1980, p. 311). Sandhi processes, which occur in many
languages, include assimilation, mutation, contraction, liaison, and elision (Bloomfield,
1933, pp. 186-189 et passim). Generally, sandhi will occur only at a normal speed of
speech and will be distorted or obliterated by any slowing-up process (Pei, 1966).

Prator and Robinett deal with sandhi (internal and external) in the spoken language
(1985, pp. 189-205). The principal processes of sandhi variation that they include are

il
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assimilation, obscuration, omission, and inserion. Obscuration and omission are
synonymous with reduction and deletion, respectively, in other categorizations.

Madsen and Bowen use the term realistic oral interpretation to refer to fast-speech
phenomena. They believe that realistic oral interpretation involves at least three

pronunciation phenomena (notably so in English), i.e., reduction, assimilation, and
coatraction (1978, pp. 34-50).

Reduction involves vowel reduction, of course. But, in their categorization, it also
includes the loss of certain consonants such as A and .

Madsen and Bowen point out that assimilation almost exclusively involves consonants.
Unlike other sets of categories, they argue that the insertion of intrusive consonants
facilitating the transition between sounds quite different from each other is another type of
assimilation. They claim that palatal assimilation (palatalization) is strongly characteristic
of English and that the patterns are of great generality (s, z, t, d, + y = sh, zh, ch, j).

According to Madsen and Bowen, contraction applies nnly to specific combination
of words (e.g., isn’t, gonna). They point out that the difference between the full and the
contracted forms helps clarify the meaning with the contrastive information.

In the present research, fast-speech phenomena will be used as a general term
representing the phonetic and phonological variation of casual, relaxed, informal, spoken
utterances typically reduced, contracted, or under-specified in real-world American English.
For purposes of this study, a modified version of Dickerson’s (1986) framework was adopted
because of its systematic and thorough descriptions of fast-speech phenomena.

Dickerson refers to the streamlining processes evident in casual speech as stylistic
morphophonemic changes, in that “educated native speakers of English change the
pronunciation of their words in everyday, informal speech so that the words require fewer
articulatory gestures and can be spoken more rapidly” (1986). An analysis of these
phenomena proposes that the two major processes include smoothing processes for smoothing

the transition between sounds and compression processes for compressing sounds so that they
take less time.

The seemingly more pervasive linking phenomena, for example, vowel-to-vowel,
vowel-to-consonant, consonant-to-vowel, consonant-to-consonant transitions at word
boundaries, will not be dealt with in this study. They can easily form the basis for another
major study of fast-speech phenomena. Unable to treat all aspects of this topic at once, this
study focuses on the following categories in order to address the above hypotheses.

The smoothing processes involve 1). assimilation: i) wicing, ii) point, iii) manner;
2) insertion: i) stop epenthesis, ii) glide insertion; and 3) dissimilation: i) haplology, ii)
schwa insertion. Each of these smoothing processess is illustrated below.

Voicing assimilation refers to a phenomenon in which one segment takes on the

voicing of an adjacent segment. For example, the /t/ of petal becomes voiced before the
voiced syllabic /1/, so that it sounds like pedal. Point assimilation occurs when one segment

20y
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moves to the point of articulation of (usually) the next segment (regressive). Palatalization
in which alveolar consonants shift to the palatal position is a prime example of regressive
point assimilation. Manner assimilation is the process by which one segment assimilates to
the manner of articulation of the adjacent segment, usually a nasal. For example, give ’em
is often pronounced as /gibm/, in which the iricative /v/ changes manner to a stop /b/ under
the influence of a following bilabial made with closed lips, namely, /m/.

In the category of insertion, stop epenthesis refers to the intervention of a plosive stop
between (usually) a nasal and a fricative, e.g., the appearance of /p/ as in /warmé/, the
pronunciation of warmth. Glide insertion means the appearance of /-y/ and /-w/ between
adjacent vowels, and of a central glide between some vowels and /1/ and /r/.

Dissimilations are changes that occur where similar sounds are in close proximity.
One type is haplology, the deletion of duplicate elements or syllables, as in the /prabli/
pronunciation of probably. Another type is schwa insertion, the introduction of an extra
schwa sound to avoid the loss of similar sounds, e.g., /z/ -/ z/ after sibilants.

The compression processes consist of phenomena such as 1) reduction: i) vowel
reduction, ii) syllabicarion, iii) tapification; and 2) deletion: i) consonant cluster
simplification, ii) geminate cluster simplification, iii) vowel elision, iv) consonant elision.
Each of these is illustrated next.

Among types of reduction, vowel reduction is very typical of fast speech in that
almost all vowels become schwa when unstressed. Syllabication refers to a phenomena in
which mainly /1, n, 1/ become syllabics in unstressed syllables following nonsonorants.
Tapification occurs when /t, d, n/ turn into flaps (taps) between a stressed vowel and an
unstressed vowel.

In the category of deletion, consonant cluster simplification (CCS) represents the loss
of a consonant in a string of three consonant sounds, e.g., /d/ as in landlord. Geminate
cluster simplification refers to a loss of one of two identical and adjacent consonant sounds.
Vowel elision represents a loss of schwa primarily from an unstressed syllable, as in the loss

of the o in facrory. Consonant elision is a loss of mainly initial /h, w/ from unstressed
function words, e.g., give him - give ’im.

RESEARCH METHOD

Subjects

Two foreign language institutes offering instruction in listening to fast, informal
spoken English and three universities offering instruction in listening to articulated, formai
spoken English were chosen to participate in the test. Five hundred students were selected
from the universities, but only 428 responses were available for the analysis, excluding the
invalid answers. Four hundred students (all of whom were taking a listening course at the
language institutes) were chosen from the institutes, but only 281 valid responses could be

utilized for the analysis. Thus, 709 student answers were counted as valid responses for the
present research.
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Test Development and Format

The final version of the test was developed on the basis of an item analysis and an
evaluation of reliability and validity of pilot tests administered to 44 subjects, all attending
the Intensive English Institute at the University of Illinois at Urbana-Champaign.

The test material consisted of a written text and an accompanying cassette tape. The
written text was made up of a questionnaire, instructions for the test, and a spot-dictation
answer sheet. The questionnaire included seven question items mainly concerned with the
students’ educational background in the area of listening and the extent to which they
watched AFKN TV. The vocabulary and grammar of the test was kept strictly at a
rudimentary level to ensure that lexical and grammatical competence did not serve as
intervening factors.

The final test consisted of 50 question items. For the sake of an unbiased
interpretation of the results of the test, four items were assigned to each of the ten major
subcategories, such as 1) vowel reduction, 2) tapification, 3) syllabication, 4) consonant
cluster simplification, S) geminate cluster simplification, 6) vowel elision, T) consonant
elision, 8) assimilation (manner, point), 9) assimilation (point; Y-ful), 10) glide insertion,
respectively. Fewer than four items were assigned for each of the minor subcategories.
There were three items for auxiliary+have+past participle, two for gonna, two for
tapification +consonant elision, one for dissimilation, one for -in’, and one for -thing.

Subjects would hear on the tape an item from subcategory 8, for example: Is that
everything you do? On their spot-dictation answer sheet, they would attempt to fill in the
blank: everything you do?

Research Design

The dependent variable in this study was students’ overall performance on the micro-
listening test expressed as an interval-scale test score. The total score represents the number
of items correct. The independent variables included 1) the students’ exposure to instruction
in the aural comprehension of formal and/or informal speech, and the exposure to AFKN
broadcasts. Information regarding these independent variables was obtained from the
questionnaire whick accompanied the listening test.

The research employed a criterion group factorial design. A two-criterion group
design was used because the past treatments of the subjects could not be controlled. A
factorial design accommodated the two levels of independent variables considered in this
research (i.e., the extent of exposure to listening instruction and to AFKN).

A statistical procedure of analysis of variance was used to examine the research
questions. A one-way ANOVA was employed to compare the total score with the degree

of exposure to fast-speech instruction, and a two-way ANOVA was utilized to compare the
total score with different kinds of instruction.

To determine the relationship between the total score and the degree of exposure to
AFKN broadcasts a one-way ANOVA was employed, and a two-way ANOVA was used for
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comparing the total score in relation tc the extent of exposure to fast-speech instruction and
to AFKN programs.

In order to draw some useful conclusions from this research, subjects were groups
according to the type of listening instruction they had received. The different amounts of
exposure to fast-speech listening instruction (FS instruction), careful-speech listening
instruction (CS instruction), and AFKN-broadcast listening were also categorized. The
categories used are the following.

Subjects were assigned to four groups based on the extent to which they were
exposed to listening instruction: Group O represents a group with no exposure to FS or CS
instruction; Group 1 refers to a group with exposure to CS instruction only; Group 2 is a
group with exposure exclusively to FS instruction; and Group 3 represents a group with
exposure to FS and CS instruc‘ion.

The length of exposure to listening instruction and to AFKN broadcasts is considered
a moderator variable which allows us to investigate the effect that different lengths of
listening instruction and AFKN broadcast exposure had on students’ performance.

The CS instruction group (Group 1 above) was categorized into four subgroups on
the basis of length of instruction in terms of months. The subgroups are: Group 0 (less than
two weeks), Group 1 (more than two weeks but less than four months), Group 2 (more than
four months but less than eight months), and Group 3 (more than eight months). The
rationale for basing groupings on a four-month period is that courses are offered on a
semester basis (roughly equivalent to four months) at the participating colleges.

The FS-instruction group (Group 2 above) was categorized into four subgroups also
on the basis of length of instruction in terms of months. The subgroups are: Group 0 (less
than two weeks), Group 1 (more than two weeks but less than two months) Group 2 (more
than two months but less than three months), ard Group 3 (more than three months). The
rationale for grouping by the month is that courses are offered on a monthly basis at the
private foreign language institutes.

The extent to which students were exposed to AFKN broadcasts was classified into
four categories in terms of length of exposure time. The four subgroups are: Group 0 (less
than one hour a week), Group 1 (more than one hour and less than four hours a week),
Group 2 (more than four hours and less than seven hours a week), and Group 3 (more than
seven hours a wiek)., The length of exposure to AFKN was subdivided according to the
results of an analysis of the empirical data from the survey, and in order to most closely
approximate an equal sample size (for maximum validity) for each category.




RESULTS AND DISCUSSION

Effect of Listening Instruction on Performance

The results of the ANOVA examining the variable, degree of instruction in listening,
clearly show that there is a fairly significant relationship between listening performance and
systematic instruction. The results in general are strongly supportive of the hypothesis that
it is essential to teach students systematically how to listen to fast speech.

Listening Instruction Groups. As is shown in Tables 1 and 2, there are significant
differences even at an alpha of .001 in the test scores among the listening instruction
groups. Table 2 of the Scheffe test reveals that there is no significant difference in
performance between Group O (no listening instruction) and Group 1 (CS listening
instruction) and between Group 2 (FS listening instruction) and Group 3 (CS and FS
listening instruction). This result suggests that instruction in listening to formal speech does
not facilitate greatly the students’ understanding of informal speech phenomena. It is only

through syster:atic instruction in fast-speech phenomena that students can improve their aural
comprehension of fast, informal speech.

The overall effect of fast-speech instruction is not significantly different from that
of the combination of careful-speech and fast-speech instruction, which implies that there is
no significant additive effect to be gained from CS instruction when it accompanies FS
instruction in the matter of interpreting fast-speech phenomena.

Table 1
ANOVA  for test scores according to level of listening instruction

8ource

Between 38994.84 12998.28 301.98%*
Within 29828.67 43.04
Total €8823.51

*p < .001

Table 2
Scheffe tests for difference in test scores according to level of listening instruction

Mean Group Grp 0 Grp 1 Grp 2 Grp 3
5.75 Grp 0
7.84 Grp 1

21.92 Grp 2 * *

22.16 Grp 3 * *

(* pairs of groups significantly different at alpha = .01)

Fast-Speech Listening Instruction Group. As is clearly indicated by Tables 3 and 4,
there is a significant difference among the subgroups of those receiving fast-speech listening
instruction even at an alpha of .001. Such instruction is closely related to improvement in
aural comprehension skill. The length of the study is markedly proportional to the level of
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performance, which demonstrates the positive effect of systematic training in listening to
informal speech.

Table 3
ANOVA for test scores according to level of listening instruction

Source

Between 42789.80 14263.27
Within 26064.82 37.56
Total 68854.62

*p < .000

Table 4
Scheffe tests for difference in test scores according to level of listening instruction

Mean Group Grp 0 Grp 1 Grp 2 Grp 3
6.70 Grp O

17.81 Grp 1 *

23.38 Grp 2 * *

27.01 Grp 3 * *

(*: pairs of groups significantly different at alpha = .01)

Careful-Speech Listening Instruction Group. Tables 5 and 6 indicate that there is no
significant difference among the CS-instruction subgroups at an alpha of .05. Careful-speech
instruction does not seem to complement nor supplement performance on the micro-listening
test of fast-speech. It can be inferred that instruction in listening to careful speech does not
guarantee that 1.2 learners can pick up fast-speech phenomena rules on their own.

Table 5
ANQVA for test scores according to level of listening instruction

Source

Between

Within 68161.91
Total 68823.51

Table 6
Scheffe tests for difference in test scores according to level of listening instruction

No two groups are significantly different at alpha = .01.

Fast- and Careful-Speech Listening Instruction Groups. In order to identify the
relationship between FS and CS instruction in terms of their effect on the students’
performance, a two-way ANOVA was employed. The results displayed in Table 7 clearly
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conform to the previous findings. FS instruction has a significant effect on fast-speech
listening performance.

The overall increase in the score, proportional to the increase in CS and ES
instruction, indicates that with the combination of CS and FS instruction, one appears to
complement the effects of the other on listening performance. It is interesting, however, to
note that in Table 8, for those who are in the FS Group 2, a general decline in their
performance is shown as the degree of CS instruction increases. Even though the reason is
not clear, CS instruction in this case is somehow counterproductive.

The mean scores for the groups with different degrees of both CS and ES instruction
are underlined in Table 8.

Table 7
ANOVA for test scores according to level of listening instruction

sSource a.f.

Between

FSs 3 42731.78 14243.93
cs 3 634.61 211.54

FS X ¢cs 9 683.66 75.96
Within 681 24746.47 36.34
Total 696 68823.51 98.88

*p < .01
(FS = fast-speech listening instruction;
CS = careful-speech listening instruction)

Table 8
Cell means for test scores according to level of listening instruction

F8 C8 Instruction

Instruction Grp 0 Grp 1 Grp 2
Grp 0 5.75 6.41 8.55
Grp 1 16.94 18.29 20.57
Grp 2 24,18 20.60 18.83
Grp 3 26,71 26,00 25.38

Effect of AFKN Exposure on Performance

A study of the impact that AFKN broadcast listening can have on students’ fast-
speech listening skills reveals that a combination of exposure to fast, spoken English input
and systematic FS instruction facilitates aural comprehension, but that mere exposure to aural
input without FS instruction does not seem to aid aural comprehension.

AFKN Exposure with No CS or FS Instruction. Table 9 shows that even though the
scores of students who have had no listening instruction slightly increase with each increment
of exposure to AFKN, there is no significant difference in performance among the four
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exposure groups (Table 10). The results clearly indicate that simple exposure to language
input with no systematic listening instruction does not facilitate aural comprehension.

Table 9
ANOVA for test scores according to level of exposure to AFKN

Source 88

Between 55.90
Within 3734.14
Total 3790.04

Table 10
Scheffe tests for difference in test score according to level of exposure to AFKN

No two groups are significantly different at alpha = .0l.

AFKN Exposure with Fast-Speech Listening Instruction. It is obvious from Tables
11 and 12 that FS listening instruction greatly enhances the effectiveness of exposure to live
input. The pedagogical implication may be that systematic instruction should go hand in
hand with live aural input to maximize its instructional effectiveness.

It is also worth mentioning that there is no significant difference between Groups 2
and 3, and between Groups O and 1. The reason that there is no significant difference
between Groups 2 and 3 might be that it does not take much time (at most two months) for
the average learner to grasp the linguistic rules of fast-speech phenomena, even though the
amount of time it will take to internalize all the rules via the auditory image may vary from
individual to individual.

Table 11
ANOVA for test scores according to level of exposure to AFKN

Source

Between 4351.09
Within 10796.17
Total 15147.25

*p < .0000

Table 12
Scheffe tests for difference in test score according to level of exposure to AFKN

Mean Group Grp 0 Grp 1 Grp 2
14.74 Grp O '

20.00 Grp 1

24.90 Grp 2 * *

28.97 Grp 3 * *

(* denotes pairs of groups significantly different at alpha = .01)
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AFKN Exposure with Careful-Speech Listening Instruction. Tables 13 and 14 show
that, according to their exposure to the AFKN, there is no significant difference among the
four groups who received CS instruction. As in the case of the no-listening instruction
group, CS instruction does not greatly reinforce the effect of exposure to AFKN input on
listening comprehension.

It is also interesting to note that the number of no-listening instruction students who
watch AFKN is relatively much smailer than the number of FS-listening instruction
students. This may have to do with the motivation factor, that is, students receiving
instruction in fast-speech listening may well be more highly motivated to be exposed to
AFKN than those receiving instruction only in careful-speech listening,.

Table 13
ANOVA for test scores according to level of exposure to AFKN

8source

Between
Within 4649.24
Total 4677.28

Table 14
Scheffe tests for difference in test score according to level of exposure to AFKN

No two groups are significantly different at alpha = .01.

AFKN Exposure with Fast- and Careful-Speech Listening Instruction. 1t is difficult
to make a generalization based on the analysis of these results because the sample size was
too small. Table 16 shows that there is no significant difference among the subgroups which
have received both FS and CS instruction. It may be that the effect of FS instruction is so

great, and the contribution of CS instruction so small, that no amount of exposure to AFKN
can distinguish the subgroups.

Table 15
ANOVA for test scores according to level of exposure to AFKN

8ource

Between
within
Total ' 5744.03

Table 16
Scheffe tests for difference in test score according to level of exposure to AFKN

No two groups are significantly different at alpha = .01.




Relationship between AFKN Exposure and the Instruction Variable. The sta'is
from Tables 17 and 18 support the hypothesis that students do not make use of exposur
input without instruction. The fact that no significant difference appears between the
instruction group and the CS-instruction group strongly suggests that improvement in
aural comprehension of fast-speech is only achieved by instruction focused on listenin
fast-speech.

It is also worth mentioning that the FS-instruction subgroups exposed to AFKN m
than one month performed slightly better than the subgroups which had both CS and
instruction for more than one month. This phenomenon is yet to be explained. It may
rather hasty to jump to the conclusion that CS instruction is counter-productive. This res
however, does suggest that instruction in listening to careful speech alone does not contril
to one’s aural comprehension of informal, fast-speech.

Table 17
ANOVA for test scores according to level of exposure to AFKN
Sourca a.f. 88 M8 F
Between
LI 3 27173.21 9057.74 251.9:
AF 3 2715.00 905.00 25.1
LI X AF 9 2411,90 267.99 7.4!
Within 674 24231.70 35.95
Total 689 68509.14 99.43
*p < .000
(LI = Listening instruction group; AF = AFKN exposure)
Table 18
Cell means for test scores according to level of exposure to AFKN
Instruction AFKN Exposure
Group Grp O Grp 1 Grp 2 Grp
Grp © 5.50 5.61 6.40 7.
Grp 1 7.63 8.24 7.65 8.°
Grp 2 14.74 20.00 24.90 28.¢
Grp 3 19.17 19.95 21,83 27.¢

CONCLUSIONS AND IMPLICATIONS

Heretofore, it has been generally assumed that students would pick up naturall
ability to understand the spoken message as they acquired some command of En,
pronunciation. Therefore, just as young English-speaking children learn to understanc
spoken language as they are exposed to it, so too would L2 learners. Consistent with B
(1977), this study shows first that the assumption of untutored absorption is wrong. T
is a significant difference (at a = .001) between the test achievement of L2 learners exp
to systematic instruction in fast-speech phenomena and that of those who were not ex
to such systematic instruction. Students who were exposed to systematic instructic
listening to fast, spoken English significantly outperformed those without such training.
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results also reveal that exposure to the slow, formal style of English does not greatly
facilitate the students’ comprehension of the fast, informal style of speech. This finding
suggests that we must teach comprehension of fast, spoken English in a systematic manner
if our goal is to have our students understand such speech.

Secondly, the study indicates that while simple exposure to fast, spoken English input
with no systematic listening instruction does not significantly facilitate aural comprehension,
instruction in listening to fast, spoken English combined with exposure to live input
significantly (at a = .0000) enhances learners’ listening comprehension. This suggests, in
terms of a pedagogical implication, that systematic FS instruction should go hand in hand
with live aural input in order for the instruction to have its maximum impact on students.

Many current commercial listening materials are spoken at an artificially slow pace
using prestige dialects that are not typical of ordinary speech. They are often oral readings
of written material articulated in a precise acting style, lacking the pauses and self-
corrections of natural speech. The value of listening materials should be examined in the
light of Krashen’s (1980) proposal that authentic learning experiences should provide an
opportunity for acquisition; that is, they should provide comprehensible input which requires
the negotiation of meaning and which contains linguistic features a little beyond the learner’s
current level of competence. Furthermore, such materials should play a role in bridging the
gap between the language heard in ESL/EFL classrooms and the real language spoken by
native speakers in real-world situations. In this respect, broadcasts such as AFKN in Korea
provide an excellent source of authentic aural input for L2 learners, especially in countries
where native informants are not readily available.

It is obvious that the phonetics of fast-speech phenomena constitutes only a part of
the information processed by the complex listening system. It should be pointed out,
however, that unless L2 learners are equipped with the rudimentary micro-skill to process
this kind oi phonological information, they will not be likely to possess the macro-skill to
successfully process the larger chunk of oral information. While struggling to figure out
how the message is pronounced and resorting to a wild guessing game to comprehend the
message, they will fail to hold up their part in the communicative interaction. To avoid
perpetuating such problems, it is time that we realize that teachers can make an important
contribution in this area. They can in fact meet students’ needs by providing students with
systematic instruction and practice in listening to real-world English.
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NOTES

'Possibly 95 percent of all spoken English is heard in normal, informal situz
(Sittler, 1975, p. 120). Even a national president or a university professor speaks infor:
the bulk of the time (Madsen & Bowen, 1978). '

2The style of pronunciation described in many pronunciation courses is called
colloquial. Normal informal speech is, in many respects, quite different from
colloquial, i.€., there are many features of slow colloquial speech which regularly disa
in informal speech (Brown, 1977, pp. 1-11).

3The everyday unconscious speech of cultivated people - of those in every comn
who carry on the affairs and set the social and educational standards of those commu
(Kenyon and Knott, 1973).

“It should be noted that the term comprehension in the present study refers to 1
syntactic understanding rather than the understanding of the overall meaning of an utter

5The American Forces Korea Network is a combination of TV and radio bro
designed to provide information and entertainment for the servicemen and their depe
stationed in Korea.

The dichotomous categorization of styles of speech in English--slow coll
(careful or formal) and conversational (fast or informal)--is a vast oversimplification.
are certainly more than two styles of speech; indeed they are infinite in number sinc
have no definable boundaries, each merging imperceptibly into the next (Brown, 15
7). In this study, however, fast, informal speech will be described as though it s
homogeneous style standing in opposition to a careful, formal style of speech.

"For a more systematic discussion of this phenomenon, refer to Dickerson (19
303-316).

REFERENCES

Andersen, Roger W. (1979). Minimal aspects of SLA. Mimeographed.

Bever, T. G. (1975). Psychologically real grammar emerges because of its role in la
acquisition. In D. P. Dato, (Ed.), Developmental Psycholinguistics: Theo
Applications. GURT. Washington, D. C.: Georgetown University Press.

Bloomfield, Leonard. (1933). Language. New York: Henry Holt.

Brown, G. (1977). Listening to Spoken English. London: Longman Inc.
Chaudron, Craig. (1983). Simplification of input: Topic reinstatements and their eff
1.2 Learners’ recognition and recall. TESOL Quarterly. 17, 437-458.

Choi, Inn-Chull. (1988). The necessity of teaching English fast speech phenomena fo
aural comprehension skills in the Korean context. Unpublished M.A.
University of Illinois at Urbana-Champaign.

Chomsky, Noam. (1965). Aspects of the Theory of Syntax. Cambridge, Mass.: Tl

Press. )
21



27

Chomsky, Noam. (1966). Linguistic theory. In Northeast Conference on the Teaching of
Foreign Languages, (Ed.) R. G. Mead. pp. 43-49. Menasha, Wisc.: George Banta.

Corder, S. Pit. (1967). The significance of learners’ errors. International Review of Applied
Linguistics, 5, 161-170.

Crystal, David. (1980). A First Dictionary of Linguistics and Phonetics. Boulder, Colo.:
Westview Press.

Dalby, M. Jonathan. (1986). Phonetic Structure of Fast-speech in American English.
Bloomington, Indiana: Indiana University Linguistics Club. _
Dickerson, Wayne B. (1985). The Invisible Y: A case for spelling in pronunciation

learning. TESOL Quarteriy, 19, 303-316.

Dickerson, Wayne B. (1986). Streamlining Processes. Mimeographed.

Dulay, Heidi C., Marina K. Burt, and Stephen D. Krashen. (1982). Language Two. New
York: Oxford University Press.

Ferguson, Charles A. (1975). Towards a characterization of English foreigner talk.
Anthropological Linguistics, 17, 1-14.

Hakuta, Kenji, and Herlinda Cancino. (1977). Trends in second language acquisition
research. Harvard Educational Review, 47, 294-316.

Hatch, Evelyn M. (1983a). Psycholinguistics: A Second Language Perspective. Rowley,
Mass.: Newbury House.

Hatch, Evelyn M. (1983b). Simplified input and second language acquisition. In Roger
Anderson (Ed.), Pidginization and Creolizations as Language Acquisition. pp.
64-86. Rowley, Mass.: Newbury House.

Hayes, J. R., (Ed.). (1970). Cognition and the Development of Language. New York: John
Wiley and Sons.

Joos, Martin. (1959). The isolation of styles. Georgetown University Monograph Series on
Languages and Linguistics, 12, 107-113.

Kenyon, John S., and Thomas A. Knott. (1944). A Pronouncing Dictionary of American
English. Springfield, Mass.: Merriam.

Krashen, Stephen D. (1980). The input hypothesis. In James E. Alatis (Ed.), Current
Issues in Bilingual Education: Georgetown University Round Table on Languages and
Linguistics. (pp. 168-180). Washington, D.C.: Georgetown University Press.

Krashen, Stephen D. (1986). The Input Hypothesis. London: Longman Group Limited.

Long, Michael H. (1983). Native speaker/non-native speaker conversation in the second
language classroom. In Mark A. Clarke and Jean Handscombe (Eds.), On TESOL
'82: Pacific Perspectives on Language Learning and Teaching (pp. 207-225).
Washington, D.C.: TESOL.

Madsen, Harold S., and J. Donald Bowen. (1978). Adaptation in Language Teaching.
Rowley. Mass.: Newbury House.

Morley, Joan. (1985). Listening comprehension: Student-controlled modules for self-access
self-study. TESOL Newsletter. X1X:6, p.1 and pp. 32-33.

Nagle, Stephen J., and Sara L. Sanders. (1986). A model of listening comprehension
processing in the adult language learner. TESOL Quarterly, 20, 9-23.

Odlin, T.M. (1978). Variable rules in the acquisition of English contractions. TESOL
Quarterly, 12, 451-458.

Pei, Mario. (1966). Glossary of Linguistic Terminology. New York: Columbia University.

Prator, Clifford H., Jr., and Betty Wallace Robinett, (1985). Manual of American English
Pronunciation. 4th ed. New York: Holt, Rinehart and Winston.




28

Rivers, Wilga M. (1981). Teaching Foreign Language Skiils. 2nd ed. Chicago: University
of Chicago Press.

Rivers, Wilga M. (1983). Communicating Naturally in a Second Language: Theory and
Practice in Language Teaching. Cambridge: Cambridge University Press.

Rivers, Wilga M., and Mary S. Temperley. (1978). A Practical Guide to the Teaching of
English. New York: Oxford University Press.

Sittler, Richard C. (1975). Teaching aural comprehension. In Anne Newton (Ed.), The Art
of TESOL: Selected Articles from the English Teaching Forum (Part One). pp.
117-121. English Teaching Forum, Washington, D.C.

Weinstein, Nina. (1983). Whaddaya Say? Guided Practice in Relaxed Spoken English.
Culver City, Calif.: ELS.




IDEAL 5, 1990
LEARNING STYLES OF MAINLAND CHINESE STUDENTS OF ENGLISH
Carolyn Dirksen

Second language learning procedures in the Chinese classroom are
conditioned both by the Confucian educational tradition and the national
examination system. These two influences have also shaped the learning
styles of Chinese students. This research reports the results of a learning
styles inventory self-reported by 1076 students studying Erglish as a foreign
language in China. The findings indicate that, while the stereotype of the
lecture/textbook-centered Confucian scholar still has some validity, modern
Chinese students are open to newer methods and prefer styles of learning
which represent radical departures from Chinese tradition. Questionnaire data
revealed preferences for tactile and kinesthetic learning as well as a preference
to master subject matter independently. In contrast, students with increased
exposure to foreign teachers showed greater divergence from a projected
Western learning styles model and somewhat greater similarity to traditional
Chinese preferences.

In a typical Chinese classroom, the students wait silently on their backless stools until
the teacher enters the room and steps briskly onto the stage and behind the lectern. "Stand
up!” directs the monitor, and the class snaps to its feet. After exchanging a ritual greeting,
the class sits and the teacher begins the lecture. There are no questions from students and
no class c¢iscussion. The lecture moves rapidly, and students write furiously, attempting to
capture a complete written record of the teacher’s words. Because students will be graded
solely on their performance on the final examination, they leave the classroom ready to
memorize their notes in preparation for giving them back verbatim at the end of the term.

Although still the norm in China, this formal classroom seems almost an anachronism
to Westerners more accustomed to easy give and take between students and teachers and
more familiar with a student-centered apnroach to learning. However, education in the
People’s Republic of China grows out of the Confucian tradition in which the teacher is the
supreme authority, and the students are passive recipients of information. For almost 2000
years, Chinese education focused on the Confucian classics, and a man was a scholar if he
had committed the entire canon to memory. He was then able to answer any questions and
settle any disputes concerning balance in society and appropriate behavior (Hou, 1987).

Because education focused on a finite amount of information (i.e., the classics) it
could be memorized, and since the classics were considered to contain all the relevant
principles for maintaining society properly, education centered on those texts. Quite
naturally, then, the scholars who had memorized the texts were the knowers, and the
students who had not memorized them were the empty vessels seeking knowledge. The high
importance of the classics also focused attention on the written word and fostered a profound
respect for the language of literature as opposed to the language of daily speech. Therefore,
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it is quite reasonable that Confucian education should center on the teacher, the text, and the
grammar of the language and that memorization should be the primary mode of learning
(Hou, 1987). Since 1949, the stated purpose of education has shifted drastically frem
maintaining proper social order to "serving the people and the revolution” (TEFL in China,
1987, p. 40). Nevertheless, Confucian tradition runs deep in Chinese society and, while
Confucianism is no longer the stated model for education, its influence is still felt.

In comparison, education in the West, and particularly in the United States, has been
developing along lines established by John Dewey and other educational philosophers. These
foundational philosophies have contributed to a TESOL methodology which sees the student,
not the teacher, as central, which focuses on the development of skills rather than on the
memorization of the textbook, and which attempts to prepare students to speak English
appropriately with native speakers rather than to master the grammar of a finite body of
literature. These two radically different approaches to teaching/learning collide when
Westerners go to China to teach English to Chinese students in their homeland.

Because the learning environment for Chinese students has been dramatically different
from that of students studying in the United States, it is reasonable to assume that their
learning styles might also be different. As recent TESOL research indicates, an
understanding of students’ learning styles is central to the development of appropriate
teaching methods. A considerable amount of learning styles research has been done with
international students and immigrants studying in the United States. One goal of that research
has been to discover ways of assisting such students in their attempt to assimilate so that they
can be successful in a North American learning environment. In contrast, the study reported
here has attempted to discover a learning styles profile for Mainland Chinese students of

English so that appropriate materials can be prepared for teachers going into a Chinese
teaching situation.

REVIEW OF LITERATURE

English Teaching in China

As increasing numbers of "foreign experts" have entered China to assist with the
modernization, the Chinese have attempted to explain Chinese learning styles to Westerners
to reduce confusion in the classroom. Explanations are provided by Hou (1987) and Yang
Suyang (1987). Both of these authors describe the Confucian underpinnings of Chinese
educational style, point out ways in which Western teaching styles are in conflict with those
traditions and discuss methodologies which might be successfully accommodated by Chinese
students learning from Western teachers. Shanghai Foreign Language Education Press
(1986) provides an insightful history of foreign language teaching in China, suggesting that
traditional grammar/translation methods are commonly used in China because of the rigid
examination system rather than because of the echoes of Confucianism.

Language Learning Styles
Research into learning styles began when educational theorists became interested in

investigating cognitive style. Witkin (1976), Witkin, Moore, Goodenough and Cox (1977a),
and Witkin, Moore, Oltman, et al (1977b) did research on field dependence/independence
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as a means of perceiving and processing information. In another vein, Kagan (1966) and
Kagan and Messer (1975) investigated "conceptual tempo,* comparing learners who were
reflective to those who were impulsive. More closely related to this study, Hill (1971)
examined "cognitive style mapping,” a referencing of preferred kinds of media and instruc-
tional strategies. Kolb (1976, 1984) described individual students’ approaches to learning
as accommodators, divergers, convergers, and assimilators. Grasha (1980) categorized
students as independent, avoidant, collaborative, dependent, competitive, and participant.

During the 1970s cognitive studies moved into a more applied realm as Dunn and
Dunn (1972) developed a self-reporting learning styles questionnaire which identified the
kinds of media and types of instruction preferred by elementary school students. Dunn
(1983, 1984) and Reinhart (1976) identified four perceptual learning modes: visual,
auditory, kinesthetic, and tactile.

Research on second language learning styles began in the mid 1970s and has focused
on cognitive styles and on learning strategies, but little of this research has attempted to link
learning styles with cultural traits, and most of the research has been done with mixed
populations studying English as a second language rather than as a foreign language. Wong
(1985) is one exception, and his study is particularly relevant to the research reported here
because his population was Asian.

A few studies have focused on altering methods to meet the learning needs of
non-native speakers. Birckbichler and Omaggio (1978) contend that students employ
different learning strategies as task demands change, and they also support identifying student

learning styles and developing methods which accommodate the styles of individual learners.
Hosenfeld (1979) also contends that teaching should adapt to the learning styles of the
students in the second language classroom. Cautionary notes are sounded by Corbett and
Smith (1984) and by Doyle and Rutherford (1984) who contend that learning styles
inventories may not be valid and that research is difficult to replicate. Similarly, Cohen
(1984) suggests that learning styles inventories should be supplemented with the input of
trained observers.

Reid (1987) developed a self-reporting learning styles inventory specifically for use
with non-native speakers and examined more than 1000 responses, noting some differences
in style which correlated positively with the country of origin. While research into the
learning styles of non-native speakers has flourished over the past decade, little attention has
been given to non-native speakers learning English outside the context of an English-using
culture. It is, therefore, the purpose of this study to provide data on Mainland Chinese
students learning English in their homeland.

PROCEDURES

Questionnaire Design

The first task in approaching learning styles research in China was to design an
appropriate questionnaire. Three self-reporting questionnaires were examined, and strengths
of each were adopted. One questionnaire, designed especially for non-native speakers (Reid,
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1987), served as a model for language proficiency level. The second model was designed
for junior high school students (Mesa Public Schools, 1985) but was considered useful
because it assessed the four perceptual leaming modalities--auditory, visual, tactile, and
kinesthetic. The third was designed for college students and assessed cognitive categories
including participant, avoidant, competitive, cooperative, dependent, and independent. The
composite questionnaire contained fifty questions stated within the vocabulary of intermediate
non-native speakers and was intended to assess both perceptual and cognitive modes.

Ten learning modalities (auditory, visual, tactile, kinesthetic, independent,
dependent, participatory, avoidant, collaborative, and competitive) were included with five
statements designed to test the preference for each. Response choices ranged from "strongly
agree = 1" to "strongly disagree = 5." Therefore, a total of S for a particular modality
indicated the highest possible preference for that modality for each category, and a total of
25 indicated the strongest possible aversion. The questionnaire allowed students to indicate
indecision by responding with a 3. For each learning modality totals ranging from S through
11 were considered to indicate preference; scores from 12 through 18 indicated indecision,
»nd scores from 19 through 25 were considered to indicate some degree of aversion to the
style measured.

Data Collection

Copies of the questionnaire were distributed to Americans and Canadians teaching in
China. Teachers agreed to participate on a voluntary basis and requested a total of 3000
questionnaires. After four months, 1076 valid questionnaires had been returned.

Population

Students from 16 colleges and universities participated in the study, including
institutions in Jiangsu, Hunan, Sichuan, Inner Mongolia, Shaanxi, Jilin, Jiangxi, Hubei,
Hebei, Shandong, and Henan provinces. Of the 1076 students in the study, 39 were
agriculture majors; 61 were engineering majors; 795 were English majors, 62 majored in
medicine; and 119 were from classes which served a variety of majors. There were 199
freshmen, 292 sophomores, 311 juniors, 14 seniors, 86 graduate students, 132 middle (i.e.
secondary) school teachers, and 42 college teachers. Some 391 had had no previous

exposure to a foreign teacher; 335 had had one year; 306 had had two years; and 44 had had
three years. :

Data Analysis

Frequency distributions were calculated for each variable (class, major, and amount
of exposure to foreign teachers), and cross tabulations were computed to compare learning
styles preferences in terms of the major variables. Chi squares were also calculated but were

not used as the sole indicator of significance because of the number of cells with fewer than
S cases.




Overall Profile

Of the four perceptual learning styles included, the Chinese students as a whole
indicated the strongest preference for kinesthetic learning (73%) and the weakest preference
for auditory learning (28%). The preference for kinesthetic learning is surprising given the
usual constraints of the Chinese classroom, typically conducted in the most rigid lecture
style. In contrast, students in the study indicated appreciation for activities such as role play,
experiments, and "free chats” with the foreign teacher. The limited eathusiasm for the
auditory mode is not surprising since Chinese education focuses on reading, and aural skills
in second language learning are often neglected. Some 67% indicated a preference for tactile
involvement stating that they learned better when they made maps and drawings and when

they did class projects, and 62% of the participants indicated a preference for visual
learning.

Of the cognitive modes, students expressed the strongest preference for participant
learning (76%), indicating that they find class sessions worthwhile, are eager to learn, do
their best, sit where they can hear clearly, and do assignments as soon as they are given.
While lack of anonymity on some answer sheets might have contributed to the strength of
this response, most teachers of Chinese students would agree with the eamest, dedicated
profile indicated by this preference. Similarly, participants indicated the strongest aversion
to the avoidant mode. Only 6% indicated that they were avoidant; i.e. that they found it
difficult to pay attention in class, hoped the teacher would not call on them, did not pursue
information they did not understand, or found classes boring.

Some 68% indicated a preference for a collaborative style, indicating that they liked
to study with others for examinations, felt that students should tell their teachers when the
class is not going well, liked to hear other students’ views, and appreciated class discussion.
In contrast, 49% indicated that they were competitive, tried to be first to answer questions,
wanted to do better than others in the class, only helped others when it did not hurt them,
and tried to do assignments better than others. Given the general cultural emphasis on the

group as opposed to the individual, it is not surprising that there was a strong preference for
collaboration.

Although 55% indicated that they were independent learners, 49% indicated strong
dependence on the teacher. Since the questionnaire did not force a choice between these two
modes, they were not mutually exclusive, and the apparent paradox of being both is entirely
possible in the Chinese system. Some students are very deperdent on teachers in the
classroom, considering them to be unquestionable authorities, expecting them to assume
responsibility for structuring learning, and not appreciating class discussion which takes time
away from lecture. At the same time, they may be quite independent learners outside the
classroom learning English by listening to the radio, studying what is important to them
whether or not it is stressed in class, forming their own opinions, and working on their own.
Chinese students have very little choice in what they study, so many of them pursue their
own interests outside the rigid curriculum of the universities.
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In summary then, Chinese students as a group appeared to prefer kinesthetic/tactile
learning experiences and to have most difficulty with the auditory channel. They appeared
to have good motivation and a positive attitude and combined the skills of dependent and
independent learning even though they were slightly stronger as independent leamers. They
were somewhat more comfortable working with rather than against their classmates.

Analysis by Student Classification

An examination of groups within the 1076 student total revealed some interesting
differences in strategy. The total population was divided into four major student groups:
undergraduates, graduates, middle school teachers and college teachers. Each group was
examined for learning style preference. The auditory mode, again, was the least preferred,
and--of the four groups--graduate students exhibited the strongest preference for this mode
(35%) and undergraduates indicated the weakest preference (27%). College teachers
exhibited the strongest preference for the visual mode (66%), and middle school teachers
indicated the least preference (59%). College teachers indicate a 72% preference for tactile
learning, and graduate students expressed only a 55% preference.

In the cognitive modes, college teachers were the most strongly participant with a
94% preference. Undergraduates exhibited the weakest preference for participant learning
with 74%. Similarly, college teachers indicated the strongest aversion to the avoidant mode
(80%), and middle school teachers exhibited the weakest aversion at 46%. Graduate
students were the most independent (61%), while college teachers were least independent
with only a 38% preference. In contrast, middle school teachers were most dependent with
a 57% preference, and college teachers were least dependent with a 46% preference. Middle
school teachers were most collaborative (75%), and college teachers were least, indicating
a 60% preference. Undergraduates were most competitive with a S1% preference, and
middle school teachers were least competitive with a 34 % preference,

Of the four groups, college teachers form the most interesting profile. They are both
the least independent and the least dependent. They are also the most participant and the
least avoidant as well as the least collaborative. Perhaps because of their age in comparison
to the other groups and because of their position in the Chinese educational system, they
come closest to the traditional picture of a Chinese scholar--the eager, committed learner
who accepts the word of the teacher unquestioningly but also does independent study and
relies on his/her own resources rather than cooperating with others.

English Majors Compared to Non-Majors

Since English majors constituted the largest group in the study (795 or 74%), they
were compared to all non-English majors. There was very little difference between English
majors and non-majors in the four perceptual styles. However, the cognitive styles showed
some interesting differences. The greatest difference was in the competitive mode where
English majors expressed a S1% preference and non-majors expressed only a 41%
preference. English majors also appeared to be somewhat more independent with a 57%
preference compared to the non-majors’ preference of 49%. They were also somewhat less
dependent with a 47% preference compared to 55% for non-majors. Surprisingly, they were
also somewhat more avoidant with only a 44% aversion response compared to 52% for
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non-majors, and they were somewhat less favorable to the participant mode with 74%
preference response compared to 82% for non-majors. Therefore, English majors were more
collaborative, more competitive, more independent, and less dependent than their non-major
counterparts. They were perhaps more collaborative and less dependent on their teachers
because of their greater facility in the language and more competitive because, in China, job
placement often depends to some extent on rank in class.

Exposure to Foreign Teachers

Predictably, students who had spent more time in the classrooms of native speakers
had stronger preference for the auditory mode. Only 28% of those with no previous
exposure expressed a preference for auditory learning while 34% of those with 3 years’
exposure did. Other perceptual modes showed little or no consistent change. Yhe cognitive
modes indicated some surprising changes, however. Since Western education stresses
critical thinking and independence from the teacher far more than does Chinese education,
it was surprising that only 48% of those students with no previous exposure to foreign
teachers expressed a preference for dependent learning, but 57% of those with 3 years’
exposure expressed such a preference. Similarly, one would predict that the student-centered
techniques of Western teachers would increase the students’ receptivity to the participant
mode. On the contrary, 81% of the students with no previous exposure expressed a
preference for participation while only 57% of those with 3 years’ exposure expressed a
preference. Only 3% of those with no exposure expressed support for an avoidant strategy
while 38% of those with 3 year’s exposure were avoidant. Western education also stresses
group work, but 70% of the students with no exposure were collaborative compared to only

57% of those with 3 years’ exposure. While 52% of those with no exposure were
competitive, only 43% of those with 3 years’ exposure exhibited this preference.

In short, students with longer exposure to Westerners and Western methods were
more dependent, more avoidant, less participant, and less collaborative. It is perhaps
stretching the data to draw assumptions from this, but it appears that Chinese students
increase in their rejection of Western methods as they spend more time in a Western

classroom. These data have implications for the adaptation of Western methods to the
Chinese setting.

CONCLUSIONS AND DISCUSSION

Projected Model

After examining the Confucian approach to education and spending some time in a
Chinese classroom, one would predict that Chinese students would prefer the auditory and
visual modes and would not express a strong preference for tactile or kinesthetic learning
since education in China is primarily a matter of listening to lectures and reading or
memorizing textbooks. One might also predict that Chinese students would express a
preference for dependent learning and that they would be collaborative and participant
learners as opposed to independent, competitive and avoidant. Much of this profile is born
out by the data in the study, but much of it is also sharply contradicted.
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The first surprise in the data was the overwhelming support for every learning
modality except the avoidant category. Even in those few categories where students did not
express a clear preference, they expressed minimal aversion. In fact, the percentage of
students expressing an aversion to any modality other than avoidant seldom reached more
than 10% regardless of the subpopulation under consideration. However, the "undecided "
category accounted for a surprising number of responses. For example, 68% of those

students with one year’s exposure to foreign teachers were undecided about their attitude
toward the auditory mode.

Nevertheless, even if a significant portion of the undecided responses were negative
rather than positive, the profile still indicates a strong preference for kinesthetic and tactile
learning. The positive response of students in the study to methods not commonly used in
the Chinese classroom could indicate the students’ real desire for change.

In the cognitive modalities, Chinese students were understandably collaborative. It
was also no surprise that they manifested a strong preference for the participant mode. Part
of this can be attributed to the high value placed on education in Chinese society. It can also
be explained partly by the fact that the questionnaires were given to students in colleges and
universities, and, in China, only a very elite minority of students gains access to higher
education. Those who do have proven themselves to be "good students" who have learned
to cooperate well with the system. The only surprise in the cognitive category was students’
somewhat strong preference for independence. This is not in keeping with the Confucian
model which calls for students to rely totally on the teacher; however, this tendency was
somewhat contradicted by a similarly strong preference for dependence.

IMPLICATIONS FOR TESOL METHODOLOGY IN CHINA

Judging from the evidence in this study, the American teacher going to China will
find a receptive group of students with a desire to try new learning channels. Teachers
should make every attempt to supplement oral presentations with visual aids and with plans
for student involvement in making models, drawing maps and pictures, and doing role play.

The most cautionary note sounded by the data was in the reaction of students with
extended exposure to foreigners. While teachers going into classes which have had foreign
teachers before might expect them to be closer to the Western model in their preferred
learning styles, such students have increased in their avoidant tendencies, are more
competitive, and are more dependent.

For the Chinese student, performance on national, standardized examinations is all
important, and since these examinations are written by Chinese professors who use a
traditional grammar/translation method, they seldom test the skills taught by the foreigners.
As the author of TEFL in China notes ". . . every teacher of English must understand that
the major objective of English teaching in China is the development of the student’s ability
to read and study on his own, and that the secondary objective is the development of
listening, speaking, and translation skills" (p.70). Probably most foreign teachers consider
oral/aural skills to be at least as important as reading. This mismatch of expectations
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between teachers and students could, in part, account for the apparent change in attitude of
students with extended exposure.

Whatever the circumstances of the foreign teacher in China, it is important for him
or her to have as much understanding of the Chinese educational system and of individual
Chinese learners as possible. Continued investigation of Chinese learning styles and further
dialogue with Chinese methodologists will be invaluable as increasing numbers of Americans
and other English speakers are drawn to China as teachers. Successful teaching in China,
it seems, depends upon the teacher’s willingness to disregard stereotypes of the Chinese
student as well as ethnocentric attitudes toward the "correct method” of teaching English as
a foreign language. The development of methods appropriate for the Chinese student and
the Chinese classroom must begin with a thorough understanding of the learning styles of
Chinese students studying English in China.
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ENGLISH <S>:
CRACKING A SYMBOL-SOUND CODE

Wayne B. Dickerson

The nineteenth letter in the English alphabet, <s>,
appears in more than one-quarter of all English words,! a
number that would be even higher if all the nouns were
pluralized and all the verbs were inflected for the third-person
singular, present tense. The high frequency of <s> in the
lexicon combined with its duplicitous nature creates serious
problems for learners of English when they encounter this
graph in written words. Why is it goose [s/ but gosling /z/,
80 closc /s/ but closed /z2/, museum /z/ but coliseum /s/? In
short, when does <s> signal a voiced sibilant (/z/ or /2/),
and when does it signal a voiceless sibilant (/s/, /5/, or eN?

As basic as this question is, there is no reliable or
comprehensive guidance available to learners or their teachers.
This study takes the first important step toward providing the
needed help; it cracks the symbol-sound code. Starting with a
large corpus of contemporary <s> words and the distribution
of /s/ allophones in Old English, the research uncovers the
complete ruie set in effect in Modern English. The second
step—already in progress—is to devise ways to bring this
information to learners in a usable form.

INTRODUCTION

In English orthography. only four spellings regularly send ambiguous
messages to readers with respect to the voicing of their sound correlates:
<ex-> (/eks/ or [egz/),! <-ed> (/t/ or /(3)d/),} <th> (/8/ or /8/),% and
<s> (/s/ or /(2)2/).% This fact raises a practical question particularly in
the minds of learners of English as they at*zmpt to read novel words:
Should I pronounce this spelling as a voiced or a voiceless sound? Even
with effort, ESL/EFL teachers will not find an simple answer to this
question because none exists at this point in the history of the English
language. For the beginnings of an answer, the teacher  must pass the
question to an applied linguist with an ESL/EFL orientation.

The applied linguist sees the question in two parts, analysis and
application. The analysis part concerns the discovery of regularities that
govern the symbol-sound correspondences between a spelling and its oral
possibilities. ~ The application part is the task of translating descriptive
information into pedagogically usable rules.
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Some progress has been made on the analysis-application fronts with
all four spellings. In the case of <s>, however, only pieces of the total
puzzle have been investigated up to ncw; no unified treatment of the <s>
system can be found in the literature. The purpose of this paper is to
report on an investigation that cracked the code linking <s> systematically
to its various pronunciations. The discovery of a high order of
predictability in the system should hold out hope to ESL/EFL teachers
that applications of this discovery wiil enable them to help their students
determine with accuracy the sound of <s> in spelled words.

THE ESL/EFL ORIENTATION

In a number of important ways, the ultimate use of this research,

namely for advanced learners of English, shaped the way the investigation
was conducted.

First, the corpus of <s> words studied was drawn from a
university-level resource, Webster’s Ninth New Collegiate Diectionary (1983).
In all, more than 40,000 words were examined, the entire collection of <s>
words in the dictionary.

Second, the technical study proceeded under the same constraints

governing the development of practical learner rules, namely, the No Prior
Knowledge Assumption (Dickerson, 1981). At no point did the analysis
rely on information that was ultimately unavailable to the linguistically
naive users of rules derived from the analysis. Rule writing employed no
information about words—their uninflected shape, their derivational history,
their syntactic function, their meaning, or their pronunciation—other than
what was available from surface clues or could be deduced from context,
such as part-of-speech information. The reason for limiting the use of
special knowledge is to make the transition easier between a full technical
description and its pedagogical application.

Third, although the rule framework used in the research is that of
generative phonology, namely, an underlying representation of words serving
as the input to transformational rules that generate a surface phonetic
form, orthographic analysis makes simplifying changes in every part of the
model, anticipating the next stage of application. The underlying repre-
sentation is the common spelling of a word as it occurs in context; this is
what the learner has access to. The transformational rules for spelling have
a form that is more transparent than what is found in the technical
literature; descriptive spelling rules are stated like learner rules. Finally,
the surface output is an orthography-based transcription readily usable by
Jearners, but far indeed from bundles of distinctive features.

All of these factors—the source of the corpus, the operating

assumption, and the representational devices—kept the learner-consumer
and his or her capabilities uppermost in the research from the start.
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PRELIMINARIES
Orthographic Word Class

This study takes its basic methodology from the sound-change
research of Labov (1972) in which the starting point is the target group of
words under scrutiny. Labov calls this group a word class. Applied to
orthography, the corpus is an orthographic word class (Dickerson, 1975).
It consists of all words with a particular spelling, in this case <s>. The
only spellings excluded from this set are <sh> and <sch> words which
form orthographic word classes themselves.

The only words excluded from the <s> word class are proper nouns
only because they tend to be less constrained by language conventions and
more subject to individual whim, e.g. Sean /5/, Grosvemor &. The <s>
parts of compound nouns, compound adjectives, compound verbs, and
compound adverbs are treated as separate entries in the word class. Thus,
fireside, lovesick, eavesdrop, and cocksure are not members of the <s> word
class, while side, sick, eaves, and sure are.

Rules

In Labov’s sound-change model, word classes disintegrate over time
in an orderly fashion, as subgroups of words having the same environment
start being pronounced in a way different from other words in the class.
The function of rules is to state the environment of each break-away
subgroup and how the words in the subgroup are pronounced.  Rules
formalize the correlation between an environment and a variant
pronunciation.

In orthographic research, the rule stating a symbol-sound correlation
for consonants is a consomant correspondence pattern, or con—cor
pattern (Dickerson, 1985a,b). On the left of the pattern is the word class
spelling, in this case <s>, surrounded by environmental information
sufficient to identify the group of words pronounced with a particular
variant. Next is an equals mark, =, meaning ‘predicts’. On the right of
the pattern is the variant or variants predicted, stated in pedagogical
symbols.

The notational devices used to represent environmental features
succinctly will be introduced with each rule but are summarized in
Appendix A for convenience,

Because of their design, con-cor patterns can be written most
efficiently when certain ordering conventions are observed, In particular, a
pattern that has greater detail in its environmental description applies
before a pattern with lesser detail. Farlier rules prevent some words from
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being subject to later rules, a convention known as ‘disjunctive ordering’
(Kenstowicz & Kisseberth, 1979, pp. 347ff). In this sense, earlier rules tend
to be filters for later rules. The result is that patterns coming late in the
sequence can be stated with great simplicity. For example, the last
con-cor pattern in the set is s = -s-. Although its form is simple, its
final position implies the absence of all other environments filtered out by
preceding patterns.  For this reason, the rule is referred to as the
‘otherwise case’. Rule ordering will be discussed in greater detail at the
end of this paper.

Variant Pronunciations

The output of rules is a pronounceable segment or @, silence. Of
the four sounds ordinarily associated with <s>, /s/ as in subsigt is by far
the most common. After this, in order of decreasing frequency, <s> also
represents /z/, /S/, and /i/, as in rose, emission, and occasion,
respectively. Minor variants are /¢/ and @, as in mansion, viscount.

Using pedagogical symbols, these variants are transcribed in the
following way:

/s/
/3/
/s/
/2/
/e/

—-s-
-—Z—
-z2h-

wonononu

On occasion, identical pronunciations will be predicted for adjacent
spellings. When this happens, only one of the predictions is pronounced.
For example, if rules predict -s- for each <s> in an <ss> string, only one
-z will be pronounced.

Sometimes the predicted alveolar -s- pronunciation will change under
the influence of a following alveopalatal -ch- or -sh-. Next to -ch-, an
-s- may become palatalized to -sh-, as in gquestion and gesture, creating
alternate pronunciations. Before -sh-, an -s- becomes -sh-, as in
omniscience, and loses its uniqueness.

A Brief History of Sound and Symbol

From the best historical reconstructions available, it appears that
Anglo-Saxon or Old English had a single alveolar sibilant phoneme, /s/,
with two allophones in complementary distribution according to
environment. The [z] allophone occurred between vowels or between a
vowel and a voiced consonant. The [s] allophone was used everywhere else
(Cassidy & Ringler, 1971, pp. 17, 100; Moore, 1965. p. 20).

A variety of sound mergers, as well as perhaps foreign borrowings,
caused the /s/ phoneme to split into /s/ and /z/ during the late Old

Ei.":;
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English or early Middle English period, encouraging the adoption of the
letter <z> from Greek (Williams, 1975, p. 832).

From the beginnings of the Roman alphabet, the symbol <s> or
<W>—one of its earliest forms—has had a particularly unremarkable
history. It has been used with much the same sound value no matter
which language group appropriated the Roman alphabet for its own
purposes. English is no exception. The letter <s> (and runic <4> carved
on megaliths all over England) appears in the earliest records and was used
with the same sibilant values it has today.

CONSONANT CORRESPONDENCE PATTERNS

On the assumption that Modern English retains the remnants of the
Old English voiced-voiceless dichotomy, the research strategy was to start
investigating the pronunciation of <s> along the lines of the ancient
environments.  Although the research began with stems, the results are
reported here using the linear position of <s> in a word as the organizing
plan—(1) <s> in pre-stem attachments, (2) prefix-influenced stem-initial
<s>, (8) <s> in stems unpressured by external attachments, (4)
suffix-influenced stem-final <s>, and (5) <s> in suffixes.

<s> in Prefixes and Formatives

The English lexicon contains numerous prefixes of Anglo-Saxon and
Latin origin and formatives of Greek origin. At least a dozen of these are
spelled with <s>. Surprisingly, generalizations about <s>, developed in a
study of stems, did not make accurate predictions at first for <s> in some
of these pre-stem attachments. Mispredictions arose primarily at the
boundaries of prefix (or formative) and stem; pseudo-environments created
out of prefix-stem strings matched monomorphemic stem environments. To
avoid these problems, <s> prefixes and formatives were removed from their
stems and analyzed as separate units. Under these conditions, ‘the stem
analysis applies equally to pre-stem morphemes. The step of identifying
these morphemes and separating them from their stems is so important for
the analysis that it has become the beginning strategy. The following is a
preliminary statement of this strategy.

As a first step in the analysis, separate <s>
prefixes and <s> formatives from stems and treat
them as independent words, applying the same
rules to them that apply to stems in general.

The following is a listing of <s> prefixes and formatives. They

conform exactly to the patterns that apply to nonprefix and nonformative
elements.
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Initial <s> Prefixes
se— (Lat) is -s-. prosecule, desecrate
sub— and all alternate forms (su—, sup—, sue—, suf-) (Lat) are -s-.
resuseitate, suppress

Final <s> Prefixes and Formatives

chrys— (Gr) is . chrysalis

dis— (Lat) is . disrupt, disbelief, disinherit
*disease, *diseuse, *dismal and
*dissolve are exceptionally -z-.

dys— (Gr) is . dysgenie, dysrhythmia

gas— (Lat) is . gasify

Jurts— (Lat) is . Jurisdietion

legis— (Lat) is . legislature

lys— (Gr) is . lysome, lysogenic

mis— (AS) is -s-. misguided, misunderstood

trans— (Lat) is -s/z- before V/C_,. translation

trans— (Lat) is -s- before C . transport

Medial <s> Formatives

180— (Gr) is -s-. tsometric, tsotope
miso— (Gr) is -s-. misology
physi— (Gr) is -z-. physiology, physician

Pseudo-environments are created not only by <s>-final prefixes and
formatives, but also by the final o linking vowel of formatives before
stem-initial <s>.® In the interest of an accurate and simplified rule
system, all formatives such as agro—, photo—, lipo— and philo—, must be
recognized and removed from stems. Incorporating this refinement into the
analysis strategy, we have:

As a first step in the analysis, separate <s>
prefixes, <s> formatives, and all o formatives
from stems and treat them as independent words,
applying the same rules to them that apply to
stems in general.

This strategy is well motivated at the technical level and produces
clear dividends. However, it may not seem so adaptable at a practical
level, particularly the facile recognition of final-o formatives. Yet, science
students, for whom there are already good reasons to become familiar with
final-o formatives, may gain additional benefits from information about the

pronunciation of <s> in this environment (Dickerson, 1989a, unit 3, pp.
156-158).
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Influences on Stem-Initial <s>

Virtually without exception, <s> at the beginning of words is
voiceless and conforms to the otherwise <s> case, s = ~s-, as in seven and
summary. A departure from this pattern would be a stem-initial <s>
pronounced as -z-. Such a situation arises when certain prefixes touch a
stem-initial <s>.

One rule alone handles cases of <s> voicing after prefixes. In
Latin-origin words, stem-initial <s> followed by a vowel letter is
pronounced as -2z- after a vowel-final merged prefix” The prefixes
implicated in this change are the Latin-origin de—, pre—, and re—* The
Anglo-Saxon be— does not participate in this voicing rule. To identify the
relevant prefixes, the pattern in (1) lists the prefixes explicitly and indicates
their merged status with m. Unlike the stem rule, VsV (below), stress on
the vowel before <s> is irrelevant to the prediction, as the examples show.
Chomsky and Halle (1968, p. 228{119{a)]) discuss this pattern in detail.

de desértion, desirable, présentdion,
49 pre >m + sV = -z- prestimption, résidue, resilt

re
Eleven words, in (1x) below, have an exceptional -s- pronunciation.

(1x) déssccate, désiccant, desiccdtion, desiccatory, présage, resérpine,
research, researchist, reséct, reséction, resupinate

The strategy of treating each <s> prefix as an independent word
subject to ordinary <s> rules applies to cases like desecrate and resuscstate.
Their internal merged prefixes (se— [before ¢, d, |, v] and su— [before s,
sp, st]) prevent them from being exceptions to rule (1). The strategy does
not work, however, in the case of resurrect and resurrection; rule (1)
applies despite the internal prefix sur—. These words are therefore
exceptions, along with those in (1x).

Rule (1) describes the behavior of merged vowel-final prefixes.
Neutral, "look-alike" prefixes do not have the same effect on <s>-initial
stems. Compare the merged and neutral prefixes in the words below.

resolve ‘to clear up’ vs resolve ‘to solve again’
reserve  ‘to hold back’ vs reserve  ‘to scr e again’

To use rule (1), it is clear that a learner must be abie to identify
prefixes and distinguish those that are merged from those that are neutral,
two tasks that may put off this particular rule to a point late in the
learner’s curriculum.?
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<s> in Stems

As stated in the historical sketch above, two major environments
elicit a voiced rendering of <s>: between two vowels and between a vowel
and a voiced consonant. These environments govern the outline of this
section on stems.

<#> between two vowels. To be more precise about the ancient
environment as it is reflected in Modern English, s-voicing occurs
intervocalically primarily after a stressed vowel.!® In orthographic terms,
the stressed vowel may be represented by a single vowel letter or by a
vowel digraph. Let us consider each possibility in turn.

The first intervocalic voicing environment involves a single vowel
letter carrying stress. The vowel following <s> may be part of a weak
ending (+W) or simply another stem vowel (V); the effect is the same.
(See Appendix A for information on weak endings.) The two subcases,
(2)a and (2)b, are collapsed into a single rule in (2)c, using the ‘/’
notation. The examples are only a sampling. Chomsky and Halle (1968,
p. 228[119(b)]) offer a rule similar to the one in (2)c. Their rule, however,
is overly constrained, requiring a tense vowel rather than a stressed vowel
of indeterminate tenseness.

L

(D2 VstW = -z- advisor, advisory, brisdnee,
bisiness, Dbisy, cosy, delisory,
demise, desisory, disposed, divisor,
envisage, illdsory, incisor, miser,
nosy, prison, recusancy, rise, risen,
résary, rose, supposed, surprise,
usance, visigoth, visine, visor, all
Vsal nouns (perisal), wisent

Qb VsV = -z- dnalyse, bésom, bdsom, chisel,
eloset, deposst, divisible, ezquinite,
fusible, gangosa, gisdirme, grisaille,
hésitant, hésel, imprison,
indivisible, tsinglass, losel,
miserable, mosdte, mésey, muséum,
misic, pdralyse, physical (and
physs— derivatives), positron,
proviso, repository, résin, vistble,
vinit

(2)c \'/sV/+W = -2-
For practical purposes, rule (2)c must come late in the pedagogical

presentation because of the word-stress skills the learner must develop
before using the rule.
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Rule (2)c makes extremely accurate predictions. The exceptions,
listed in (2x), are surprisingly few; they are pronounced with -s-.

(2x) boson, chase, crésol, criside, désage, dise, hysom, memésa,
mésa, mdson, péso, pisiform, prednisolone, trisomy

The exceptions in (2x) are few because several clearly definable
environments become filters and apply before rule (2)c. One pair of filters
handles anomalies surrounding the spelling —ait—. In the first, the
word-internal spelling of —ous retains its -s- pronunciation before —ity, as
in monstrous > monstrésity - monstrésities, despite the stressed vowel
before <s>. This behavior can be described in relation to the <y> of —ity
and the second <i> of —ities. These are ‘terminals’, spellings on words of
three or more syllables that signal an antepenultimate stress (Dickerson

1989a, unit 3, pp. 45f). In (3) below—a rule with no exceptions—+T
means ‘before a terminal’,

()  osit+T = -s- animésity, porésty, viscésities

The second anomaly with —sit— is the -z~ pronunciation of <s>
after an unstressed vowel, an exception to the otherwise rule.  This
phenomenon, although occurring only with the stems —posit— and —quinit -,
involves dozens of words. Rule (4) captures this set perfectly. The raised
dot is a position marker designating the beginning of a word or the

position after a prefix. The ‘X’ signifies any number of consonant letters
or none at all.

(¢) XVsit = -z- dequisition, position, preréquisite,
dpposite

Another pair of filters takes care of final se# adjectives and nouns.
The adjective rule, in (5), is for words like coneise, obése, and profiise. It

is framed in such a way as to exclude adjectives like amusing and accused.
Wise, however, is an exception.

(5) \'/se#A = -s5- abstrise, close, diffise, obtise,
precise

The more restrictive noun counterpart of (5) is in (6). It accounts
for the contrasts commonly noted between to abuse and the abuse, to use
and the use. Although they are nouns, neither an abuser nor & user
conforms to rule (6) because there is no —e#  Two mispredictions
exist—muse, ruse—both pronounced with -z-.

(6) \'1se#N = -5~ ceruse, ezcise, hypdlentse, nonise,
overise, réfuse

A final filter involves an especially interesting environment in that
particular consonant-vowel sequences before the <s> appear to insist on a
following -s-.  All kinds of stressed bas and ecas spellings are involved.
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Words like mdccasin, caucasoid, basilica, and basdlt, however, are subject
to the otherwise rule because the a in each case is not stressed. The rule
in (7) has no exceptions.

(7Y b/casV/+W = -s- base, basse, basin, basoftl,
basophilia, debdsement, kiclbdsa,
cdseate, cdsedtion, encdsement

In short, a few readily identifiable -s- pronunciations of <s> must
be screened out before rule (2)c applies to them. A similar situation arises
with stressed vowel digraphs.

The second intervocalic environment for s—voicing involves the
stressed spelling, VV, by which is meant a vowel digraph representing a
single vowel sound. A word like biased would not fit this pattern.!! In
rule (8), the V and +W environments are collapsed as in (2)c. The
presence of stress on the VV prevents words like porpoise, tortoise, and
jealousy from being exceptions. A sampling of illustrations is provided.

)

8) VVsV/+W = -z- appease, applause, appraiser,
blouson, braise, bruise, browse,
causal, causdtion, causeology,
chaise, cheese, cloisonné, cousin,
cruise, dalsy, deasil, discase,
drowsy, casel, casy, feasible,
geyser, house,, liaison, lousy,
malfeasance, nauses, noisy, ousel,
pause, peasant, pheasant, plausible,
pleasant, pleasantry, please, poise,
poison, praise, queasy, raisn,
ratson, reason, secason, lease,
thousand, treasonous, trouse,,
vendeuse,  vichyssoise, weasand,
veasel

The exceptions to rule (8) are given in (8x); they are pronounced
with -s-. Except for words based on the three eas stems below, eas
spellings uniformly cue a voiced rendering of <s>.

(8x) (de—, sur—)cease, (de—, in—)crease, (re—)lease, eisegésis, geese,
sausage, obeisance, paiss, nuisance, to grouse, to souse, to
vamoose, hoosegow

As before, we must filter out several spellings that are regularly
pronounced as -s-. These are —oose and -ouse when they occur in nouns
and adjectives. Since all such spellings are stressed, no stress mark is
required in the spelling. The rule in (9) makes accurate predictions for all
but two words—houses and trouse.
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(9) {oose# = -5 goose, mongoose, moose, caboose,
ouse § ya loose, noose, papoose, calaboose,
dormouse, house, louse, mouse,

grouse, crouse

Formulated as above, rule (9) excludes verbs and will not treat
words like these as exceptions: chooser (N), choosey (N), aroused (A),
carousing (N), carouser (N), housing (N), trousers (N).

The general and specific rules given in (2)c-(9) above allow us to
account for certain contrasts and dialect variants that might otherwise seem
arbitrary. In all the examples below, the first member of each pair fits
rule (2)c or (8); the second member of each pair conforms to one of the
filters (rules (8), (5), (7), or (9)), or to the otherwise case for <s>.

In a below, rule (2)c predicts —s— in the first member, while rule ()
accounts for the second member. In b, where —ment is a neutral ending,
the first word reflects the work of rule (8), while the second is subject to
rule (7). In ¢, the words differ by having stress on —ise in the first
member and on -—vert in the second member. Rule (2)c applies to the
first member, while the otherwise rule accounts for —s— in the second.
In the cases of d — h, rule (2)c handles the first in each pair of words,
while the otherwise rule makes the prediction in the second. In i, (2)c
insists of —z— in the first item, while the adjective rule of (5) handles the
second. For j, {2)c does its work on the first, while the special —sty rule
of (3) predicts —s— for the second member of the pair.

a lose -z- b casement -z- advertisement -7-
loose  -s- bdsement -s- advértisement -s-

. ’ ’ . \ 7
muséum -z heréssarch -z- vdséetomy -z
eoliséum -s- héréssarech -s- vdséetomy -s-

g premise -z- h didedse -z- i to diffise -z- ] compédsite -z-
prémise  -s- dideése  -s- 80 diffdse -s- pomposity —s-

<&> between a vowel and a vosced consonant. The second ancient
environment is minor by comparison with the first, the intervocalic
environment. When <s> is preceded or followed by a voiced consonant it
is predictably voiced in certain heavily constrained situations. In all cases,
however, voiced consonants are easy to identify; they are represented by

the letters <b, d, g, I, m, n, j, r, v, 2>. Consider first voiced consonants
before <s>.

Words like answer, convulse, and morsel show that <s> is not
generally voiced after a voiced consonant. Rather, s—voicing is limited to
two-syllable sy and sey words. The two-syllable specification is important
in order to exclude words like econtroversy and minstrelsy. To state the
length requirement succinctly, we use the subscript 22 for ‘two syllables’.

AT
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Since all of these words have penultimate stress, an indication of stress is
unnecessary. The pattern in (10) has excellent reliability; only horsfe)y is
pronounced with -s-.

(10) C ;s(e)y,s = -z- clumsy, flimsy, guernsey, jersey,
kersey, kerseymere, palsy, pansy,
phrensy, quinsy, slimsy, sudsy,
tansy, whimsy, woodsy

While rule (10) sandwiches <s> between a voiced consonant and a
vowel, rule (11) sandwiches <s> between a vowel and a voiced consonant.
On the basis of available data, the voiced consonants that follow <s> are
b, d, g, I, and m. The rule, however, applies only to noninitial clusters;
the <s> clusters in slow, smell, and snuggle are exempt because the oC
string follows a vowel letter, not the ‘dot’ position. As indicated by the
parentheses, the vowel letter may be part of a VV spelling pattern.

(11) V(V)sC, = -z- —ism, cosmos, gosling, grislier,
hisband, measles, measly, mdislin,
phosgene, pldsma, rasbéra, trismus,
wisdom

As it stands, rule (11) makes correct predictions in nearly all cases.
Since (11) applies to all —ssm words, the percentage of correct predictions
is quite high. Exceptions to this pattern, given in (11x), are the kird that
might be expected. One is of foreign origin, and four contain <s> of
spurious origin with silent pronunciations.

(11x) smérgasbord, island O, isle O, deméane &, meane O

The generality of rule (11) shows again why it is important to
isolate <s>-final prefixes and formatives from stems. In many cases, the
pseudo-environments created by pre-stem attachments would erroneously
call up rule (11). For example, the <s> in the legis— of legislation, the
Juris— of jurisdiction, the mis— of misguided, the dis— of disdain, and the
dys— of dysgenic would be mispredicted.

The environments of s—voicing in stems have been presented above.
Words not filtered out by the preceding rules are subject to the otherwise
case, rule (12), the last in the rule set.

(12) s = -s-

Exceptions to this final pattern are given in Appendix C together
with additional exceptions that appear in the following discussion.




Influences on Stem-Final <s~

At the ends of stems, <s> is affected dramatically by three sets of
suffixes. One set we call strong iV-sequences; the second is spelled with
what we refer to as y-ful spellings; the third is simply —ive. The behavior
of <s> before these suffixes is defined quite accurately by the following
patterns. Chomsky and Halle (1968) also provide an analysis of consonants
before iV-sequences (pp. 238[2], 239[13], 242{25, 26], 244[37]), before an
inserted -y- (p. 244[37]), and before —ive (p. 244[39]). However, they
disregard all variability.

The first set of suffixes, strong iV-sequences, consists of all strings of
the letter <i> followed by <a, o, u> or <enC>. Distinguishing a strong
iV-sequence from an iV-sequence is the presence of at least one syllable to
the left. For example, trivial has a strong iV-sequence, but vial does not.

See Dickerson (1989a, unit 2, pp. 151f) for a more extended discussion of
this point.

(13)a ns+iV
b rs+iV
¢ Cs+iV
d Vs+iV

-sh/ch- mdnsion, diménsion
-zh/sh- ezcirsion, convérsion
-sh- revileion, permission
-zh- invasion, adhésion, ezplosion

From the point of view of voicing, the subrules in (13) fit the
expected pattern., A <Cs> (in (13)ac) is a reliable guide to a voiceless
sibilant, while <Vs> (in (13)d) is a dependable signal of a voiced sibilant.
In (13)b, however, opinion is split. This is one of only two rules predicting
variability between voiced and voiceless sibilants, a manifestation of British
and American English differences. British English speakers see the
postvocalic glide as more consonant-like, while American English speakers
take it to be more vowel-like.

The wvariability in (13)a arises from the variable presence of an
epenthetic -t- inserted between <n> and <s> (Dickerson, 1989b, unit 2,
p. 92).

The strong iV-sequence rules. operate at a high level of accuracy.
The exceptions in the present corpus are the following in (13x). The first
three have unpredictable voicing. The remainder have predictable voicing
but are not palatalized as expected.

(13x) abesssion -zh-, recission -zh-, tilindsia -z-; carndsial,
céstum, desmopdsia, dysréssum, eclimpsia, sntelligénsia,
pangléssian, parousia, pléssosawr, polydipsia, potdssium,
rickétiasa, symphysial

Instances of words like aphéeside, aphrodiside, dsidtse, ecelésidstic,
ecdysiast, enthisidem, epissotomy, and kincssélogy with their -z-
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pronunciations, are not exceptional. The patterns in (13) are for unstressed
iV-sequences; the presence stress on the iV-sequence tends to block
palatalization or to create -z/zh- variability.

An interesting word pair illustrates the interaction of rules so far.
The pair is Vénus — Vendsian. Rule (12), the otherwise case, predicts the
-s~ pronunciation of <s> in Vénus, while rule (13)d, Vs+iV = -zh-,
identifies the sound of <s> in Veniusian. But clearly, the two words are
related. How did the voiceless -s- of Vénus become the voiced -zh- of
Vendusian? Phonologically, a series of developments can be traced: A stress
rule placed stress on the u of Vendsian preparing it to become voiced by
rule (2)c. Then (13)d gave it its palatal shape.

The second set of suffixes involves ‘y-ful' spellings (Dickerson, 1985a;
1989a, unit 2, pp. 85-37). These are vowel spellings identifying the
position in which a prevocalic -y- is inserted. Y-ful spellings are any eu
or ew spelling and any u vowel spelling except the u in uC#, uCC, ay,
and ou. When the y-ful spelling is unstressed after <s>, there is the
possibility of palatalization as described in the patterns of (14).

{14)a n§+YS = -sy/sh/ch- sénsuous, comménsurate, cénsure
b Cs+YS = -sy/sh- préssure, fissure, tssue
¢ Vs+YS = ~zy/zh- treasury, measurable, cdsual

Again, the voicing of <s> is predictable. The -ch- variant in (14)a
arises from the epenthetic stop, while all other variability in (14) represents
British and American English preferences.  The patterns in (14) make
excellent consonant predictions. The only exceptions are words exhibiting
less than the full range of variability: cdnsulate -s-, insulate -s-, and
insulin -s-, or a different range: rdsure, erdsure -sh/zh-.

The third case of a change-producing suffix is —tve. The variable
behavior of <s> before —ive occurs when a stressed vowel or <r> precedes
the <s>, as described in rule (15). The rule is noteworthy because it is
the second rule to involve voiced-voiceless variation. The exceptions are
—ive words that are nonvariable: decissve and plausive are pronounced with
-s- and -z-, respectively.

(18) V/rs+ive = -z/s- abrdsive, advérsive, cohésive
<s> in Suffixes

The strategy introduced for prefixes and formatives applies to suffixes
as well. We now expand it to accommodate all affixes:

As a first step in the analysis, separate <s>
affixes (except {Z}), <s> formatives, and all o
formatives from stems and treat them as

Z".‘.‘x




independent words, applying the same rules to
them that apply to stems in general.

A survey of <s> in suffixes shows that they conform to the
otherwise case in most instances, whether they are neutral or nonneutral.l
A collection of such suffixes is provided for reference.

Neutral Suffixes: Rules (12) and (16)

—less bloodless, voiceless, numberless
—ness rudencss, nesghborliness

—some awesome, foursome, burdensome
—ster gangster, mobster, barrister, minister
—81s crisss, basts, analysis, prognosis

—s is -s- or -z-. locks, strays, beaches

~-’s is -s- or -z-. cop’s, robber’s, judge’s

Nonneutral Suffixes: Rule (12)

—1s bronchitis, metropolis, epidermis
—us tmpetus, esophagus, campus
—ous monstrous, ludicrous, numerous
—eous gaseous, Gqueous, courageous
—tous cauttous, melodious, prodigious

Neutral and Nonneutral Suffixes: Rules (2)c, (11), and (12)

—wige clockwise, likewsse, endwise

—ase is -s- or -z-. peptidase, sucrase

—ese is -s- or -z-, Chinese, Burmese, journalese
—euse masseuse, accoucheuse, mitrailleuse
—tam euphemssm, tribalism, vandalism
—st violinist, botanist, lingusst

—ose is -s- or -z-. destrose, sucrose, cellulose

—ose, is -s-. comatose, pollinose, verbose

The rules for predicting the sound of the third-person singular,
present-tense verb ending and the plural noun ending are given in (16).
Unlike other suffixes, {Z} morphemes cannot be isolated from their stems
because stem information is crucial for determining the voicing of the
allomorphs. For this reason, the strategy above excludes {Z} morphemes.

The voiced (vd) consonants referred to in (16)b are those spelled, b,
d, g, }, m, n, 3, r, and v. The third rule in this set is the otherwise case,
s = -s-, given again as (16)c. In contrast to this technical analysis, a
pedagogical approach to the pronunciation of {Z} morphemes, in its most
simplified form, avoids (18)b (Dickerson, 1990).
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(16)a e@-s = -az- ®ce, ge, se, ze, che, she, ze
b V/C (e)-s = -z~

[ § = -5~

To expand the rules in (16)a and (16)b to accommodate cases of
<’s>—the genitive or the contraction of s or has—we can rewrite the
generalizations as shown in (16)a' and (16)b'. The third rule remains the
otherwise case, repeated as (16)c'.

(16)a’ ®-s/'s = -az- ®ce, ge, 3/se, z/z¢, ch/che, sh/she, z/z¢
b'  V/C ,(e)-s/'s = -z~

c' ~-s-

The {Z} morpheme rules work well for hundreds of thousands of
words. As <s> rules, those in (16)a' - ¢' even make correct prediction for
Greek plurals as in words like crisis — e¢rises. As morpheme rules,
however, the rules do not predict the correct vowel pronunciation associated
with such plurals, namely, -ez-.

RULE ORDERING

Every rule in the <s> set is ordered. Either it comes before the
last rule, the otherwise case, or it is the last rule. Some nonfinal rules,
however, must be sequenced with respect to each other. We will explore
these various internal orderings.

Before any rules apply, certain decisions must be made about
prefixes, formatives, and suffixes. These questions must be answered:

* Does the word have <s> in a prefix or formative?
* Does the word have <s> in a suffix?
* If so, is it a {Z} morpheme?

If the answer to the first questions is, yes, we must remove the
morpheme and treat it as an independent word. If the answer to the
second question is, yes, we must answer the third question. We remove
non-{Z} morphemes and treat them as free-standing words. {Z}
morphemes, however, require special rules that take into account the nature
of the stem-final sound. After answering these questions, we can make
good judgments about <s> in all other positions.

Next, several rules may be applied anywhere before the end. -XVsit
= -z-, C ;s(e)y,, = -2, V(V)sC, = -z-, and the {Z} morpheme rules are
of this sort.
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Finally, most of the rules are related to others in strictly sequenced
sets in which the most specific patterns are applied earliest as filters.
These relationships have been discussed above. They are recapitulated in
the sequence of rules given in Appendix D.

VARIABILITY AND EXCEPTIONS

For each word in the «s> word class, the rules above either predict
accurately, predict one of several possible variants, or predict inaccurately.
The presence of an extraordinarily large number of variable words and a
remarkably small number of exceptions among <s> words deserves
comment.

As this study progressed, it became apparent that the <s> word
class is filled with words having more than one acceptable educated
rendering. In fact, some the variability is so regular that it is built into
the rules. Most of these variable words, however, are not rule-governed,
being pronounced unpredictably with -s- or -z- or with some other
combination of sibilants. For practical purposes, if the rules above predict
one of the permissible variants of a word, that word is considered
accommodated; ultimately, all a learner requires is one acceptable way to
render a word. For technical purposes, however, a thorough accounting of
the behavior of words in this word class is necessary. For this reason,
variable words are listed in Appendix B.

Exceptions to the above rules can be explained variously. In the
first place, language rules are rarely perfect predictors; ianguage change,
foreign borrowings, dialect differences, etc. introduce idiosyncracies,
contradictions, and complexities beyond the capacity of simple rules to
capture. Rules based on spelling, one step removed from language, may be
even less perfect because of bizarre characteristics of the orthography. Ag
any rate, some exceptions are inevitable. Secondly, a proportionately large
number of exceptions may suggest an inefficient or insensitive set of rules.
Although our rules may not be maximally efficient yet, they make few
errors. Even if the number of exceptions were to climb above 100, they
would still be only a tiny fraction of all the words to which the rules
apply—fewer than 1 out of every 400 <s> words. However, with the hope
that a study of these exceptions may reveal some regularities overlooked so
far, we list the exceptions in Appendix C.

CONCLUSION

This study began with a simple question: Should the <s> in words
be pronounced as a voiced or a voiceless sound? Our technical answer,
while not comparably simple, has explored for the most part the reflection
in spelling of language rules. As we have found, the orthographic
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counterparts of phonological rules are remarkably good predictors,
particularly if pre- and post-stem attachments are removed and treated as
independent words subject to the same rules.

In general, the research strategy has been to identify the most
productive rules in the word class then find systematic filters to eliminate
words that the productive rules would brand as exceptions. The most
productive rule is the otherw1se case, s = -s-. Its filters are mitsV,
VsV/+W, VVsV/+W -XVsit, ‘s(e)ym, and, V(V)sC . Filters for
VsV/+W are the rules about cas, bas, sity, and Vve# nouns and adjectives.
Filters for VVsV/+W are the rules for oose#/ouse# nouns and adjectives.

An analysis of patterns, however, is only the first part of an applied
linguist’s task; the other is application. Fortunately, the entire system need
not be translated into a pedagogically useful form before some value can
come of the research. To date, about one-third of the rules above are
being used by ESL students at various levels of ability at the University of
Iilinois at Urbana-Champaign. These are the suffix rules involving strong
iV-sequences, y-ful spellings, and {Z} morphemes. Other, fairly direct
applications are simply waiting to be introduced, such as these global
generalizations: initial <s> is voiceless, <sV> after a stressed vowel is
voiced, <s> after an unstressed vowel is voiceless, <sC> and <Cs> have a
voiceless <s>, and <s> in prefixes, formatives, and endings are voiceless.
The number of exceptions and examples from contradictory rules are minor

by comparison with the number of correct predictions that issue from these
points.

In the end, the simple question that initiated this study receives a
number of simple and practical answers, made possible by coming to
understand in depth how <s> works in English—by cracking the
symbol-sound code.
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NOTES

'This figure is derived from two calculations: 6,080 <s> words
appear in the 17,000-word corpus of Hanna, et al. (1966), well over
one-quarter of the words. In Webster’s Dictionary (1983:cover), that claims
"almost 160,000 ecntries,” this study encountered more than 40,000 <s>
words, again somewhat more than one-quarter of the words.

*The principal allomorphs of {EX-} from, out of are (disregarding
the exact quality of the vowel) /eks/ and /egz/. The /eks/ occurs before
unstressed vowels and voiceless consonants (except f) (ex+V/C | = -ks-), as
in ezpénd, eatill, ézéeiite, ézégéticdl. The /egz/ occurs, only before stressed
vowels and then only in alternation with /eks/ (ex+V = -ks/gz-), as in
ezist, exdlt, ezdmine. Before voiced consonants, the form of {EX-} is /fe-/,
as in elope, evolve, emotion. A study of these and other allomorphs can be
seen in Dickerson (1989a, unit 2, p. 56).

3A full description of {D} morphemes is presented in Dickerson
(1990).

‘Rules for predicting the sound of <th> in words are given in
Dickerson (1987) and include thV! = -TH-, V/rth+B = -TH-, thern/: =
~TH-, and th = -th-, in which -TH- and -th- represent /3/ and /6/,
respectively.

5See Dickerson (1985b; 1989a, unit 2, p. 180, unit 3, p. 80; 1990) for
rules relating to parts of the larger <s> picture.

®The o linking vowel that attaches Greek formatives to stems, as in
gaso— and philo—, is more like a word boundary than a true vowel. In
gasémeter and phsldsophy, the <s> is pronounced as a voiceless sibilant,
even though both words appear to conform to the voicing rule in (2)b
below, VsV = -z-. The o at the end of gaso—, iso—, miso— is like an
end-of-word boundary, excluding these cases of <s> from (2)c. Similarly,
the o in philo—, hypo—, and psycho—, is like a beginning-of-word
boundary, making <s>-initial stems subject to the otherwise case.

"The term merged refers to a prefix whose meaning in the word no
longer contributes directly and explicitly to the meaning of the whole word,
e.g. the pre— of predicate. Neutral prefixes preserve a distinct meaning of
their own that is clearly apparent in the meaning of words with these
prefixes, e.g. the pre— of predisposed. For a fuller discussion of merged
versus neutral prefixes, see Dickerson (1989a, unit 2, pp. 4, 33-38, 73.)
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%]s the environment prefix-specific or more generally a vowel-final
prefix? Among Latin prefixes, se—, the e~ form of ez—, and the su— form
of sub— never precede an sV stem. The eo— form of con— is identifiable
as a neutral prefix by attaching to independent stems. And pro— occurs
before sV when the sV is the prefix se—, or when the pronunciation of
<s> is only or variably -s-. These observations suggest that the rule
could represent the prefix as simply V, as in Chomsky and Halle’s rule.
However, since there is no clear way to designate Latin origin, thereby
excluding the Anglo-Saxon be—, the relevant prefixes appear in the rule.
The result is a longer, but clearer con-cor pattern.

Learners can identify prefixes successfully using surface information.
See Chapter 2 in Dickerson (1989a, unit 2). Although the distinction
between merged and neutral prefixes, in cases where the prefix shapes are
identical (pre—, de—, re—, ez—, dis—, in—, im—, #l—, ir—, pro—, sub-),
requires prior knowledge on the part of learners, learners are told to assume
the presence of the more frequent merged form unless context or other
clues suggest otherwise. This is an imperfect but workable solution.

Word stress is also accessible to learners of English through the
medium of standard orthography, as demonstrated by Dickerson (1989a).

UClear guidelines for distinguishing VV spellings (one underlying
vowel sound) from V+V sequences (two underlying vowel sounds), using
surface clues, is available in Dickerson (1989a, unit 1, p. 93, unit 2, p. 101,
unit 3, pp. 102-104).

Neutral endings begin with consonant letters. Nonneutral endings
(Prefix Weak, V/VC Weak) begin with vowels. A listing of neutral and
nonneutral endings can be found in Dickerson (1989a, unit 3, pp. 189-191).
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Appendix A

Notational Devices Used in Con—Cor Patterns

‘predicts’

a single consonant letter

a consonant letter representing a voiced consonant
a consonant letter representing a voiceless consonant
any number of consonant letters or none at all

a single vowel letter

syllable

over a vowel letter means a tense or long vowel
over a vowel letter means a stressed vowel

over a vowel letter means a primary stressed vowel
over a vowel letter means a tertiary stressed vowel
over a vowel means an unstressed vowel

before a basic weak ending’

before a terminal

before a weak ending*

before a pattern signifies ‘at the beginning of a word’
after a pattern signifies ‘at the end of a word’

the raised dot before a pattern signifies

‘at the beginning of a word or after a prefix’

the raised dot after a pattern signifies

‘at the end of a word or before a basic weak ending’

the one symbol on the left may be replaced by the one symbol
on the right
the symbol or symbols enclosed are optionally present

function word

merged prefix

adjective part-of-speech
noun part-of-speech
verb part-of-speech

TA dozen basic weak endings (a subclass of weak endings) signal
special behaviors in vowel and consonant rules. The endings are: —able,
—ai {(noun-forming), -—e {(of verbs), —ed, —en (verb, adjective), —er
(comparative), —er ‘agentive), —est (superlative), —sng, —tsh (adjective),
—or (agentive), and —~y (adjective).

*A listing of weak endings can be found in Dickerson (1989a, unit 2,
p. 179, unit 8, pp. 79, 158-166). A sample is given here: —able, —al,
—an, —ance, —aney, —ant, —ary, —ed, —en, —ence, —ency, -—ent, —er,
—ery, —ing, —is, —oid, —on, —ory, —ous, —um, —ure, —us




Appendix B

Variability in the <s> Word Class

In order to limit this list, certain classes of systematic variability have been
omitted: trans— + V/C ., V/rsiive, nsi+iV, rs:+iV, stressed strong
iV-sequences, all YS patterns, —ase, —ese, —osey,.
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-s/2-

absolve
absorb
absorption
absurd
amnesiac
analgesic
anisette
anosmia
arioso
asbestos
banausic
basal
basenji
basic

basil
basilar
basilica
basilisk
basipetal
benison
berserk
bismark
bison
blouse
blouson
bolse
brassiere
cassimere
crimson
delouse
delusory
desiderata
desideratum
desist
desolate
desolation

desorb
desultory
diesel
disable
disarm
disaster
discern
discernment
disdain
dismay
disorder
dowse
emphysema
epiphyseal
episode
episodic
episomal
episome
erase
ersatz
espouse
esurience
esurient
extrinsic
fantasy
fusillade
fuselage
gasoline
gooseberry
gossamer
grease
griseofulvin
hussar
hussy
infusoria
infusorian
jasmine
jettison

lasagna
leasing
louse
maflioso
maisonette
marcasite
marmoset
mausoleum
merchandise
mesarch
mesenchyme
mesentery
mesmeric
mesmerize
meso-
mimosa
missus
newspaper
nosologic
nosology
occlusal
opposite
orison
osmo-
paradisal
paradise
paradisiac
paradisiacal
parse
partisan
persist
persistent
persuasible
pessimism
pessimistic
pilsner
pimeson
pismire

planetesimal
poesy
ponderosa
possess
possession
possessive
possessory
prase
prednisone
presa
presbyter
presbyterial
presbytery
presentient
presidial
presidiary
presidio
presidium
prosit
prosodic
prosody
pusillanimity
pusillanimous
resorb
resorption
resorptive
resound
resource

ruse
sadomasochism
sadomasochist
sclerosing
seismic
seismogram
sesame
sesamoid
spouse
spougal
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squamosel
sterosed
streusel
subsidize
subsidy
talisman
tousle
treatise
unison
usage
usnea
usufruct
usurp
valise

vase
venison
vigoroso
virtuoso
visa
vis-a-vis

-s/sh-

bestialize

celsius
digestion
discharge
disunion
disunify
disunity
dysuria
egestion
estuarial
estuarine
estuary
fascia
fistula
gesture
gestural
ingestion
question
sumac

-z /zh-
dionysian (z/zh/s/sh)

dysprosium
Elysium

epimysium Malaysian
gymnasia Melanesian
gymnasium Micronesian
hosiery Polynesian
indusium rasure
kinesthesia scission
magnesium zZoysia
monochasium
nauseous (z/zh/s/sh) -s/ch-
osier
perimysium rinse
symposia
symposium -2/~
usurious
marquis
-sh/zh- pas
vis-a-vis
Asian
erasure
Eurasian
fission
fissionable
Indonesian
magnesia
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Appendix C

Exceptions to the Rule Set

~%~: dmbsace, carndsial, casérn, césium, cleanse, dimsel,
desmopdsia, dessért, disdster, discase, discuse, dismal, dissélve,
dysrosium, gesindhest, houses, improvisdtion, lens, limousine,
muse, obsérve (and derivatives), plésiosaur, rdspberry, resurréet,
resurréction, ruse, scigsors, symphysial, tilindsia, whimsical,
wise

-s-:  boson, cease, chase, crease, crésol, cruside, decease,
decisive, decrease, désiccate, désiccant, dessccdtion, desiccatory,
dosage, dose, eclimpsia, eisegésis, geese, to grouse, hobsegow,
hors(e)y, hyson, increase, intelligénsia, lease, mdson, mésa,
memosa, nuisance, obeisance, obésity, pangléssian, péso,
pisiform, polydipsia, potdssium, prednisolone, présage, release,
resérpine, research, researchist, reséct, reséction, resipinate,
rikéttsia, sausage, smorgasbord, to souse, surcease, trisomy, to
vamoose

-sh-: crescéndo, sugar, sure (and derivatives)

-zh-: abeission, recission

J:  bas—relief, tsland, isle, demésne, malapropds, mesne, parts
’ ’ ! ’ ! !
pris, preess, tapis, travoss, vers, viscount




Appendix D

The Order of <s> Con—Cor Patterns

Set 1

ﬁse#N = -5~ Before

Separate <s> affixes (except {Z}), . b/casV/+W = -s- Before
<s> formatives, and o formatives
from stems, then treat each \

as an independent word. . VsV/+W = -z~

-XVsit = -z~

pre m+ sV = -z~
Set 4

Set 2 oose#t
. ouse#

osit+T = -s- Before

ns+iV = -sh/ch- Before 3
rs+iV = -zh/sh- Before 4
Cs+iV = -sh-

Vs+iV = -zh- Before 14

v'vs,V/+w = -z

Set &

" o-5/'s = -az-
ns+YS = -sy/sh/ch- Before 7 oce, ge, 3/se, 2/2,
Cs+YS = -sy/sh- ¢h/che, sh/she, z/z¢
Vs+YS = -2y/zh- Before 14 . V/C (e)-s/'s = -2~
V/rs+ive = -z/s- Before 14

) Set 6
Coise)y,p = -2~
V(V)sC,; = -2-

—-8—

Before 14
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THEORETICAL LINGUISTICS AND APPLIED LINGUISTICS: RESEARCH:
PERSPECTIVES ON THEIR RELATIONSHIP TO LANGUAGE PEDAGCGY

Molly Mack

In this paper, selected examples of the independence of and interaction
between language pedagogy and theoretical linguistics and applied linguistics
research are presented. It is concluded that, in spite of a history of interac-
tion with individuals in theoretical linguistics and applied linguistics research,
those involved in language pedagogy still function too often independently of
individuals in these fields. It is argued that interaction must occur among
practitioners in these areas if progress in language pedagogy and linguistics is
to be made.

INTRODUCTION

In the book, Language universals and second language acquisition (1984), Bernard
Comrie has a chapter entitled, "Why linguists need language acquirers." While this
chapter contains many useful examples of the application of findings from first- and
second-language acquisition to linguistic theory, what is especially interesting is that
Comrie deems it important to assert that linguists need language acquirers (in this case,
to provide data relevant to linguistic theory). That he does so indirectly reveals the

extent to which those involved in language pedagogy function independently of those in
theoretical and applied linguistics.

In reality, however, language teachers have functioned both independently of and
in conjunction with theoretical and applied linguists for many years. Thus, in the
sections that follow, I shall provide selecfed examples of (1) the independence of and
interaction between language pedagogy and theoretical linguistics and (2) the indepen-
dence of and interaction between language pedagogy and applied linguistics. I shall
then discuss reasons why independence prevails and I shall consider why interaction
among practitioners in these fields should be encouraged.

Before proceeding, it is necessary to provide brief definitions of the relevant terms
to be used herein.

By language pedagogy I mean all aspects of teaching and research devoted to
understanding and improving the teaching of languages that are non-native to their
learners.  This approach to language is largely practical or, at least, has practical
applications as its objective. It may be data- or theory-driven, and its focus is on the
language learner.

By theoretical linguistics I mean that area of the study of language commonly
understood to be the "core" of linguistics--the study of the systems of phonology,
syntax, semantics and, more recently, pragmatics. The function of linguistic theory is,
as Chomsky (1972) states, the discovery and description of the rules (or, more recently,
of the principles and parameters) that underlie a user’s knowledge of his/her language.
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This approach to language is generally (although not necessarily) deductive, rationalist,
and theory-driven, and its focus is on the language system.

By applied linguistics I mean that complex of endeavors based upon findings from
quantitative or qualitative research and devoted to the understanding of linguistic
behavior. This approach to language is thus generally (although not necessarily)
inductive, empirical, and data-driven, and its focus is on the language user. (To avoid
possible confusion arising from the several accepted meanings of the term, “applied
linguistics,” I shall use the term, "applied linguistics research,” hereafter.)

These succint definitions are, of course, overly simplistic and hence inadequate.
However, it is necessary for the purposes of this discussion to make a distinction
between an approach to language that focuses on the learner and approaches that focus
on language as a system or on language as it is reflected in human behavior.

LANGUAGE PEDAGOGY AND THEORETICAL LINGUISTICS
Independence

An early example of the independence of language pedagogy and theoretical
linguistics may be found in the type of Latin and Latin-based language instruction that
predominated throughout Europe in the 18th and 19th centuries. Many language
scholars such as Rasmus Rask, August Schleicher, Jacob Grimm, and Karl Verner were
highly active at this time, assiduously conducting work in comparative linguistics in

their search for diachronic patterns in the lexicons of European languages and in their
formulation of sound laws (Lautgesetze). Such individuals well understood that all
languages are complex systems of systems, with none inherently superior to any other.

Yet the insights of these linguists did not find their way into European or Ameri-
can language classrooms. Here teachers believed that Latin was the ideal language--
singular in its purity and order--and one best taught through rote learning of the rules
of grammar and the study of declensions and conjugations, and through translation and
writing practice. Even when the teaching of vernacular languages began in the 18th
and 19th centuries, they were taught using the methodological principles that charac-
terized instruction in Latin, and textbooks accordingly presented language structures
based upon the Latin model--whether or not the the model fit.

In the 19th and 20th centuries, the Latin-based approach to language study found
shape in the Grammar-Translation Method--a teaching method which, by the 1960’s,
had few ardent supporters. Just as the older Latin-based approaches were carried out in
near-total ignorance of linguistic theory, so too was Grammar Translation. For,
although the 19th and 20th centuries witnessed tremendous gains in the understanding
of linguistic theory by individuals such as Ferdinand de Saussure, Otto Jesperson, Henry
Sweet, Edward Sapir, Roman Jakobson, Zelig Harris, and Noam Chomsky, their insights
rarely survived (or even began) the journey to the language classroom.

Another example of the lack of interaction between l.aguage pedagogy and
theoretical linguistics is drawn from relatively recent work in syntax in the principles
and parameters model. This model, rooted in Government and Binding Theory (Chom-
sky, 1981, 1986), is believed by many to be an approach to the analysis of language as
radical and revolutionary as transformational gencrative grammar was thirty years ago.
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Briefly, the model prcposes that there exists a universal grammar (UG). UG is,
according to Chomsky (1986) that set of innately (biologically) detsrmined principles of
language “"which are fundamentaily alike" across languages and which are “largely
preformed, as much a part of our biological endowment as is the general organization
of our body" (p. 272). In contrast to transformational generative grammar, which
proposed a set of language-specific phrase-structure and transformational rules, this
model proposes an enriched innate system of universal principles (which are not
language-specific). Examples of these are cyclic rule application, island constraints, and
the Subjacency Principle. What gives each language its unique form are differences in
the settings of parameters whose values are binary (open/closed or unmarked/marked)
and are set by experience. Thus, the parameter setting that determines pro-drop in
Spanish is different from the parameter setting in English, which disallows pro-drop.
What differentiates this approach from contrastive or error analysis is its predictive

power. That is, a single parameter setting may control a range of superficially unre-
lated syntactic structures.

Given that the principles and parameters model is still fairly new, it is not
surprising that language teachers are generally only marginally familiar with it. In fact,
while the model is often tested using second-language acquisition data (Flynn, 1987;
Phinney, 1987; Bley-Vroman et al.,, 1988; White, 1990), no one has yet suggested that
it may offer insights into the teaching (or learning) of a second language.

Interaction

An interesting example of interaction' between language pedagogy and theoretical
linguistics occurred in 1886 with the invention of the International Phonetic Alphabet
(the IPA) by the International Phonetic Association. The IPA was designed to represent
any sound of any language, thereby overcoming the limitations of language-specific
sound-spelling correspondences. In fact, the IPA has been a valuable and widely used
tool among phoneticians, linguists, and anthropologists for many years. It appears in
Chomsky and Halle’s 1968 landmark work, The sound pattern of English (in the
phonetic forms of phonological derivations) and, more recently, in Geoffrey Pullum and
William Ladusaw’s book, Phonetic symbol guide (1986). In fact, most linguistics
graduate students are required to take a phonetics course in which they learn the IPA.

But the IPA is not merely a convenient tool; it is a system based upon three
implicit and theoretically significant claims: (1) Every sound in every human language
can be represented with a finite number of symbols; (2) the human ear is sufficiently
sensitive to perceive acoustic distinctions that can then be represented in close phonetic
transcription; and (3) trained phoneticians should be able to produce identical or nearly
identical phonetic transcriptions regardless of their native language (L1). (I seriously
question claims 2 and 3, but discussion of these points is beyond the scope of this
paper.)

In light of the theoretical importance of the IPA, it may come as a surprise that
one of the earliest stated objectives of the International Phonetic Association, and one
of the motivations for the development of the IPA, was the improvement of language
teaching by providing "phonetic training in order to establish good pronunciation habits"
(Richards and Rogers, 1986, . 7). In other words, one of the principal objectives of
the development of the IPA was pedagogical. The IPA was deemed to be a valuable
medium through whick second languages could be taught.
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Another example of the interaction between language pedagogy and theoretical
linguistics may be seen in the development of contrastive analysis (Fries, 1945; Lado,
1957). Contrastive analysis consists in comparing the structural {and possibly com-
municative) features of different languages. For example, a contrastive analysis of
syntax in English and Spanish would reveal that pro-drop, as in Estd lloviendo (*'Is
raining”) or Es dificil (*"Is difficult”) is permissable in Spanish but not in English.
Thus, for the linguist interested in investigating differences in the language of native
and non-native speakers of English, contrastive analysis was deemed a valuable source
of information with explanatory and, to some extent, predictive power. As Lado (1957)
states, the theory of contrastive analysis is based upon the notion that in learning a
second language (L2), "individuals tend to transfer the forms and meanings and the
distribution of the forms and meanings of their native language and culture to the
foreign language and culture” (p. 2).

Naturally, for the language teacher, it was believed that contrastive analysis could
provide valuable insights into learner errors and methods of error correction. Thus, the
source of a sentence such as, *'Explain me the meaning of this sentence,” produced by
a native speaker of French, could be understood readily if the teacher knew that the
erroneous structure was a direct translation of the French expliquez-moi. Although
contrastive analysis has fallen out of favor among language teachers in recent years,
many still use it (perhaps unwittingly) whenever they attempt to understand or describe

non-native “"errors” by referring to analogous structures in their learners’ native lang-
uages.

A third area in which language pedagogy and theory have interacted may be seen
in creative construction. Proposed by Dulay and Burt (1974, 1978) in reaction to the
limitations of contrastive analysis, this approach is based upon the premise that "er-
roneous” features in the learner’s non-native system are not solely a reflection of
linguistic transfer or interference from the native language. Rather, many of the
features observed in non-native speech perception and production are similar or identical
to those found in L1 acquisition. Hence, characteristics of forms observed among
children acquiring an L1 are claimed to be found in L2 acquisition. Typical examples
are syntactic simplification ("I go store"), consonant cluster reduction, ("spin" --> "pin")
and epenthetic vowel insertion ('growl" --> "ga-rowl").

In courses devoted to second-language acquisition theory, explicit reference is
often made to creative construction and its validity. Although this approach has
probably been underutilized in the language classroom, it continues to be used by some
teachers in their attempts to make sense out of apparently puzzling aspects of their
students’ linguistic difficulties. (It should be noted that, to the extent that the applica-
tion of a creative construction approach requires detailed knowledge of child-language
acquisition, language teachers may be at a disadvantage if they lack an understanding of
processes involved in L1 acquisition.)

A final example of the interaction between language pedagogy and theoretical
linguistics is a teaching method--the Audiolingual Method. This approach, developed
largely in the 1950’s, reflected the structural approach dominant in linguistic theory at
that time. The structural approach has two basic premises: (1) Language can be
analyzed as a system of components which may be described independently of one
another and without recourse to subjective meaning or "mentalism” and (2) language is
an oral, not a written, system.
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These premises found pedagogical shape in the Audiolingual Method. In this
method, the study of a foreign language was broken down into the components of
language--phonetics, phonology, morphology, syntax, and semantics--and language
instruction was primarily oral and aural. Ideally, a student was not expected to read
anything which he/she had not already learned how to say or understand. It was this
emphasis on the oral and aural aspects of language and a corresponding belief that
language leaming could be reduced to a stimulus-response mode that led to the decline
of the Audiolingual Method in the U.S. in the late 1960’s. Nonetheless, for better or
worse, it was clearly a product of prevailing linguistic theory.

LANGUAGE PEDAGOGY AND APPLIED LINGUISTICS RESEARCH
Independence

Most approaches to language pedagogy have developed independently of work in
applied linguistics research (characterized by work in such areas as psycholinguistics,
neurolinguistics, and sociolinguistics). ~Two examples are the communicative-com-
petence approach and English for Special Purposes. These are cited as particularly
salient examples because both are widely used today.

A communicative-competence-based approach to language leaming stresses
communication and, more specifically, the mastery of the L2 to that level required for
sufficient and effective communication (Savignon, 1983). Thus, while previous app-
roaches have generally emphasized the four skills of reading, writing, listening, and
speaking, as well as the formal components of language (phonetics, phonology, mor-
phology, syntax, semantics and, in some cases, pragmatics), this approach takes a
broader view of the language-learning task. For example, it stresses the need to
understand language in context, thereby emphasizing the "rules" of English discourse,
speech acts, and other pragmatic aspects of language use.

Advocates of a communicative-competence approach do not intentionally ignore
applied linguistics research. (In fact, insights from this approach have enhanced the
understanding of certain aspects of language study.) It is simply the case that only in
recent years has serious linguistic research, primarily in sociolinguistics and pragmatics,
been conducted that is directly relevant to this approach. It is expected that, as work
in these fields continues, ,reater interaction between advocates of a communicative-
competence approach and language researchers will result.

A related approach to language pedagogy is English for Special Purposes (ESP).
ESP is a practical solution to practical needs and, as such, can include almost any
aspect of language teaching. It could include, for example, ESL instruction for
American-trained aircraft mechanics in Saudi Arabia who must be able to read English
technical manuals; Japanese ESL teachers who read and write English fluently but who
need to leamn how to ask for directions on a street in San Francisco; or German
control-tower operators who direct U.S. military aircraft and who must be able to
understand acoustically degraded speech transmitted over aircraft radios. In the field of
ESP, course materials may be designed on an ad hoc basis and may even consist solely
of the set of materials and/or skills specifically needed by the learners.

With this approach, there is generally perceived to be little need for the findings
of applied linguistics research, although such findings could potentially be quite
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relevant. For example, work in speech intelligibility (e.g., Mack, 1988) has revealed
the extent to which non-native listeners find certain sounds particularly difficult to
perceive when the speech signal is acoustically degraded. If the ESP teacher of a
listening course were exposed to these findings, he/she could thus direct the learners’
attention to such sounds in an effort to enhance learners’ sensitivity to them.

Interaction

By the 1940’s, Leonard Bloomfield had conducted a considerable amount of work
with American Indian languages and, in doing so, maintained a rigorously scientific
approach by concentrating on methodology and formal analysis (Robbins, 1967). So
pervasive was Bloomfield’s influence that, until the publication of Chomsky’s Syntactic
structures in 1957, the Bloomfieldian approach dominated American linguistics.

In the middle of the "Bloomfield era" came World War II with its attendant need
for translators and interpreters. Hence, in 1942, the Army Specialized Training
Program was established. An essential component of the training program was a
pedagogical model used by Bloomfield to train his fieldworkers in their study of
American Indian languages. This technique utilized the "informant method" in which a
native speaker served as a source of information and students, guided by .a trainer (a
linguist) utilized an inductive process to learn the language in intensive course work
(Richards & Rogers, 1986). Thus the "Army Method," as it was called, represented an
obvious connection between an established research-based approach to linguistic study
and a successful language-teaching methodology.

A second example of interaction between language pedagogy and applied linguis-
tics research is found in the Natural Approach, as formulated by Krashen and Terrell
(1983). One of the main assumptions underlying this approach is that L2 acquisition is
(or can be) like L1 acquisition--i.e., L2 acquisition is (or can be) "nataral" Thus, the
role of the language teacher is to approximate L1 acquisition contexts by ensuring that

the student receives sufficient input and that this input contains forms slightly above the
student’s current level of proficiency.

However, the assumptions upon which this approach is based are highly problema-
tic. First, whether or not L.1 and L2 acquisition are identical--or even similar--is still a
matter of much debate. Second, even if L1 and L2 acquisition are similar, it is
extremely difficult to determine that the types of structures selected for presentation in
the classroo