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Introduction
This paper has three main purposes. The first purpose is to analyze the

strengths and weaknesses of three prevailing evaluation models, with special
attention to the role of feedback (overt or covert) in each paradigm. The second purpose
is to present a framework for analyzing issues faced by evaluators of interactive
instructional technologies. Finally, the implications of applying this framework to
macro-level evaluation of interactive instructional technologies will discussed.

Questions, Questions, Queslions
Professionals in the business of affecting human performance cannot escape

evaluation. When making program decisions, a systematic process of judging must be
used. Compound ,the pressure of instructional decision-making with ever-changing
interactive technology delivery systems, and the inherent problems surrounding
evaluation expand into an exponential migraine.

With these problems come a wave of questions. Where do you start? Who are
your real clients? How do you decide upon the major questions to structure your study?
How do you address hidden agendas? How sufficient are objectives-based evaluations
when working with innovative programs? How do you balance quantitative and
qualitative data collection methodologies? Sure, it's cheaper than hiring outsiders--
but does formative internal evaluation really work? How do you decide the evaluation
is complete? Most importantly, after you have conducted this study, how do you
feedback your hard-earned evaluation results to critical audiences? Call these
professionals what you will trainers, instructional designers, course developers,
instructional technologists, curriculum planners, teachers, program evaluators--they
have not yet reached consensus about how to answer these questions.

Since the late 1960s, authors have addressed the need for systematic program
evaluation models. Undoubtedly, the use of models to order educational processes
facilitates the conception of problems and the perception of interrelationships within
these problem contexts. While each model may view the same set of
interrelationships, it is inevitable that certain concerns of the model builders will
differ due to personal frames of reference (Atkin, 1968). Dillon (1981) extends this
personal dimension of modelling to include "prefabricated configurations of concepts" or
"patterns of coherence that we expect to find."

The modeling of social systems involves another potential danger. Education's
use of analog models drawn from the "hard" sciences is troublesome to the extent that
empirical models represent only "observable" realities. The human dimension in
instruction requires models which represent both observable and subjective realities.
This dilemma of inherent change is further compounded in evaluation when the
evaluator threatens to question existing structures, make covert values visible, and test
commonly accepted myths (Tucker & Dempsey, 1991).

In 1971, Daniel Stufflebeam raised several issues of concern to evaluators.
These issues have yet to be addressed adequately by prevailing evaluation models. He
notes four problems in the application of experimental designs to evaluation. First,
selection of experimental designs conflicts with the principle that evaluation should
facilitate continuous program improvement. According to a colleague of Stufflebeam,
"experimental design prevents rather than promotes changes in the treatments because
... treatments cannot be altered if the data about differences between treatments are to
be unequivocal" (Guba, 1969, p. 34). Second, traditional research methodologies are
useless for making decisions during the planning and implementation of a project.
Rather, the stress on controlling operational variables creates a contrived situation and
blocks the collection of natural and dynamic information. Third, the typical research
design does not apply to the "septic" conditions of most evaluation contexts. The
evaluator is not interested in establishing highly controlled conditions within which
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universally true knowledge can be generalized. Instead, "one wishes to set up conditions
of invited interference from all factors that might ever influence a learning (or
whatever) transaction" (Guba, 1969, P. 33). As a final point, internal validity is gained
at the expense of external validity. Clearly, equating evaluation models with
empirical models is limiting to dynamic program development concerned with
credibility, (Lincoln & Cuba, 1985), particularly in largely undocumented areas like
instructional technology programs.

Diversity of major evaluation models
The current practice of evaluation relies heavily on three models developed

over twenty years ago: (1) Tyler's (1942) objectives-based model, (2) the decision-
making approaches exemplified by Provus' discrepancy model (1969, 1971) and
Stufflebeam's (1983) CIPP model, and (3) values-based approaches such as Stake's
responsive schema (1967, 1982) and Scriven's goal-free model (1967, 1972).

Model diversity emerges from the various emphases placed on each of these
tasks. Another source of variance is how the evaluator relates to the client system. For
example, Pace's (1968) analysis of evaluation models indicates that large, complex,
and of longitudinal evaluations may require a different model one that considers a
broad range of social and educational consequences. Holistic judgments require assessing
more than program objectives. Instead, expand the evaluation to question other
program dimensions such as expected and unexpected consequences, cultural
characteristics of the setting, and the processes of program delivery. Evidence gathered
to answer these questions should be both quantitative and qualitative, including the
systematic collection of personal perceptions.

There are strengths and weaknesses in each approach which have emerged
over the ensuing years. Rather than focus on their well-publicized strengths, the rest of
this section will summarize some inconsistencies or areas which have not been
addressed by each model. This critique is motivated by the need to understand why
evaluation of interactive instructional technology projects has been fraught with
difficulties and is often a dissatisfying experience for both the evaluator and the
evaluated.

To demonstrate the different emphases placed in various evaluation concerns,
Figure 1 compares three prevailing evaluation approaches: Tyler's instructional
objectives (JO) model, Stufflebeam's decision- making (DM) approach, and the values-
based (VB) approaches of Scriven and Stake. Special attention is given to the
following criteria: a systematic methodology which utilizes a combination of
quantitative and qualitative data sources to portray a more holistic reality;
helpfulness toward program improvement; the evaluator's openness to make values
overt and to facilitate the planning of probable futures for a program. The rest of this
section analyzes the strengths and weaknesses of each model in more depth.

Insert Figure 1 about here

1. Instructional Objectives Approaches
Tyler's model has several merits. It provides valid, reliable, and objective

data for an evaluation. It allows the evaluator to indicate attained and unattained
objectives. On the other hand, strict application of the Tyler Model creates
difficulties. It ascertains student outcomes but ignores the contexts and processes that
lead to these final outcomes. The statement of objectives in behavioral terms is a long
and often tedious procedure which limits sources of evidence to purely quantifiable
data. In essence, it is too easy to avoid questions about the worth of the objectives
themselves. This is especially true if the evaluation is conducted after the objectives

4
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are formulated. When this happens, the evaluation is often limited to making
superficial revisions of performance objectives.

In response to these difficulties, more flexible "neo-Tylerian" models have
emerged (Taba & Sawin, 1962; Cronbach, 1963; AAAS Commission on Science Education,
1965). Tyler's data sources have been expanded to include observations on teaching
method, patterns of classroom interaction, physical facilities, and student motivation.
"Neo-Tylerian" ideas have contributed to the field's shift from a terminal focus to one
which synthesizes both process and product elements. The emphasis of evaluation is on
facilitating instructional improvement. Two major limitations persist. One, the
evaluators do not incorporate client feedback into the proposed evaluation. Second,
futures planning is neglected.

2. Decision Making Approaches
A second group of evaluation theorists, notably Provus and Stufflebeam, believe

the evaluator's task is one of delineating information to be collected, planning a data
collection methodology, and helping decision makers use the information collected. It is
the responsibility of the decision maker, not the evaluator, to make judgments from
this information. Four questions are basic to this approach:

What should the objectives be?
How should the program be designed to meet these objectives?
Is the program design being carried out effectively and efficiently?
Was the program worth what was invested in it considering the products
achieved? (Reasby, 1973, p. 23).

While advancing the field by specificaily addressing standards, Provus (1971)
identified several weaknesses in his model. He concludes that the major weakness
with the discrepancy model seems to stem from failure to understand the limits on
institutional behavior set by field conditions, the intricacies of the decision-making
process, and the origin and use of criteria in that process. Context evaluation is not
addressed and the exhaustive use of behavioral standards may limit the creative,
adaptive responsiveness of a program staff. Provus's approach does not clearly
identify the type and ultimate use of information to be collected at each stage. The
model could also be faulted for being incapable of evaluating rapid, large-scale changes
characteristic of early instructional technology projects. Decision-makers are not
always rational, yet the model assumes such behavior. Finally, the Discrepancy
Model does not address how evaluators are recruited, trained, and maintained in the
syntem.

The Phi Delta Kappan Committee on Evaluation, chaired by Daniel
Stufflebeam (1971), has perhaps exerted more influence than any group in attempting to
lead the educational profession away from excessive reliance on classical research
models. Instead, an evaluation model is offered which assists decision makers in
pinpointing their values so that they can best be served by the decisions made. This
model, known a C1PP, specifies four types of evaluation: context, Input, Process, and
Product (Stuffleoeam, 1983).

Though mechanically total, the CH'? model excludes overt values in its
schema. According to Stufflebeam, the evaluator's role is one of collection,
organization, and analysis of "relevant" data for "relevant" decision makers. Overt
judgment of the intrinsic worth of the program's objectives is not considered by the
evaluator or the clients. The entire question of values is kept tacitly in the decision-
makers' domain. Another limitation of the CIPP model is its inability to answer two
basic questions. How do evaluators and/or clients know which standards are operant?
Further, what processes are necessary to enable the decision maker to apply value
criteria?

- 5
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3. Values-Based Approaches
Two major examples of values-based approaches to program evaluation are

considered in this paper: Scriven's Goal-Free Model and Stake's responsive schema.
Scriven's (1967; 1972; 1978) Goal-Free model is in definite contrast to those

evaluators advocating objectives-based or decision-making approaches. According to
Scriven, the distinction between the roles and goals of evaluation are often
intentionally blurred. Whatever its role, the goals of evaluation are always the same

to estimate the merit, worth, or value of the thing being evaluated. Scriven goes on to
point out that the subversion of goals to roles is very often a misguided attempt to allay
the anxiety of those being evaluated. The consequence of this type of distorted
evaluation could be much more undesirable than the anxieties evoked. As an
alternative, Scriven (1972) declared that both summative and formative evaluations
will increasingly become "goal-free." Scriven stresses the evaluation of actual effects
against a profile of demonstrated needs. One of the many roles of the evaluator is to
examine the goals of the educational program and judge the worth or value of these
goals against some standard of merit. From the data he has collected, the evaluator can
determine whether these objectives are being met.

One of the great strengths of this model is addressing the role and values of the
evaluator. In spite of the model's strengths, several questions still remain answered.
How can a client insure that external evaluators properly judge actual effects of a
program, whether planned or not? What standards are there to judge whether a goal-
free evaluator is not arbitrary, inept, or unscrupulous in his actions? How does one judge
how well a goal-free evaluator has interpreted the "demonstrated needs" of a project?

The theme throughout many of Stake's writings (1967, 1970, 1972, 1973, 1975,
1982) is that an evaluator must do his best to reflect the nature of the program and not
focus on what is most easily meast..?d. Furthermore, he writes less about the link
between evaluation and decision making than other evaluation theoreticians. Like
Scriven, Stake believes that both descriptions and judgments are essential and basic
acts of any evaluation and should be combined to portray an educational program. He
goes on to describe the role of evaluator as a technician who can provide both relative
and absolute judgments. In this respect, Stake takes a more conservative stance than
Scriven. Stake (1973) recommends that the evaluator should not take an absolutist
position regarding the program's goals because this is likely to make clients less
willing to cooperate in the evaluation.

The Stake model exceeds most models in attempting to describe and judge the
entire educational enterprise, rather than examining outcomes alone. In terms of process
and scope, the Stake model deals more comprehensively with a number of evaluation
needs. The assessment of evaluation procedures in the descriptive matrix is unclear as it
appears that procedures would be described with transactions. However, procedures are
selected prior to the learning experience. An effective method for analyzing the role of
values in the program can be found in this model as can a methodology for discovering
which values are being served. On the critical side, Stake's approach does not appear
to provide for evaluating decision alternatives during the structuring of the !earning
experience. Furthermore, he does not provide for systematic feedback in program
development. While the instructional program is looked at in terms of antecedents,
transactions, and outcomes, underlying the whole approach is a perspective that looks
at evaluation from the terminus.

Polemics in Program Evaluation
Evaluation is ever present and continues to operate, both overtly and covertly.

Furthermore, evaluation is only as good as the environment that the evaluator is able
to coalesce and share among all significant players. Approaching this cooperative
state can be facilitated by Polanyi's (1962, 1966, 1975, 1978) constructs of collecting
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multiple percepfions in order to approach a shared reality. He also advocates trying to
make tacit perceptions overt rather than being unconsciously controlled by these
perceptions, and including extended dwelling in an evaluation to experience more than
the surface and first impression phenomena. II) essence, out of these diverse perceptions
we can identify critical polemics as signposts 1,4,4fich expand but do not fix our
capability to describe and judge. That is, we can use these polemics to avoid a closed
view of evaluation and open our perspective to the variety of factors which can
influence evaluator's and client's judgments. Figure 2 summarizes some of these major
polemics and their continua.

Insert Figure 2 about here

The Need for a Different Model to Evaluate Instructional Technologies
As summarized in Figure 2, the three prevailing approaches possess

similarities and differences. Special attention is directed to the presence or absence of
several criteria: (1) using a systematic methodology which combines quantitative and
qualitative data sources to portray a more holistic reality; (2) helping toward program
improvement; (3) providing evaluator's feedback to make values overt; and (4)
facilitating program planning regarding probable futures. To varying degrees, the
instructional objectives approach, the decision-making approach, and the values .based
approaches all lack methods for systematizing the feedback of both the evaluated and
evaluators.

Given the aforementioned variance in evaluation models as well as diversity in
clientele and program purposes, it is apparent that judgments about program worth can
vary accordiugly. It is the contention of this paper that the perceptions of both the
evaluated and the evaluators need to be made as overt as possible. This cognitive
process will enable the acts of informed judgment making and program improvement.
Support for this position has been persuasively advanced by Weckworth:

"First, there is no one way to do evaluation; second, there is no generic
logical structure which will assure a unique 'right' method of choice. Third,
evaluation ultimately becomes judgment and will remain so, so long as there is
no ultimate criterion for monotonic ordering of priorities; and fourth, the
critical element in evaluation is simply: who has the right, i.e., the power, the
influence, or the authority to decide." (1969, p. 48).

It is the purpose of this section to offer an interactive evaluation model (Kunkel
& Tucker, 1983; Tucker & Dempsey, 1991) which addresses some of the weaknesses of
the aforementioned models and strives for credible synthesis of their strengths. This is
especially difficult to achieve in contexts reflecting diverse client and audience values
such as instructional technology programs. A macro-level evaluation model is
therefore perceived as a body of interrelated criteria. These criteria help determine
major questions, sources of evidence, and standards for judging the findings and making
recommendations. Finally, it is informed by the research base of recent developments in
cognitive psychology. Figure 3 summarizes the cognitive complexity of this process as a
series of:

contextually relevant exchanges between information inputs and feedback
messages between the evaluation and clients;
perceptual representations of this data; and
resultant actions, responses and/or judgments regarding the data.

Insert Figure 3 about here
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By making overt the vulnerable judgments of both evaluators and those being
evaluated, a synthetic picture of what the evaluation intends to focus on can be
negotiated. Through cycles of feedback between the evaluator and clients and
negotiation using the feedback information, operative values can be embodied in the
major evaluation questions asked. In addition, these values can serve as judgment
criteria for decision-making. On the other hand, if the operative values are not known,
distortion results in terms of what is questioned, how evidence is gathered, and how
judgments are made.

In the model of evaluation proposed, certain value criteria are non-negotiable
in the sense that along with accepting the evaluator personally, the primary audience
must be made aware of and accept five criteria. That is, the model embodies holism,
negotiation, evaluator vulnerability, multiple data sources, and is improvement-
oriented and futuristic.

A Cognitivistic Model of Program Evaluation
The proposed model of evaluation relies greatly on developments in cognitive

psychology. Cognitivism helps us understand the processes behind two evaluation
truisms: "Information is power only in the hands of those who know how to use it" and
"Evaluation is only as good as the information it is based upon." It is helpful to view
evaluation as a complex activity which involves sequences of: gathering information
within situations or contexts, representing this information in idiosyrcratic perceptions,
and then using this data for some sort of judgment, decision, or action.

Evaluators and decision makers are required to integrate information from
many sources when forming an initial judgment, reviewing recommendations, and
ultimately making a choice among alternative strategies. The quality of the decision
hinges upon how well the rater is able to encode, store, retrieve, and integrate
information from these multiple sources into a judgment. Unfortunately, this process is
not easy. A piece of information must pass through many filters before it is recorded or
retrieved. More than informational, feedback can also serve motivational functions
(Kopelman, 1986). It can provide information about the correctness, accuracy and
adequacy of the program. It encourages developing, revising, and refining task
strategies, thereby laying the foundation for program improvement (Earley, 1988). Not
surprisingly, decision makers use only a subset of available information in evaluating a
program. In fact, information can delay and complicate decision making for many.
When confronted with a problem, the decision maker brings his limited information
and limited cognitive strategies and arrives at the best solution possible under the
circumstances. Simon (1978) calls this "satisficing."

As described in the next section, research suggests decision-making is both a
rational and irrational process. Decision-makers rely upon simplifying strategies or
heuristics when judging complex environments. While these strategies can be helpful in
avoiding cognitive overload, if applied inappropriately, heuristics can provide a
significant source of bias and error in decision outcomes if applied inappropriately. To
counter this potential bias, an evaluation model (see Figure 3) is proposed that:

*is interactive and negotiated between the clients, evaluators and
participants;

* is based on the perceptions and values of many participants to be capture a
holistic rather than positivistic reality;

* involves significant players throughout all four phases, not just at the
beginning and the end; and

systematically uses feedback to serve informational and motivational
functions.

. 8
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As depicted in Figure 3, Phase I has two levels of feedback loops. These loops
consist of perceptual exchanges between the clients, evaluators and relevant audiences.
These exchanges involve the perception of the task demand of the client and major
questions synthesized by the evaluator to focus the evaluation.

Consider the first feedback loop. Here, the client introduces the task demand to
the evaluator. The client's presentation can be influenced by both overt and covert
factors, how stable the client's organizational environment appears to be, prior history
of experiences with evaluation, and general belief structures. It becomes readily
apparent that evaluation serves many functions besides error reduction. For example, it
can provide evidence of the client's competence, signal impending action, and can
protect the client politically.

Next, the evaluator perceives the task. This perceptual representation is
shaped by a variety of factors. These factors include the evaluator's prior work
experiences, his ability to decode semantic and semiotic messages, the perceived
priority or strength of demand of the task, recognition of political forces, confidence,
and stakeholder boundaries.

The first output of the evaluator is an attempt to identify the program's
operational questions and standards expressed by the client. This could be done at any
phase of the instructional process (e.g., analysis, design, development, implementation,
or dissemination). This completes the first cycle of information inputs.

If an evaluator uses ort!), the first feedback loop to develop his questions and set
standards, the risk of perceptual misunderstandings between the evaluator and client
are still present. Recognizing this risk, experienced evaluators often confirm their
identification of the major questions by seeking feedback from the client. Clients are
asked how relevant these questions are to their interests and needs (versus a more
research-oriented perspective which would give the evaluator sole authority to
determining what is valuable and relevant). Factors which can influence the client's
feedback message include: the client's expectations about short and long term program
outcomes, the personal significance of the questions, penalty costs of whether or not to
gather the information, the client's perception of the evaluator's degree of expertise,
and rapport established between the client and evaluator.

When feedback is readily available, the risk of serious initial judgment errors
is not as high because feedback provides information upon which to base corrective
adjustments. Consider Hogarth's (1981) likening this process to aiming at a target. The
evaluator may engage in a series of exchanges with the client. The intent of these
exchanges is to focus the evaluator's perception of the task or "target." Then the
evaluator forms a mental representation of the perception. For example, in the first
phase of evaluation, this representation serves to eliminate, substitute, or strengthen
the evaluator's perceptions about the-questions being asked. For example, perceptions
of any hidden agendas emerging from the first cycle of information inputs are
considered. Given the prior experience of the evaluator, the task may be encoded as
objectives-based, management-based, or values-based, or a composite of all three.

Finally, this cycle ends with the evaluator negotiating an evaluation plan.
This plan or paradigm serves as a blueprint to guide the ensuing evaluation. Three
components make up this paradigm: questions, evidence, and standards. Questions to
guide the study are framed, potential sources of evidence clarified, and standards or
qualities by which to judge the findings are made overt. Negotiation of the paradigm
allows for the systematic participation of all relevant stakeholders. This negotiation
should be done during the first phase of the evaluation, thereby reducing some of the
perceptual errors inherent in models such as Scriven's goal-free approach. It has been
the experience of the author that negotiation serves as the first step in co-opting even
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the most negative stakeholders. This is accomplished by being open to their critical
questions and emerging perceptions.

Implications of Phase 1
Helping stakeholders generate questions is affected by one's capacity and

motivation to generate alternative hypotheses for a given question. (For more thorough
discussions of hypothesis generation refer to the work of Higgins & King, 1981; Eco and
Sebeok, 1983; Fisher, Gettys, Maming, Mehle, & Boca, 1983; Mayseless & Kruglanski,
1987.) For example, in situations where time pressures are great, a client or evaluator
may be tempted to focus solely on addressing pre-defined objectives. In settings where
formative evaluation provides useful feedback for product development and revision,
its design is often constrained by available resources such as time, money, personnel, and
facilities.

Extending the example of formative evaluation to interactive instructional
technology further, it appears that two major questions are posed. One deals with the
content and technical quality of the product and the other deals with its learnability
within authentic contexts. More specific questions generated by these two foci could
deal with product initiation, design, content development, media development,
production, testing and maintenance (Foshay, 1984). Geis (1987) suggests that feedback
is needed regarding the content and sequencing of instructional events as well as the
nature of learner control of the content or message as sent. Consider the case of
instructional hypermedia. Table 1 summarizes just some of the questions that could
emerge when one is open to more holistic views of evaluation, hopefully more
accurately reflecting the medium's true nature.

Insert Table 1 about here

Besides these two major questions, each stakeholder appears to have
idiosyncratic questions of interest. Rather than reaching consensus on the questions, an
effort is made to solicit the complete realm of questions and then synthesize them into
broad questions which allow multiple perspectives. Fifteen years of evaluation field
narratives suggest this is a viable strategy and management research seems to support
this as well. The research of Walsh and associates (1988) argues that increased
coverage and decreased consensus are important early in the decision making process to
help define the problem or task. Once the group comes to understand the information
environment, however, a consensus around a narrower view (i.e., evaluation paradigm
negotiated during feedback loop 2) is beneficial. The ability to read a decision
environment and capture the major evaluation questions and the belief structures behind
these questions is the essence of shared veridicality.

Questions are also influenced by an individual's capacity to see the values or
standards that are behind the questions. Why was the question asked in the first
place? Standards describe the results that are desired or should be achieved upon
satisfaction of a task. To facilitate performance, researchers contend that standards
need to be specific as well as identify qualities and quantities of output expected
(Baird, 1986). Specific standards serve as motivational devices for individual
performance (Locke et al., 1981; Taylor, 1983) and can anchor future decisions of the
client (Huber & Neale, 1986). This phenomenon may explain the evolution of "building
block" evaluations which focus on lower level, fragmented tasks which are more easily
identified and documented.

Instructional designers lack consistent formative evaluation guidelines
regarding products that aim at interactive, integrative skill development. It is
difficult (but not impossible) to evaluate situations which allow learners to practice
multiple skills. Compounding this complexity is the presence of unpredictable

lki
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navigational paths and a need to assess variable perfornr,Ice standards. In fact,
interactive instructional design seems fraught with many aversive prior learning
experiences. For starters, many managers expect cost overruns and schedule slippage.
Another fear involves the losses attributed to the new product's possible failure
spreading to established products. Finally, while many designers recognize that
prevailing linear and iterative strategies result in "piecemeal" products, they lack
alternative design methods peculiar to this technology.

Program and product performance is compared to a norm or standard. Usually,
the norm is the maximum achieved by an optimal allocation policy. Invariably,
performance is found wanting (Busemeyer, Swenson, & Lazarte, 1986). Optimal policies
cannot be specified without perfect knowledge of the goal state. For many real
decisions, however, only imperfect and vague information about the objective and
solution is available. Even if specifications exist, management may not have made it
clear whether the intent is to meet specifications or exceed them. Hence, there is a
perceived need for evaluation. This seems to be particularly true of interactive
technologies such as instructional hypermedia %There the operant criteria have yet to
be defined.

And what happens when the product's instructional and businesc goals are not
clearly communicated to the technicians and instructional designers? What often
results is loyalty to functional standards versus the total plan because immediate
functional rewards upstage measures of organizational performance. For example, in
university environments where product development is almost exclusively driven by
external funding, the product can have high pricaity within the grant but low priority
throughout the rest of the institution.

Standards are often very difficult to calculate, and it seems unreasonable to
expect that the typical client knows the optimal solution a priori. For example,
developers' and users' judgment of product quality extends beyond hardware and
software. Quality involves technical, educational, and financial attributes;
installation issues; low maintenance; high reliability; compatibility with other
equipment already in place; ease of upgrading; and multi-platform access. These are
standards that are typically not incorporated into questions asked by developers.
However, it is reasonable to expect that program managers and designers can improve
their standards and rules for optimal policies iftraining incorporates informative
feedback (Busemeyer, Swenson & Lazarte, 1986). And the corollary is that while this
rational explanation may be possible, the evaluators must be prepared for instances
where the client intends the evaluation to serve functions other than an error reducing
role. For example, clients may want the evaluation to give evidence of a key player's
competence, signal impending action, or "cover their tracks."

Expectations about future outcomes strongly affect one's decisions (Abelson &
Levi, 1985; Feather, 1982). Developers often devote much time examining the
implications of alternative designs and the adequacy of the likely reward in view of
the risks incurred. Because of the importance of such expectations, much research has
been devoted to understanding how individuals estimate probabilities of future events.
Evidence has accumulated that individuals use a general cognitive strategy, the
"availability heuristic" (Tversky & Kahneman, 1973). In using this heuristic,
individuals estimate the probability of events by the ease with which they can recall
or cognitively construct relevant instances. Specifically, questions can serve as a
valuable heuristic or cognitively simplifying strategy for participants in the
evaluation process.

Not surprisingly, our field experience indicates that decision makers use only a
subset of available information in evaluating a program. Rather, managers seem to
rely on heuristics to simplify complex environments. While serving to avoid
information overload, inappropriately applied heuristics can provide a significant
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source of bias and error for decision outcomes. For instance, people seem inclined to
overweigh certainty in their decisions (Kahneman & Tversky, 1979). As evaluators, we
should anticipate this heuristic when clients generate evaluation questionsand strive
for questions that capture the task's complexity rather than satisfy predetermined
decision-making. The systematic use of shared cognitive feedback and negotiation to
"cleanse" the questions is seen as an effective strategy to minimize this bias.

Finally, framing a question can lead to a perceptual bias which may
potentially be elicited by either task or context characteristics. Kahneman and
Tversky (1979) suggest that decision makers treat the prospect of gains much
differently than the prospect of losses. Often, whether the decision maker is
evaluating the prospect of gains or losses is simply a matter of the way a question is
presented or phrased. Thus, the way questions as well as findings are framed (in terms
of losses or gains) can influence decision makers' risk propensity and thereby their
decisions (Bazerman, Magliozzi & Neale, 1985; Huber & Neale, 1986; Neale &
Bazerman, 1985).

rhase 2: Description of Data SoutiefiAild_Analyglaujiernatiyel
The quality of the ultimate choices made hinges upon how well the clients and

evaluators are able to attend to, encode- store, retrieve, and integrate information from
multiple sources into a judgment. Ilge, asher, and Taylor (1979) identified the
information source as a particularly critical determinant of information utilization.
They go on to warn that individual differences often influence information receptivity,
credibility, and use.

Unfortunately, this process is not easy. A piece of information must pass
through many filters before it is recorded or retrieved. Decision makers have a
propensity to use only a subset of available information when judging a program's
worth. This irregular (and often irrational) process may be more systematic if feedback
loops are used. This loop or cycle consists of: (1) information inputs; (2) perceptual
representations; and (3) outputs regarding the evidence gathered to answer the
questions posed in phase one. Two feedback loops appear to operate during this second
phase.

In the first feedback loop in this phase, the evaluator collects data. This
process is affected by: the stability of the organizational environment; the length of
the time the evaluation has committed to dwelling in the system; and the nature of the
balance between qualitative and quantitative evidence. Acquiring information prior to
a decision has two major risks. First, a tenuous evaluator could overacquire information
and incur excessive costs. Second, an overconfident evaluator might underacquire
information and incur excessive risks of decisional error. In any event, the costs of
gathering additional information may be immediate and easy to estimate, but the
benefits of doing so car. be unclear and often long delayed (Connolly & Thorn, 1987).

Next, the evaluator analyzes the obtained data. This representation is
affected by a myriad of factors such as: the evaluator's information load capacity; his
audience analysis; the amount of anticipated versus unanticipated information
revealed; audience and client analysis; and whether a compensatory or
noncompensatory data synthesis model is being used (Einhorn & Hogarth, 1981; Billings
& Marcus, 1983). Noncompensatory models minimize the questions, criticisms and
divergent data. Compensatory models allow the representation of cognitively complex
and sophisticated strategies for information integration.

After the data receives its initial analysis, the evaluator reports initial data
findings to the client. This reporting procedure must consider many factors. Some
crucial variables include: the amount of feedback processing time available to the
client; the client's relative emphasis on program documentation versus program
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improvement; and whether the evidence can be shared with the clientele all at one
time or presented over a period of time.

Perceptual errors can result if the evaluator does not receive a message from the
client regarding the accuracy of this initial data report. By scheduling a regular
exchanges, the client's initial certitude about the original evaluation plan (as well as
hidden agendas) can be ascertained. In the process, a sort of error checking occurs about
the perceived accuracy of the data thus far collected as well as an early measuring of
the evaluator's credibility. This is also the time to assess the client's tunnel vision and
blind spots and selective perception.

The evaluator cognitively represents the client's messages in light of
commitments (sometimes complementary and sometimes competing) between the client
and evaluator. This representation takes the form of either improving or simply
documenting the program. A choice point also involves the balance between
qualitative and quantitative data. Obviously, this takes skill in balancing positive
and negative information. This perceptual recycling of data perceptions is necessary in
light of research showing human informatioq acquisition is often weakly guided by
normative, cost-minimizing considerations. This occurs even when serious efforts are
made to simplify the task, provide high motivation and focus attention on balancing
information costs and benefits. Clients consistently underpurchase "good" information
and "bad" information is consistently overpurchased. One part of the explanation is
client difficulty in discerning the validity of different information sources, even after
repeated exposure. Another possible explanation is the certainty of the cost involved
in acquiring information as against the uncertainty of its benefits in reducing decision
errors. A risk adverse client will tend to overpurchase, a risk seeker to underpurchase.

Finally, the evaluator edits the initial data analysis and reports the revisions
along with the implications of preliminary judgments given the evidence. Once again,
influencing variables include the amount of time available to the evaluation for
information feedback to the client, the kind of heuristics which accompany the data,
the way information is "framed", and the form of information display.

Implications of Phase 2
Let's continue the example of formative evaluation of interactive technology

products and/or projects. The actual process of data collection can generate as many
questions as it answers. Just consider the following issues:

How continuously should data collection be conducted: during rapid
prototyping, draft form testing, final testing, or during each stage of the
developmental process?
What qualitative and quantitative methods should be used: self-evaluation,
expert review or student review (Montague et. al., 1983); try-out and revision
testing sessions (Geis, Burt, & Weston 1985); draft and revise and field-test
(Dick & Carey, 1985); one-to-one testing; group testing; extended testing
(Stolovitch, 1982; Komoski & Woodward, 1985); peer debriefing;
triangulation; negative case analysis; and/or audit checks?
Who should be included as data sources: learners (expert versus novice),
developers, subject area experts, teachers and trainers, native informants,
audience specialists, gatekeepers, sponsors, former learners, editors?
How many people should be involvedwhat is an "adequate" size?
What are desirable characteristics of the data sources: representative versus
select (e.g., highly verbal or high aptitude), active versus passive, internal
versus external to project, continuous versus one-time involvement?
Where should data be collected: in-house versus field, using simplified
versus progressively more complex and less familiar systems?

13
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When should data collection stop? For example, should evaluation continue
until redundancy of learner comments occurs? When is the criterion
performance level reached?

The client may accept the evidence "as is", request additional evidence, or even
seek to reject the evaluation. For example, the use of user feedback in instructional
materials development tends to be supported in research (Baker, 1974; Andrews &
Goodson, 1980; Stolovich, 1982; Wager, 1983; Weston, 1986). In general, there does not
seem to be an indication that one method of gathering feedback is superior to another.
Rather, findings suggest that materials that have undergone formative evaluation
with users were superior to original versions. While there is agreement that user
feedback promotes product improvement, few clear guidelines exist regarding how to
build this feedback systematically into the development process.

Knowledge of client expectations and behavioral characteristics are essential
for evaluators when gauging the receptivity to their activities and ultimately to the
information gathered. Available research in this area suggest that decision makers
are:

only weakly responsive to various normative considerations such as
information quality and cost (Fitz, 1968; Wendt, 1969);
substantially responsive to normatively irrelevant factors such as total
information available (Levine, Samet & Brahlek, 1975);
slow to show learning in repeated decision situations (Lanzeta & Kanaref,
1962; Wallsten, 1968; Busemeyer, 1985); and
not consistent in their need for either overpurchasing or underpurchasing
information (Pitz et. al., 1969; Hershman & Levine, 1970) though risk seekers
show a tendency to underpurchase information.

A two tiered approach to data sharing is important for both cognitive and
political reasons. The data is most likely to be heard and used by clients if they
believe it is true and has utility. This satisfaction index seems to rise when client
perceptions about data accuracy is sought before presenting data of a judgmental nature.
Additionally, the form of information display can encourage or discourage certain
methods of cognitive processing, given the propensity of humans to adopt strategies
which minimize their effort. For example, organizing data into a table makes
quantitative information easier to use, increasing its impact upon choices (Russo, 1977).
Similarly, when data is described in words instead of numbers, decision-makers
abandon strategies which use mental arithmetic (Huber, 1980). As Slovic (1966;1975)
indicated, the more effort required, the more likely it is that clients will ignore or
misuse information. Cognitive strain may cause decision-makers to resort to
simplifying strategies or heuristics, many of which lead to biased responses such as
preference reversals and violations of transivity. They take information as presented
and change the strategy to suit the display rather than transform the data to fit the
strategy. When evaluators recognize this process and the impact of framing, they can
design evaluation data displays which passively encourage better information
processing (Levin et.al., 1985).

Consider Snyder and Swann's (1978) proposal that in the testing of questions
and hypotheses (about themselves or other people or events), people predominantly
seek to confirm their pre-existing notions. This implies a pervasive insensitivity to
disconfirming evidence, and (presumably) a reluctance to generate alternatives. The
implications for how evaluators can share information with clients are profound.

14
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Phase 3: Making Judgments
Many evaluators neglect to address their role in the act of judging, preferring to

perceive themselves as untainted by values issues. This is counterintuitive. Judgment
pervades the total process, from the selection of questions and data sources to the
ultimate decisions reached and choices made. Phase 3 presents a series of
informational inputs, perceptual representations, and actions in order to generate
judgments about program worth.

After receiving the evaluator's final descriptions, data analyses, and tentative
alternatives, the client reacts in the form of another feedback message. The nature of
this feedback will be tempered by the client's perceptions of certitude about the
findings and expected gains versus losses. Many researchers are pessimistic about
managers' abilities to interpret information from complex environments accurately.
Managers are thought to suffer from selective perception (Dearlx,rn & Simon, 1958),
strategic myopia (Lorsch, 1985), tunnel vision (Mason & Mitroff, 1981), and blind spots
(Murray, 1978).

Given the client's reactions, the evaluator itemizes and begins to edit the pool
of possible alternatives in preparation for generating judgments. Variables that seem
to influence this editing process include the evaluator's capacity to visualize a
continuum of concrete and abstract instances, the duration of events, and the client's
self-efficacy status.

Editing results in the evaluator rating or valuing alternatives against the
standards specified in Phase One. Besides the amount of processing time available for
the evaluation, what is at stake is the quality of the alternatives envisioned as well
as the heuristics used for conveying these alternatives to the client (for example,
availability, adjustment, anchoring, and representativeness).

It appears that some decision strategies are used more than others. The issue is
frequency of use rather than effectiveness of stategy. Recent research suggests
expectation models over-intellectualize the cognitive processes people use when
choosing alternative actions (Schwab, Olian-Gottlieb, & Heneman, 1979; Fischhoff,
Goitein, & Shapira, 1983; Mitchell & Beach, 1990). For example, formal analytic
strategies are seldom used even by people who know about them. Isenberg (1984) adds
that even when they use these logical strategies they seldom accept the results that
run counter to their intuition. In certain cases, intuition turns out to be more accurate
than analytic strategies (Hammond, Hamm, Grassia, & Pearson, 1987). Mitchell and
Beach (1990, p.3) capture this concept well with the following statement: "Formal
analytic strategies require a great deal of concentration, time, effort, and skill and very
few decisions are worth all that. Moreover, for even very important decisions the
formal strategies often seem too coldly intellectual".

Observations of professional decision makers engaged with on-the-job decisions
suggests that few decisions involve explicit balancing of costs and benefits, let alone the
use of behavioristic probability models (Peters, 1979). Mintzberg (1975) reported that
most decisions involved only one option rather than many options. The decision was
whether to go with that option rather than a choice among competing options.

Simultaneously, the evaluator and the client develop judgments. Their ability
to form sound information-based judgments appears to be grounded upon many factors,
including:

ability to reason on three levels: deductively, inductively and abductively;
ability to manipulate overt and covert information normatively and
heuristically;
ability to negotiate or at least share perceptions;
clarity of expectations, both internal and external; and
amount of cognitive dissonance and uncertainty of the decision to be reached.

15
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Out of the judgments represented in the prior step, the evaluator synthesizes a
delivery strategy and accompanying recommendations. Besides dealing with the
standard variables of determining the timing, written and/or oral formats, and the
framing of the delivery matrix, the evaluator needs to weigh the impact of priming.
Priming is a process through which particular information becomes activated or more
readily accessible to recall (Wyer & Srull, 1980). Priming has been found to impact the
type of action plan developed by an individual. In fact, those individuals who were
faced with pressures imposed by a difficult goal relied more heavily on the plan they
had been provided than those with more general goals (Earley & Perry, 1987).
Furthermore, recommendations are more likely to be maintained if the outcomes are
positive and more likely to be changed if the outcomes are posed negatively.

Implications of Phase 3
Given the fact patdecision makers ..re required to integrate information from

numerous sources whqn forming a judgment, the quality of the resultant judgments relies
on the value each stakeholder places on this information. For example, Foshay (1984)
suggests three criteria of interest to training vendors:

cost-effectiveness (such as reliability and validity of measurement, return on
investment, corporate reputation, and contractual expectations for project);
compatibility with project management system in terms of yielding timely,
useful project status information and impacting employee morale and
productivity;
compatibility with the design system such as generating information specific
to design and development decisions.

While the research base is limited, our experience suggests that clients judge
situations as instances of types with which they are familiar (pattern recognition).
They tend to respond best where their own prior successful solutions are presented as the
recommended strategies. This can be a problem when trying to enhance an already
effective operation with a novel strategy. In addition, there seems to be a difference in
whether the "client" making the judgments is an individual or a collective. Fischhoff
et. al. (1983) suggest that while individual clients may adapt to recommendations and
judgments that will further their gains more easily than their losses, a group of clients
is influenced by social consensus. Team members who have been recently successful are
more responsive to the needs of others and are less likely to make independently
serving judgments.

Self-esteem seems to be a related variable as well. Recent research (Weiss &
Knight, 1980; Knight & Nadel, 1986) suggests low esteem people gather more
information about possible solutions before implementation and perform better on tasks
where the one best solution must be identified (i.e., optimizing). High self-esteem
people seem to search for less information before trying a solution, performing better on
tasks with obvious solutions, strict time constraints, or where information search is
costly. Knight and Nadel (1986) suggest that high self-esteem managers would be less
likely than managers low in self-esteem to experiment with new policies or solutions
when confronted with negative performance feedback.

While Fischhoffs findings bode well for cohesive teams, many interactive
development projects consist of several (sometimes competing) teams. This
specialization can give rise to functional managers who begin to insist on making all
decisions pertaining to their respective stages and inputs from other teams are not
welcomed. The longer the development cycle, the greater the possibility of
communication rifts. A compounding problem concerns accountability and receptivity to
evaluation feedback in competing environments. If functional managers know they will
be held accountable for anything that goes wrong, there is a tendency to hold up work on
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the new product pending written notice (Foshay, 1984). This sign-off process can
dramatically affect the openness to risk taking.

People's cognitive representation of judgmental tasks may conceive of
"probabilities" as indices of belief intensity rather than as ratios of favorable chances
(Cohen, 1982). They also might conceive of events as nonrandom (Cohen, 1982) and fail
to take into account all the potentially relevant information or all the potentially
relevant alternatives (Hintikka & Hintikka, 1983). It appears that the motivation to
respond to judgmental questions may be affected by at least two needs: the need for
cognitive structure and the fear of invalidity. Preliminary research by Mayseless and
Kruglanski (1987) suggests that revision of judgments might be slower under a high fear
of invalidity but faster under a high need for structure. "In short, fear of invalidity
might induce a tendency to be conservative, whereas need for structure might induce a
tendency to be excessive" (p. 180). For example, in novel, open-ended environments such
as instructional hypermedia projects, designers may often experience an acute need for
guiding structure to which they might respond by adopting inappropriately high
levels of self-assurance and a closed-mindedness to alternative points of view.

This heightened need for cognitive structure is assumed to promote an early
closure to a solution or "cognitive freezing" (Freund, Kruglanski & Schpitzajzen, 1985).
For evaluators, this suggests the many risks inherent in how early to give client
feedback as well as the nature of the information's significance. Get to know your client
cognitively!

But there are risks for evaluators as well. For example, high structure
evaluators who rely on checklists for interactive instructional materials revision risk
neglecting some critical components since little prescriptive documentation exists at
this juncture. It seems more defensible to involve a diverse set of leaders and opinion
makers as reviewers if the goal is to trend acceptance of materials. There is still little
to guide us in deciding how to choose experts (as well as evaluators) and how to guide
their task or structure their output (Geis, 1987).

A person with a high need for cognitive structure is likely to inhibit the
generation of competing alternatives to a given recommendation as such alternatives
might appear to threaten his existing schema. Previous research manipulating the
need for structure in such ways found that individuals in which this need was aroused
tended to base their judgments more on (1) early information, rejecting subsequent data,
thereby exhibiting "primacy effects", and (2) on pre-existing stereotypes, in this sense
being theory rather than data driven. Furthermore, high versus low "need for
structure" individuals tended more to seek comparison with similarly minded others
likely to support their views and opinions (Mayseless & Kruglanski, 1987). High "need
for structure" individuals were characterized by: higher initial confidence in their
judgment; more confidence in early information provided by the search; fewer requests
for information; and high final confidence in their judgment.

Functionally opposite to the need for structure is the fear of invalidity. This
motivation has to do with the desire to avoid mistakes in judgment in terms of their
perceived costliness. Where high need for structure promotes a freezing of the
judgmental process, fear of invalidity may often promote unfreezing. That is, an
increased tendency to respond positively to alternative solutions to the existing
situation and/or an increased sensitivity to information inconsistent with the
prevailing order and negative feedback. Previous research manipulating the fear of
invalidity found that high fear of invalidity individuals suppressed the magnitude of
primacy effects. Instead, they had a tendency to translate stereotypes into
discriminatory judgments (Kruglanski & Freund, 1983). High fear of invalidity
individuals had lower initial confidence, less confidence in early information,
requested more information, and had higher final confidence. Overall, fear of
invalidity might induce a tendency to be conservative.

1_7
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Priming constraints are not to be ignored (Tversky & Kahneman, 1981). For
example, when presenting negative feedback, about the effectiveness of interactive
technology in a training program, individuals who are provided with negatively
framed recommendations (i.e., taking an acfion to prevent losses) are more open to
questioning the status quo and consider risky alternative strategies while those
provided with positively framed recommendations (judgments to protect gains) are
more likely to choose safer, more predictable outcomes. Individuals who have
experienced recent losses are More likely to accept informative feedback and are more
open to risky alternatives than usual (Fischhoff & Beyth Marom, 1983; Fischhoff,
Goitein, & Shapira, 1983 ).

Finally, little research has been conducted concerning the effects of standards
on client and evaluator judgment. It seems plausible that standards might anchor rater
judgments by providing a natural starting point against which to evaluate performance
outcomes. It also seems logical that performance-based priorities (weighting) would
simplify the rating process (Naylor, Ilgen, & Pritchard, 1980) but would exacerbate
anchoring effects for low priority standards. Consequently, the validity of performance
ratings would be highest when standards are specific and highly weighted (Neale,
Huber & Northcraft, 1987). Results of the Neale et. al. study suggest that performance
standards do not influence raters' performance related judgments. As they suggest, it
would be instructive to test whether evaluators and clients are capable of incorporating
differential weighting into their appraisal judgments.

Finally, the recent work on image theory (Beach & Mitchell, 1987; Mitchell &
Beach, 1990) seems very promising, particularly the compatibility test. The notion is
that intuitive, automatic decision making (and even some deliberative decision
making) relies on a simple comparison of each alternative of interest with a limited set
of relevant standards called images. Images serve as informational representations and
consist of: (1) value images such as the decision makers' ethics, imperatives, and
vision of what is appropriate; (2) trajectory images such as future aspirations, goals,
and agendas; and (3) strategic images such as plans, tactics and forecasts used to attain
the desired goals. If a decision alternative is incompatible with these images, it is
rejected. If it is not incompatible, it is accepted as the final decision or as one of the
alternatives that is passed on to a more complex mechanism that selects the best among
them. The concept of image seems to be related to cognitivists "schemata" and "scripts"
(Graesser, Woll, Kowalski, & Smith, 1980; Anderson, 1983) and control theory's
"template" (Lord & Hanges, 1987).

Phase 4: Arriving at Decisions and Choices
The final phase of this evaluation model deals with decision and choice

mechanisms. Decisions consist of presenting clients with alternatives packaged in a
certain form, such as a set of outcomes and probabilities. After searching a perceptual
representation of options, the decision maker edits and evaluates these alternatives.
Alternatives are compared with each other by rationally calculating the degree of
preference or using intuitive tests of compatibility and profitability. Choosing the
"best" alternative involves strategies such as elimination by aspects (Tversky, 1972)
and prospect theory (Kahneman & Tversky, 1979) and profitability test (Mitchell &
Beach, 1990). In addition, affective variables such as mood and the context of the
alternatives of a choice can be important in making decisions. As discussed earlier, we
know that people tend to avoid risk when alternatives are gains and seek risks when
alternatives are losses.

The context in which decisions occur appears to give them meaning. In
addition, past successess and failures in similar contexts seems to provide guidance
about what to do about the current decision. If the current decision is virtually
identical to a past decision stored in memory, it is considered to be recognized and
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automatic (Beach, 1964). Framing results when the con:.-exts of prior similar decision
memories are used to go beyond the information that is presented by the current
situation alone and interpret new contexts. Thus, we might expect that manipulating
the framing process could have a significant effect on decision making and choosing a
final behavior (Rachlin, 1989). In novel contexts where the exceptional is eticountered,
it seems that the process becomes much less automatic.

The decision mechanism is influenced by whether the client is a novice
decision-maker or expert, whether the decision environment is self-initiated by the
client or imposed from above or pressured from below and the degree to which the client
is risk-taking or risk-seeking. The selection among decision strategies is often seen as a
tradeoff between the amount of cognitive resources (effort) required to use each strategy
and the ability of each strategy to produce an "accurate" effect (Beach & Mitchell,
1978; Johnson & Payne, 1985; Russo & Dosher, 1983).

The choice mechanism is an outgrowth of the decision mechanism. Its
efficiency is contingent upon: the client's perceived self-efficacy; the environmental
demands of the client's situation; the attractiveness of the alternatives and incentives
for change; past expenditures of effort; short and long term performance valences; and
the type of delivery strategy required by the decision.

Finally, the outcome and implementation of the ultimate choice results. As can
be seen by the prior sequences, decision and choice are complex, cognitive operations of
which evaluators must be more cognizant if genuine implementation of evaluation
findings and recommendations is desired.

Implications of Phase 4
Two major types of decision strategies described in the literature are

compensatory and noncompensatory models. Compensatory models represent
cognitively complex and sophisticated strategies for information integration (Einhorn
& Hogarth, 1981) which are indicated by the absence of the interactive use of cues
(Billings & Marcus, 1983). Noncompensatory models are indicated by the interactive
use of information cues in which a low score on one dimension cannot be compensated by a
high score on another dimension (Billings & Marcus, 1983).

Compensatory strategies refer to either the linear model or the additive
difference model. The linear model assumes that each dimension for a decision
alternative is given a value for each alternative. Comparisons among alternatives are
then based on these overall values and the alternative with the greatest value is
selected. The additive difference model implies that decision makers compare
alternatives on each dimension and then summing differences between dimensions. The
summation of differences results in a preference for one decision alternative
(Olshavsky, 1979). With both linear and additive difference models, a high value on
one dimension "compensates" or counteracts low value on another dimension for the
same decision alternative. Noncompensatory strategies involve the use of simplifying
rules to reduce to complexity of the decision. The major noncompensatory models
identified by Payne (1976) and others include conjunctive, disjunctive, lexicographic,
and elimination by aspects strategies.

Frequently, clients must make choices under less than ideal conditions.
Uncertainty results when people have incomplete information about the task and doubt
is typically generated in a crisis situation when time is restricted for decision-making
and there are unanticipated choice points have been presented. Increasing uncertainty
is often associated with a decentralization of an organization's communication structure
(Tushman, 1979) while increasing the threat often leads to a centralization of structure
(Staw, Sandelands & Dutton, 1981). Consider the wide variety of organizations where
interactive instructional technology is being created, from an individual's home to



Evaluating ITT

19

large scale multinational corporations and how the nature of this environment can
significantly affect the receptivity to make choices revealed by an evaluation.

A related factor appears to be the complexity of the task. Decentralized
structures were found to be more efficient and resulted in fewer decision errors for
complex and uncertain tasks (Shaw, 1981). Faucheaux & Mackenzie (1966) found that
groups performing simple tasks evolved toward a centralized structure while those
performing complex tasks did not. Recent researchers have generally supported these
findings but caution that the relationship between uncertainty and structure is a
complicated one that depends on additional factors such as the quality of information a
client receives from individuals versus groups, insiders and outsiders like contracted
evaluators, the skill of its leaders, and the particular sources of uncertainty (Argote,
1982; Fry & Slocum, 1984; Schoonhoven, 1981; Argote, Devades, & Melone, 1990).

This tendency toward centralization can be dysfunctional given centralized
structures perform more poorly than decentralized structures for complex and uncertain
tasks (Snadowsky, 1972). This appears to occur because members at the hub of
centralized networks experience overload under high uncertainty conditions and
centralized structures are very vulnerable to this increased overload. As more group
members perceive that the information needed to reach a decision and make a choice
resides throughout the group rather than one member, we expect decentralized
structures to emerge. While this projection is fascinating to contemplate, it is
anticipated that it will occur with much discomfort and resistance.

Four basic mediator strategies which have implications for evaluators: press,
compensate, integrate and inaction (Carnevale and Conlon, 1988). Press refers to efforts
to reduce disputant stakeholders' aspirations and occurs when evaluation mediators do
not value client aspirations and they perceive that there is little common ground.
Compensation deals with efforts to entice client disputants into agreement. For
example, this occurs when evaluators value each stakeholder's aspirations, agreement
appears likely, and there is little chance that integrating will be successful.
Integration occurs when there are efforts to discover options that satisfy the disputants'
aspirations or when mediating evaluators value parties' aspirations and perceive that
there is common ground. Integration is used Arhen there is a good chance of achieving a
mutually acceptable solution. A final choice is inaction by which the mediating
evaluation lets the parties handle the dispute on their own.

Summary
The systematic combination of evaluation and cognitive processes can guide the

decision maker in a direction that continuously improves his or her performance. To
varying degrees, the instructional objectives approach, the decision-making approach,
and the values-based approaches all lack consistent methods for systematizing the
perceptions of both the evaluated and evaluators. This paper has presented an
alternative evaluation framework consisting of four sequential phases: (1) negotiating
a paradigm to focus the evaluation and specify major questions, sources of evidence, and
standilrds by which to judge the findings; (2) collecting and analyzing data sources and
reporting the emerging implications of various alternatives; (3) judging the
alternatives and synthesizing a delivery matrix of recommendations; (4) helping the
client process decision and choice mechanisms instrumental in delivering an improved
program.
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Figure 1. Summary of criteria for three evaluation models: ob;.. ;ves-based (0B),

decision-based (DB), and values-based (VB)

MODEL CRITERIA

1. intended outcomes documented

2. unintended outcomes documented

3. document contexts leading to outcomes

4. document processes leading to outcomes

5. client standards overt

6. evaluator standards overt

7. client-evaluator negotiation

8. program improvement-oriented

9. hard & soft data balanced

key: denotes criterion being met in a model

x denotes criterion being inconsistently met in model

DB V13
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Figure 2. Polemics of an Evaluation

Questions: To what degree should they be...

1.( ) ( ) ( 1 ( ) ( )
client helpful field helpful

2. ( 1 ( ) ( 1 ( ) ( 1

formative summative

( ( (
objectives-based holistic-based

4. ( ( ( ( (
independent negotiated

Sources: To what degree should they be...

5. ( 1 ( 1 ( 1 ( ) ( )
descriptive judgmental

6. ( 1 ( 1 ( 1 ( ) ( )
quantitative qualitative

7. ( 1 ( 1 ( ) ( 1 ( )
in-dwelling one-shot

8. ( ( ( ( (
deductive abductive inductive

Standards: To what degree should they be...

9. ( 1
,
t 1 ( 1 ( ( )

tacit overt

1O. ( ( ( ( (
proactive reactive

11. ( 1 ( 1 ( ) ( ) ( 1

self-initiated/internal imposed/external

12. ( ) ( 1 ( 1 ( ) ( 1

elitist or parochial subordinate
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Figure 3: 4 phase chart



FIGURE 3

INPUTS WITHIN CONTEXTS

PHASE 1: QUESTIONS

PROCESSES OUTPUTS

INFORMATION

1. Client's Task Demand

surface and depth factors
stable vs unstable contexts
past performance of clients
client belief structures

4. Client feedback Message
to Evaluator

client-helpful
field-helpful
audience-helpful
expectations
spontaneous vs. systematic

PERCEPTUAL REPRESENTATION

2. Evaluator's Perceived Task

prior experience of evaluator
semantic/semiotic content
priority
confidence, politics, resources,
audiences, purposes,
boundaries

5. Evaluator Represents
Feedback

effort, rapport
match mismatch
objectives, management, or
perception-based
changes between task &
feedback: overt/covert
formative vs. summative
internal vs. external

.- 32

ACTION, RESPONSE,

AND/OR JUDGMENT

3. Evaluator sets Questions
and Standards

phases: analysis, design,
development, implementation

6. Negotiate Paradigm and
Schema Setting

negotiated vs. independent
response certitude, framing
self-set vs. assigned standards

1077



INPUTS WITHIN CONTEXTS

PHASE 2: DESCRIPTIONS

PROCESSES OUTPUTS

7. Evaluator collects data

qualitative vs. quantitative
stable vs. changing
indwelling vs. 1-shot
intuitive vs. analytical
maximal/optimal/actual
disjunctive vs. conjunctive
additive vs. dicretionary

10. Client Feedback Message
to Evaluator

initial certitude
credibility of Evaluator
match-mismatch
selective perception

8. Evaluator analyzes data

information load
description vs. judgement
anticipated vs. unanticipated
analysis model
audience analysis

11. Evaluator Represents
Client's Feedback

prove/improve
quantitative, qualitative or
holistic
overt vs. covert
subjective, intersubjective,
objective
balance of positive/negative
feedback

9. Evaluator Reports Initial
Descriptions

feedback time:
simultaneous vs equential
prove/improve

12. Evaluator Edits
Descriptions and
Reports Alternatives

feedback time
framing
heuristics vs. algorithyms
implications
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INPUTS WITHIN CONTEXTS PROCESSES OUTPUTS

PHASE 3: JUDGEMENTS

INFORMATION

13. Client's Feedback Message
to Evaluator

expect gains or losses
truth vs utility
Client's certitiude
purposes & resources
selective perception
strategic myopia

PERCEPTUAL REPRESENTATION

14. Evaluator's Editing of
Alternatives

concrete vs abstract
duration of events
display format
self efficacy

16. Evaluator/Client Judgment

inductive, deductive, abductive
heuristic vs normative;

confidence of Evaluator,
expectations:
internal vs external
overt vs covert;
proactive vs reactive
uncertainty of decision:
cognitive dissonance

34

ACTION, RESPONSE,

AND/OR JUDGMENT

15. Evaluator Rates
Alternatives

feedback processing time

17. Delivery Matrix &
Recommendations

time and format of delivery
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INPUTS WITHIN CONTEXTS PROCESSES OUTPUTS

PHASE 4: DECISIONS & CHOICES

INFORMATION PERCEPTUAL REPRESENTATION

18. Decision Mechanism

satisfice
self-initiated vs imposed
role of Evaluator and Client in
decisions
risk taking vs risk seeking:
error penalties
novice vs exper

19. Choice Mechanism

perceived self-efficacy
environmental demands
(closed, open or optimizing

system)
elitist vs subordiante
attractiveness of alternatives/
incentives
past expenditures of effort
performance valence:
short & long term
press/compensate/integrate/
inaction

ACTION, RESPONSE,

AND/OR JUDGMENT

20. Outcomes &
Implementation
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Table 1. Criteria for Evaluating Instructional Hypermedia
1. Intertextuality apd Intermediajity

what is the nature of the learner (prior knowledge, reflexive skills, expectations, motivation)?
what is the instructional model used (e.g., eclectic or theory based)?
what supports (e.g., focusing, hints and shaping) are provided for the user/learner ?
what levels of information are included and what is the size and range of the knowledge base?
how is information related (e.g., synchrony versus historical, diffuse versus focused, traditional work
structures versus dynamic culture and discourse)?
how is linear and nonlinear information linked?
how is content gianularity developed ( e.g., how is relevant from irrelevant information filtered,
chunking, degree of modularization)?
how can hypermedia be structured to replicate content structures or knowledge structures?
how is remediation versus enrichment information access provided?
as instruction becomes richer, how does abstraction emerge (and is it backed by sufficient r;xamples, practice,

and alternative representations in different modalities)?

2. Decentering and Recentering
how does the instructional model impose organization?
how does the software impose organization: hieraithically and referentially?
how are learner and teacher contexts defined and managed over time?
what kind of representations are included in the courseware: hierarchical, relational and/or dialectical?
what are the possibilities revealed by alternative sign systems?
what objects are used in representations? how realistically are situations protrayed?
what is the understanding of the conceptual structure of the information by learner and designer?
what is the impact of different sequences of decentering and recentering?
how do users assess different representations?
how is decentering skill related to explicit organization and indivdual knowledge structures?

3. Navigating Networks: Achieving Cognitive Search Space
how is exploration conceived by the developers? what charting procedures exist?
how do learners use their increasing power over the sequencing of material to gain meaning?
to what extent are hypeimedia users (and developers) bound by acculturation to book technology?
when and how are links denoted meaningfully (at the start of a node or within it)? Of a related nature, should

specific parts of the screen be reserved for links? When should links be imposed and when should they be learner
defined?

how many nodes can be displayed at one time without being confusing?
how do learners avoid getting lost in "hyperspace"? how much support exists for "dynamic" linking?

(e.g., mapping and audit trails)
how can designers accommodate to both self-learners and those needing more external structure?
when is it effective to insert critical questions, navigational guidance or hints to users?
how can higher order thinking like hypothesis formation be prompted?
how can various imagery and sounds/intonations be used to access emotions?
when do sound and visual realities need to be separated for user load given different symbolic systems being used?
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4. Boundaries between Exuerts and Novices
what methods for information retrieval are available?
what methods are used for structuring hypermedia: deductive, inductive &/or abductive?
what methods of browsing are available (e.g., single word/phrase search, Boolean logic, alphabetical index of

node names, graphic maps of node relations)?
how well does planning match execution of novice and expert access strategies?
how representative are learning levels of development team? Additionally, to what degree are they captured in a

mindset (e.g., prescriptive) ?
how effective is transition from novice to expert stages (i.e., when to use advisors such as online and offline

instructional aides, use of adjunct and guiding questions, heuristics, modelling--and combinations thereof)?
how smoothly can die learner move between two representations?
to what degree are metacognitive or self-learning skills overtly taught?
to what extent is heuristic guidance content specific in hypermedia contexts? when should information be

suppressed?
what are the motivational effects of learner control as they transition through the hypermedia environment?
when is it beneficial for the learner to discover various paths on their own rather than via the minimal path?

3. Boundaries of Individual Work
to what extent do metaphors emerge that help us conceptualize this complexity?
to what extent are designers of hypermedia tacitly influenced by a print-based mentality?
how does hypennedia influence an author's cognitive load (e.g., capacity to make decisions about links,
content and transitions)?
when does the author and the user perceive the significance of the link?
how should links be denoted that have the same referent given hypermedia's capacity to indicate the
relational strength of each node?
what grammar can be established that portrays information non-linearly?
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