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PREFACE

As chair of the Steering Committee of the ED-MEDIA conference series, I have the pleasure of
presenting this timely collection of information pertinent to the wide area of educational multi- and
hypermedia. 1 am doing so on behalf of the steering committee which also includes David Jonassen,
University of Denver, CO (USA), Gary Marks, AACE, Charlottesville, VA (USA), Douglas Norrie,
University of Calgary, Calgary, Alberta (Canada); and Thomas Ottraann, University of Freiburg,
Freiburg (Germany).

As many of you are aware, the ED-MEDIA conference series resulted from merging the
international Conference on Computer Assisted Learning (ICCAL) conference series with efforts of
the Association for Advancement of Computing in Education (AACE) to offer a broad-based
conference series with a strong emphasis on both educational and multimedia aspects. Those of us
who have been involved in this merging process are exceedingly happy with the outcome: the timing
could not have been better. The breakthrough: of digital media is visible everywhere: the computer
as the ultimate media-machine, combining textual and graphical data with interactive videoand audio
clips, is now a reality. Potent commercial forces are pushing this combination into the market to an
extent that will reshape how we live, work, and learn—be :t in the form of electronic books,
encyclopedias, dictionaries, roadmaps or picturecollections; be itinthe form o ““interactive movies’’
with the long awaited CD-I technology; be it in worldwide hypermedia networks, in small portable
computers with CD-ROM or CD-Tintegrated in them, or in ever more powerful virtual reality settings.

This is an important juncture in the history of computers. Quite heady, intriguing, with much
research and commercial potential, yet also with the danger that developments weare witnessing a:e
not going to change our society for the betteraswe would hope, but might well add another ingredient
helping to ‘‘amuse ourselves to death,”” quoting Neil Postman’s famous book. Let us not forget that
television was introduced with fanfare some 40 years ago as the ultimate tool to deliver education to
everyone and has turned out to be (albeit with exceptions) a mind-numbing machinery, pacifying
humankind and replacing education by superficial trivia information. Computer-based multimedia
has, much more so than televison, the opportunity to indeed offer better training and education in
many ways; however, the same technology may also lead to still more entertainment, to seducing
people to leave everyday problems behind by submerging them into new technological worlds, into
virtual realities.

ED-MEDIA is recognizing this challenge. We believe that a concentrated effort has to be
undertaken to counteract pressures of the entertainment industry to mainly use multimedia for
“infotainment”’ and ‘‘edutainment.”” The ED-MEDIA conference series aims at using new
technology for more noble purposes: for the education of woman- and mankird, In doing so,
ED-MEDIA will have to closely follow developments in many areas, from the ele” . #ic entertain-
ment industry to artificial intelligence appiications and worldwide networkin;. ., our concern is
that all these technologies are used, to a large degree, for educational rathe: tnan other purposes.

Looking at this volume and at the ED-MEDIA 93 program gives us somebasis for optimism. We
have been able to assemble an impressive array of educational applicationsonthe forefront of research
and development.

It is, of course, almost an absurdity to present the newest developments in educational multi- and
hypermediainthe form of a printed book. We are well aware of thisand are contemplating alternatives
or supplements for future ED-MEDIA conferences. Yet the lack of a unified platform makes this, as
we all know, a formidable task! Thus we are proud that even without the newest technologies this
volume manages tobe an invaluable guidetowhat is happeningin educational multi-and hypermedia
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right now, or is about to happen in the ncar future. That this is the case is due to the cooperation of
all authors, and to the tireless efforts of the Program Committee and many referees who tried to
package multimedia know-how in printed form. They have succeeded. For this we would like to thank
all involved, and are happy to acknowledge the work of the Program Committee by listing it below.

May this volums increase your knowledge in your particular areaof interest! However, remember
that thebest way to learn is through various forms of participation as experienced through ED-MEDIA
conferences, with their demonstrations, panels, workshops, and papers. Hence, see you (also) at
Vancouver, Canada, for the next ED-MEDIA conference in June 94!

Hermann Maurer

Chair of ED-MEDIA Steering Committee

University of Auckland

Auckland, New Zealand (on leave from Graz University of Technology, Austria)
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Multimedia: We have the Technology but do we have a
Methodology ?

JAMES L. ALTY
LUTCHI Research Centre, Dept of Computer Studies,
University of Loughborough, UK

Multi-media presentation systems arc now becoming commonplace. They can be utilized on
personal computers such as the Maclntosh or IBM PC, and arc also available on workstations
such as the SUN. Although there arc some technical problems associated with synchronisation,
with the handling of large moving pictures and with real time performance, most of these
problems have been, or shortly will be, overcome. There is therefore no technological reason why
large numbers of multimedia systems should not be successfully implemented during the next few
years, The real difficultics, however, in developing multi-media presentation systems do not lie
with the technology. They stem from a lack of a methodology for multi-media design. The real
question is not HOW can we provide different media but WHEN and to WHAT effect (Alty 1991).
In a sense, we have been in this position before. We constructed textual interfaces before we
understood command languages. We developed graphical approaches without really understanding
the essentials of graphics design and we used colour with a combination of arrogance and
ignorance which would have embarrassed a true artist. There was some merit in using such a
pragmatic approach in the past. Computing applications required new interfaces whose design was
not fully understood or supported by rescarch. It thereforc it scemed reasonable to try out as many
options as possible and sclect the best for further development. The problem with using the same
approach for multimedia interface design is the size of the search space. We have so many options
and combinations that the possibility of producing poor interfaces is high. It is therefore
important to try to lay down design guidelines and principles to aid the multimedia application
developer.

There are difficultics in simply cxtrapolating from previous work in single media. Marmollin
(1992) has argued, for example, that the multi-media approach should be seen as a new approach
to systems design rather than a new technology, and that our definition of multi-media should not
be based upon current technology. He also makes the very important observation that multiple
media are not just built up out of simple parts which can be experimented with scparately.
Multimedia representations attempt to utilize the "whole mind". Thus single media interface
design methodologics may not be appropriate to the multimedia situation.

The PROMISE project

' We have been working with multimedia interfaces for the past four years in a large ESPRIT
project called PROMISE (PRocess Operators Multimedia Intelligent Support Environment). One
of the key goals of the work has been the development of some interface design principles. The
process control situation provides some unusual design problems for the multimedia designer
which are quite different from the more usual educational or communication situations. For
cxample, a designer can never be really sure when and in what combination "messages” will arrive
at the presentation system because of the non-deterministic nature of the process. When
something goes wrong, there is usually a surfeit of information competing for limited
information transmission channels and therefore media. Thus the designer cannot be sure that the
required device will be available at the critical time. Allocating a particular alarm to an audio
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channel might seem acceptable at the design stage, but in a crisis situation a whole set of audio
alarms might arrive simultaneously in the control room.

However, the multi-media approach affords a way out of this scheduling problem, by allowing
alternative representations to be used. At the heart of the PROMISE system, thercfore, is a multi-
media resource manager. This multimedia resource manager uses knowledge about media and the
application to resolves multiple media clashes on-line (Alty and McCartney, 1990).

The PROMISE project is based upon two exemplars - a nuclear power plant simulator in the
South of Scotland and a chemical plant in The Netherlands. These two plants have been
celiberately chosen for the different environments they provide. Work on the nuclear plant has
teen carried out in the plant simulator, one of the most sophisticated in the field. The work in the
chemical plant has been carried out in the control room itself. The simulator allows us to
deliberately create error situations and explore the importance of different media in assisting
operators to deal with these situations. The real plant offers quite a different challenge - that of
longitudinal studies in a rcal environment where the clock cannot be stopped and unexpecteda
events are intermingled with long periods of trouble free running. In addition to experiments in
the simulator and plant, experiments have also been carried out in the Behaviour Laboratory at__
Loughborough University where conditions can be carefully controlled.

From our expensive laboratory and rcal-plant studies we have been able to gather together.
some guidelines or principles for designers. Although the process control area is rather specialised
we are convinced that the lessons we have leamed from this work are readily generalisable and are
therefore applicable to most multimedia design situations.

Some Designer Guidelines

Design principles and guidelines which we have developed in our study of the use of
multimedia in process control interfaces (Alty and Bergan 1992) are the following:

The Principle of Telepresence

Multimedia options such as video and audio allow us to regain something which we have
lost over the last twenty years of process control interface design - that is - connection with the
real world. Gone are the days when the operators could FEEL the plant under their feet, HEAR it
in operation, or SEE what was happening and in some cases SMELL the overheating. There are
at least two reasons why this telepresence option offered by a multimedia approach is important -
the partial elimination of cvents by proxy, and the preservation of crucial cues.

Firstly, connection to real events is important and is obviously crucial in process control.
Our current interfaces tend to offer events by proxy. A red light changes to a green light on the
control panel to signify the opening of a valve - but did the valve really open ? An event
happened to me recently which illustrated this point. The portable Macintosh has an icon which
shows that the battery is charging (i.c. connected to the mains). The system was being used in an
hotel room when suddenly a message appeared cxclaiming that the battery was nearly discharged,
however the mains lead was plugged in to a wall socket. On pulling out the cable from the back
of the Mac the charging icon disappeared. When the plug was pulled out for the power socket,
however, the icon remained on even when there was no connection to the mains. The appearance
of the charging icon was an event by proxy. It was triggered by the presence of the plug into the
back of the computer, not by the presence of a mains signal. In fact, the problem had arisen
because the mains socket in the wall was not switched on. Events by proxy can be a scrious
source of problems in process control, but the problem is a more general one. With a




multimedia approach the operator could actually watch the valve changing state, and hear the
valve mechanism in operation.

Secondly, it is often difficult to be precise about cxactly what in our environment provides
the cues for human decision making. Media (particularly video and audio) carry information which
cannot be easily characterised as having a particular use. Good operators simply "know" that there
is a problem from hearing sound from the plant, yet thcey may be unable to define what it is that
alerts them. In a similar way the average car driver can sensc there is something wrong with a car
simply because of a change in the sounds produced whilst running. Operators use cucs which
designers do not know are there (and in many cases the operators are not conscious of using these
cues either). Designers tamper with such information at their peril. In one of our experiments, for
example, we found that there was a problem with using the results of a test involved an
assessment of the salt level in the process flow. Designers had assumed that a measure of the
length of the deposited salt in a narrow tube would be sufficient, whereas it turned out that the
colour of the substrate, and even the granulation of the salt, were used in an important way by
operators in the evaluation process. Prescrving the complcie test in a still-colour-picture prescrved
the vital cucs.

The Principle of Measurable Media Differences
e

Media offer information to operators (or uscrs) to cnable them to take decisions. In some
cases the decisions will be qualitative ones, whilst in other cases they will be quantitative. It
sounds rather obvious to say that the changes in the media must be discernible in an appropriate
way by the human obscrver to be effective. In a number of our laboratory cxperiments we
provided additiona! sound from the process to help the operators. In a number of cases such sound
was found to be irritating and not very uscful. The reason was that operators could not use the
information in a meaningful way. Thc differences in the medium could not be rclated to
quantifiable differcnces in the process, thus control was not possible. An example of this would
be representing flow by the sound of a tap. Increases or decreases would be perceived but absolute
measurement would not be possible. Thus the use of such a medium would only be appropriate
when gross changes were the major cue for action rather than precise changes.

The Goal Principle

We have concluded (along with many others, for example, De Sanctis, 1984) that the main
determining factor in media choice is the usc to which the information is being put by the
recipient. People will argue that this cannot be true. Surely spatial information is always better
presented pictorially ? Not nccessarily. For example, experiments carried out with weather
forccasts have showed that audio information can be superior to visual information in some
circumstances even in what appears to be a spatial task. This principle has important
implications for multimedia design. What matters in designing a multimedia interface is the
nature of the information needed by the users to carry out their tasks. Deciding which medium has
characteristics which best transmit such information is then a key aspect of the design process.
Idcally, thercfore a task analysis (Payne and Green, 1989) should be carried out to ascertain the
information nceds of the user and the choice of media used will be heavily influenced by those
needs.

The information nceds of users will, of course depend upon their goals, but it will cventually
need to be converted into requirements for particular types of information. For example, operators
watching a boiler heating up may have an overall goal of preventing the temperaturc from rising
too quickly. They will thercfore be interested not only in absolute temperature values, but in rates
of change as well. They might also be interested in the history of the previous five minutes.
Alternatively, if ratcs of change were unimportant, and thcy may only nced to know when a
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temperature level is reached. In cach of these cases the information required has very differcnt
characteristics. On the onc hand, valucs, rates of change and historical perspectives are required.
On the other merely a change of context. It is clcar that using an audio medium for the former
task would be inappropriate, but might it be ideal for the sccond case.

We therefore need a taxonomy for characterising knowledge requirements (generated by user
goals). Most work so far has been carried out using graphical media. One starting point could be
from the work of Roth and Mattis (1990) who attempted to characterise data in terms of three
types - set ordering (whether data is quantitative, ordinal or nominal), domain of membership
(time, space, temperature or mass), and coordinate specification (is a point specified spatially,
temporally or otherwisc). These types can then cnter into relationships described in terms of
coverage, cardinality and uniqueness. Finally complex relationships can be described. The final
scction of the paper trics to relate user goals to data characteristics and they provide some useful
cxamples (within graphical media) of how data characteristics govern the cffectiveness of the
media to present information.

Mackinley (1987) has designed an Automated Presentation Too!. He defines “expressivencss”
and "cffectivencss" criteria, the former indicating by how far a medium is capablc of presenting
the data, and the latter indicating how well the medium could present the data. A medium should
be chosen which is expressive but not over-expressive. The effectiveness criterion is morc
difficult to define since it depends partially on the capabilities (and the goals) of the user, but
Mackinley develops a presentation scheme for ranking the suitability of different graphical media
for the prescntation of quantitative, ordinal and nominal data. He suggests a set of primitive
languages which can be merged by composition.

Some very interesting work with a direct bearing on the production of a taxonomy is by
Hovy and co-workers (sce for example Arcens, Hovy and Vossers 1992). They identify four types
of knowledge which are similar to those mentioned above namely:

- the characteristics of the media

- the nature of the information to be conveyed

- the goals and characteristics of the producer

- the characteristics of the perceiver and the communicative situation

Media have characteristics such as substrate, information carricr, carricd itcm, dimensing,
temporal cndurance ctc.., Information is characterised in terms of Dimensionality, Transience,
Urgency, Order, Density, Naming and Volume. Producer intentions include tcaching, informing,
confusing, involving, activating and dc-activating. goals ctc.. Finally, user intentions arc
concerned with expert student or novice status, interest, opinion, language ability and emotional
state.

The Complexity Principle

A question which has ncver really been answered is "docs a rnultimedia presentation approach
assist user understanding a complex situation ? * Most people would feel that the answer ought to
be yes, but there is little data 1o support this viewpoint. We have therefore carried out a sct of
laboratory experiments to investigate (amongst other things) how far this might be true. We
selected a task for this experiment which was closely related to the process control domain and
which had considerable scope for multimedia presentaiions. The task was Crossman's Waterbath
(Crossman & Cooke, 1974). It has been used on numerous occasions (Moray et al, 1986, Moray
and Rotenberg, 1989) since it was first used by Crossman and Cooke to show operator
progression from a second order controller to exhibiting open-loop control. The Waterbath Task,
illustrated in Figure 1, is a simulated thermal hydraulic system which consists of a single tank (in
the variation uscd for this cxperiment). An inflow and an outflow pipe are connccted to the tank.
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invalve

outvalve

Figure 1 Crossman's Waterbath

There is a valve on cach pipe (in-valve, out-valve) which may be used to regulate the flow.
The heater is situated immediately urdemeath the tark. Inside the tank is an insulated container
containing a fixed amount of water and a thermometer. These are also imaginary sensors to
measure the level of water in the tank and the rate of flow out of the tank. There are three control
variables: in-valve, out-vaive and heater. The state of the process is indicated by the three
variables level (in millimetres), flow-rate (millilitres per sccond) and temperature (*C).

The tasks which the subjects had to solve, involved achicving new steady state process states
from a steady state starting point. The target state was defined as a range within which each of the
system variables had to lie after stabilisation of the system. Subjects were placed in front of a
PROMISE terminal and their actions were recorded on two television cameras. Sound and speech
activity were also recorded. In addition, some gesiure information was recorded (as it happencd) on
the video tape by a hidden observer. More than 50 subjects participated in the experiment. They
were mainly undergraduate students in Computer Science and werce also mainly male. The few
females who took part were balanced across the experimental conditions. Each session lasted
about 2 1/2 hours including a debricfing interview. The full sct of results have been reported
elsewhere (Alty, Bergan, Craufurd and Dolphin 1993)

Different media were used in the various interfaces. For example, the TEXT-ONLY interface
showed the three current text valucs of the three output variables, and the user could alter numeric
values of the input variables. In the GRAPHICS-ONLY interface a comprehensive graphic (in
colour) was shown to the user (very similar to Figure 1) with output variables being shown by
sliders. Other interfaces had visual or verbal warnings and sound (the water flow) or
combinations. Finally, we provided some unmediated video output.

During the experiments uscrs were tested for their comprehension of key concepts and this
comprehension was measured as the percentage of statements made which were correct. The
results for the six main concepts are displayed in Figures 2 (a) and (b). It can be seen that
comprehension varies from nearly 100% (whatever the media) for temperature, heater and in-valve
to icss than 50% for flow-rate and out-valve, with level compichension being about 80%.
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Figurc 2(b) Multimedia Presentation and its effect on Comprehension

It appears that the uscfulncss of diffcrent media in presentation situations is closely related o
the complexity of the idea being conveyed and the capabilitics of the percciver. For example, a
simple concept (such as increasing hcater output teads to a rise in temperature in a watcr bath) is
so obvious a rclationship for most perceivers that almost any medium would successfully convey
it. Thus we sce comprchension valucs of ncarly 100% with little variation across media. On the
other hand, trying to communicate a more difficult concept (for example, Einstcin's Tensor
Calculus) might be so difficult to grasp that whatcver combinations of media are used the
presentation will fail for all except the competent mathematician as a perceiver. Between these
extremes there will be concepts whose comprehension is rather difficult (for example the out-flow
relationship which is difficult 1o grasp because of its dependency on level) and the interesting
result is that comprchension is apparently influenced by medium choice in this situation. This is
a uscful result because it corresponds (o a very common situation - that when operators or users




are forced into a situation where their competence is streichied, such as fault findiag in the process
control situation.

The Principie of Apparent Redundancy

It appears that in the multimedia situation - more is * :tter. Human beings sccm to prefer
parallel scts of redundant information rather than unique : 2ts of accurate information. We are
using the term redundant to mean "useful but not strictly nccessary". For cxample, providing
spoken text alongside writicn text can be very beneficial to comprehension, but cxcept in the case
where the operator might be moving about the room, this mig 1 be thought of as being redundant
information. It appears that the more human beings use redundant (but individually useful)
information the nearer they get to exploiting the "whole® mind. An overhead colour shot of a
snooker player sinking a shot is enough to tcll an observer what is going on, however the sound,
although apparently redundant, docs aid comprchension. It gives an alternative, reassuring
confirmation of the cvent. This is an important use of multiple media.

The Principle of Operator Choice

The choice of the "best" medium depends upon the operators' goals (The Goal Principlc).
However it is not always casy to determine the full range of operator goals some of which are
often hidden. It is therefore important to allow operators some mcdia flexibility. This will allow
them to exploit the interface and will provide uscful feedback on hidden operator goals. In the
PROMISE system we allow operators to express their preferences and, if possible, honour them.

The Intrusion Principle

Some media arc morc powerful than others at helping operators to solve certain goals. An
example of an intrusive medium would be sound when used to alert operators of alarm conditions.
Such media can be very successful but can impair performance on other parallel goals. Thercfore,
only use intrusive media when the intrusion is required to solve a higher level goal and you are
prepared to risk the loss of concentration on other lower level goals. Be sure to re-introducce the
neglected goals when the cmergency is over.

A switch of medium can be very effective in forcing a context switch on an operator. Sound is
often used for this purpose, but other media switches can work as well. For cxample, a visual
switch in a sound intensive cnvironment can be very cffective (provide the operators attention to
the screen can be guaranteed). Media switching can also shed new light in problem solving,

The Principle of Media Synchrcenisation

Some media work extremely well if synchronised togcther. The obvious cxample is, of
course, video and audio in film or television and the synchronisation is essential to carry over a
notion of reality. However there are other uscful synchronisation possibilitics - for cxample,
animated graphics and text overlay (or sound commentary), fecling in a data glove and visual
effect (i.e. firing a projectile in a computer game), or visual movement in a virtual reality world
synchronised with hand movement. The important point here is that the synchronisation may not
just be creating "real-world" like conditions, it may also be minimising the overload on short-
term memory,




Conclusions

These principles are, of course, only a stepping stone to a full set of design principles for the
design of multimedia interfaces. No doubt more will emerge as work procceds. We need
considerable effort in matching knowlcdge characteristics to media characteristics, and in
recognising why different media give designers an advantage in presentation.
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Multimedia: A Revolutionary Tool To Enhance
Teaching And Learning Of Structural Steel Design

Abbas Aminmansour
Architectural Enginecring Department
The Pennsylvania State University
University Park, PA 16802 USA

Why Interactive Multimedia Technology?

Interactive multimedia technology offers several unique advantages over traditional methods
of cducation and training. Onc such advantage is the modulc's involvement of the user. The user
may control the speed and direction of the lesson being presented by menu sclections or by
responding to questions. This interaction offers individualized, hands-on lcarning, and sclf-
paced instruction which contributc to better comprchension and retention than traditional
methods.

Interactive multimedia applications educate learneys the way most people acquire information
-- through active learning. A right combination of this technology. instructional dcsign,
cxpertise in a subject matter, and creative minds could result in tools which not only improve
learning and retention of the subject. but they do so in a morc cffective and entertaining way.

These applications also allow random access, immediate fecdback and automatic or manual
review. They demand viewer attention, turning passive obscrvers into active participants, totally
involved in the learning process. Further, by applying creative techniques, one miay produce
tools that are fun to work with and maintain a high level of interest in the user. Finally,
multimedia modules are easy to usc and arc often more economical compared to other
altcrnatives.

The SteelDEM Project

A project is underway at The Pennsylvania State University to develop Steel Design
Educational Module (StecIDEM). an interactive multimedia computer application for
teaching/lcarning of design and development of steel structurcs. The module will cover diffcrent
structural stec] members, their behavior, limit states, and design.  The effects of different
variables on the physical behavior and strength of members will be studied through animations of
different situations and discussions of design specifications, formulac and plots.

The module will allow uscrs to create and intcractively solve problems with “real world"
constraints and limitations. These conditions may include such constraints as availability of
structural shapes and steel types, common member sizes, interaction of different members and
the cffect of member sizes on easc and economy of connections between them. Within each
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section, the module will contain excrciscs of different difficulty levels to cnsurc a better
understanding of the subject matter. StecIDEM will be developed bascd on the latest Load and
Resistance Factor Design (LRFD) of steel structures, adopted by the American Institute of Stecl
Construction. ‘

StcclDEM will be developed in two phases. Phasc I will Icad to development of a version
with all major features of the final module but with a limited amount of contents. This version,
expected to be ready by summer of 1993, will be tested and cvaluated at a number of schools.
Phasc 11 of the project will begin inuncdiately following the completion of phase I, and will
continue for a period of about three years. The second phasc of the project will result in the
completion of StccIDEM including all the contents and featurcs explained in this paper.

The Module: Its Contents and Features

SteciDEM is structured similar to a typical textbook. It consist o a number of major parts or
"chapters", cach of which is divided into scctions and subscctions as necessary. Easy navigation
svstems allow uscrs to move between scctions quickly and with casc. SteclDEM is divided into
the following major parts:

. Tutorial;

. Structural Steel: Production. Fabrication, and Ercction;
. A1SC Manuak;

. Tension Members:

. Columms;

. Bcams:

. Bcam-Columns:

. Fasteners/Conncctions;

1
2
3
4
5
6
7
8

Following is a bricf description of some of these components.

The Tutorial will consist of instructions as well as examples of how to usc the module and its
features. It may be accessed at anytime from within thec module.

Structural Steel: Production, Fabrication, and Erection will includc about forty five
minutes of menu controlled video, computer graphics and animations on how structural steel is
produced, fabricated, and crected. In particular, dcsign considerations for more cfficient and
cconomical design of steel structurcs will be addressed using graphics. animations and footage of
“rcal world" cxamples as well as interviews with cducators and other professionals such as
consulting cngincers, architects, fabricators, and contractors. This part will also have an index
for quick access to desired topics.

AISC Manual will include pertinent parts of the AZSC Afanual of Steel Construction (LRFD)
such as the data base of structural shapcs, specifications, as well as other necessary tables, charts,
and design aids. Although this part is included as a scparatc "chapter”, it may be accessed from
any part of the modulc. AISC Manual will have a menu system of its own for casy navigation.
In addition, any pertinent parts of the manual will be grouped and made accessible in the




problem solving screens through buttons. Al charts and tables are reproduced in the same
format as they appear in the AISC Manual to avoid coniusion by uscrs.

AR
. Chapters four through cight address material typically covered in similariy titled chapters of a
' structural steed design textbook. Each of the chapters will be broken into scctions.  As an
cxample, the chapter on columns, currently under development, is divided into the following
scctions.
1. Concepts and Definitions
2. Buckling i
3. Facters Affecting Column Strength
4. AISC Specifications and Formulas
5. Analysis of Columns

“. Design of Columns

The first two scctions cover the basic concepts, definitions and buckling of compression
members. An assortment of color picturcs from real structural compenents, full motion video,
computer graphics, and animations arc uscd in these and other scctions to present the content
more clcarly. Scction three discusses different factors affecting the physical behavior and
strength of columns such as laterally unbraced length, cffective length factor/cnd conditions,
cross scctional propertics, and material propertics. The relationships among different variablcs
arc studied through visual aids as well as plots and formulac.

The scction titled AISC Specifications and Formulas will discuss cnginecring specifications,
g>neral concepts, and procedures involved 1n solving a varicty of problems utilizing design aids
included in the AISC Manual. As with any other scction, the user may decide to skip this section
if {s)he so dcsircs.

Scctions five and six of this chapter cover analysis and design of colummns. Several methods
of analysis and design of columns will be introduced. Each scction will include intcractive
numerical excrcises and examples as well. Each scction also allow uscrs to solve problems pre-
determined by their instructors or created by theinselves. StecIDEM's problem solving capability
features three difficulty levels. In level I, intended for users new to the subject, the actions taken
by the uscr will be closcly monitored while hints and instructions help guide uscrs through a

problem.

In level 1L intended T . intermediate level users, the uscr is supplied with a list of possible
{asks for solving a probici... The user must decide which tasks arc appropriate and in what order.
Withi» cach task, the user does all the work and the computer acts as a facilitator. In level III,
the advanced level, the user will only have access to the specifications and design aids.  (S)he
must decide what to do and which formulac and design aids to usc. At this level, users may be
restricted to certain constrains to make the problems more challenging. Different methods of
problem solving will be available as options, giving uscrs more flexibility. In all levels, users

. will have on line access to the AISC Manual and their work will be automatically checked for

compliance with the latest available AISC specifications.
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Other Features

Ninc buttons remain as permancnt parts of all screens in the module. These buttoas arc:
Menu, AISC Manual, Glossary, Notcbook, Sct Bookmark, Navigate, Calculate, Help, Index, and
Exit. The user may return to the original location in the tutorial after using featurcs accessed by
any of these buttons. Most scrcens have other features and buttons which are specifically
included for those screens.

The Menu button displays a hicrarchy of all chapters and their scctions. It also allows the
user 1o navigate quickly through the tutorial and jump from onc chapter to another or move
between sections within the same chapter without going back to the main sclections. This feature
also identifics the present location of the user in the module and identifies chapters and/or
scctions that have been visited by the uscr during a scssion.

The AISC Manual will give users quick and on-line access to pertinent parts of the A/SC
Manual of Steel Construction (LRFD). Information availablc in this part may be automatically
transferred to another part of the module. In solving problems, all necessary information may be
obtained dircctly from the A/SC Afanual by StcclDEM without the user having to go to that part.

The Glossary consists of a compilation of the terminologics and symbols used in the modulc,
including the teris and symbols used in the AZSC Manual along with their definitions and units,
if any. Somec terms and symbols in the Glossary arc accompanicd by vidco, graphics. or
animations tc better illustratc what the sclection represeats. Further, if the sclection is related to
other words or symbols. thosc words and symbols appcar at the end of the definition as "hot
words", The user may click on any of those words in which casc (s)he will be taken to another
part of the Glossary where the related term is listed. The Glossary has a menu system for quick
access to its contents,

Notchook gives users access to an “clectronic notebook™ which may be used to record
remarks or notes for future reference and/or to print. The € 3oukmark button allows users to
sct clectronic marks at any point in the module for casy access in the future. Each bookmark will
be labeled for identification. The user may save his/her bookmarks on a floppy disc for use in
futurc scssions.

The Navigate button provides users with a list of bookmarks sct carlicr. Sclecting a
bookmark title in the list will take the uscr back to that location. The Index button gives uscrs
the capability to go to pertinent part(s) of thc module for further study of a subject. The
Calculate button brings up a scientific calculator for usc in certain excrcises or for any other
purpose. Although the computer is capablc of carrying out all nccessary calculations very
quickly, SteelDEM is developed with the idca of having the user carry out some calculations for
better understanding and appreciation of certain concepts.

The Help button provides users with on line help on how to usc the module or to cxplain
certain features. The Exit button allows the user to closc the module at any time with the option
of saving the results of that session such as problems solved or bookmarks set.
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Other SteclDEM features include the capability to electronically evaluate students' work and
save their scorcs, print or save cach studert's work, and record a history of the student's use for
future review by the student or the instructor,

Because of its educational nature, SteelDEM is being developed with the intent to incorporate
maximum interaction with uscrs. It is designed te require the usei to be very involved through
excrciscs, taking actions and making decisions at different stages of a session.

The module also allows users to sclect different kinds of conncctions between members and
evaluate different alternatives in terms of strength, economy and ease of design, fabrication, and
erection. This feature includes a library of animated parts of connection which may be assembled
and studied.

SteclDEM could be placed on electronic networks a+cd made accessible to users from a variety
of locations including classrooms, laboratorics, or residences. The module will be designed with
flexibility to allow future updates and modifications duc to changes in technology and/or
contents. 1t will also be possible to expand the module in the future to include more advanced
topics.

Instructors may wish to set up locai area networks and keep records of students’ use of the
modulc and evaluate their responses to questions. They may also wish to storc scts of problems
which could be printed as assignments at the end of a session. Additionally, reading and
problem assigninents may be suggested to students who may have shown weaknesscs in certain
arcas.

StcelDEM will not only cnliance engincering students' understanding of structural steel

design. but will also familiarize them with this new technology which they will very likely face in
their future careers.

System Requirements
The recommended minimum system configuration for using SteclDEM is as follows:

1. A 386 (or higher) IBM PS/2 or compatible computer with one floppy disk drive,
XGA/Super VGA display, mouse, and Microsoft Windows;

Four megabytes of memory;
A CD-ROM drive;

Network conncction and appropriate hardware and software needed for networking
(optional).

Depending on the statc of technology at the time of distribution. StcclDEM may be available
on morc than one medium when completed.
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Project Advisory Board

In order to ensure a high quality in design, development and contents of the module, an
advisory board of twelve prominent persons in education, profcssional practice, and computer
technology has been assembled for the project. Members of the Board receive periodic reports on
the progress and contents of the module and provide valuable input from their own perspective.
Members of the Board include faculty from the following universities: University of illinois
(Urbana), University of California (Berkeley), University of Wisconsin (Madison), Massachusetts
Institute of Technology. Cornell University, and The Pennsylvania State University. A number
of others specializing in computer technology, instructional design, and structural cngincering
are also members of the Advisory Board.

Tesiing and Evaluation

SteclDEM will be tested and cvaluated as follows.

1. During production -~ beginning in Fall Semester 1993, parts of thc module already
developed. will be tested and evaluated at scveral universities. This process continucs
through the entire production.

After production -- input/feedb <k will be solicited from uscrs. Futurc upgrades will
incorporate the nccessary changes and features communicated by faculty and student
uscrs.

A statistically designed study will be conducted to cvaluate the impact of the module on

students' lcarning as well as any changes in their motivation or intcrests in the ficld as a
result of using SteelDEM.
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Logical Markup For Hypermedia Documents: The
TRAIN-System

Friedrich Augenstein, Thomas Ottmann, Jirgen Schoning
Institut fir Informatik, Universitat Freiburg
Rheinstrasse 10-12, D-7800 Freiburg, Germany

1 System architecture

Our experience has shown that the ever increasing functionality of modern authoring systems
for developing computer aided instruction material does not suffice to guarantee high quality
courseware. In particular unexperienced and casual authors of CAl-material need tools
which incorporate the knowledge of experienced courseware designers, cognitive scientists
and pedagogues [AJSW][MMO][Ott].

We will report about the design and implementation of a prototype-authoring system
called TRAIN(type and rule directed authoring) which enables a clear distinction between
the tasks and responsibility of the anthor on the one hand and different kinds of experts in
courseware development on the other.

The TRAIN-System allows a strict separation of the logical content-structure of a course
from its formal layout-structure. This is achieved by following well established principles
underlying modern document preparation systems like IA\TgX [Lam]. We will introduce the
notion of {ype and type-directed authoring and presentation. The author only specifies what
type a special part of a multimedia document should have. The layout of the objects of a
given type is described in style sheets which are established by professional designers. The
linking scheme of information units is described by pedagogues.

As a result of the editing process using TRAIN we obtain a symbolic description of the
multimedia document with a logical markup. The markup language which we use resembles
the Standard Generalized Markup Language (SGML)[Bry] used in document processing.
Types specified in this language are ultimately reduced to basic types (e.g., #PCDATA).
Types may have attributes which obtain specific values on any instantiation; they may
also have procedural elements, called scripts, which implement different ways of editing or
presenting objects of the given type.

There are other approaches based on SGML for modelling multimedia documents. The
[SO published a standard called HyTime [ISO}]. In comparisou to HyTime, our system is
much more courseware-oriented and provides the expert with types and attributes that he
can use directly to lay down his experience in types which will then support the author.

The TRAIN-System consists of two major parts, the editing system and the presentation
systcm. The overall structure of a course is defined by a Document Type Definition (DTD).
It specifies the class of all possible specific siructures and directs the editing process. The
editing process is supported by type-specific editing rules. As a result of this type-directed
authoring we obtain a multimedia document with a logical markup. A precompiler expands
this document using a given style cheet into a fully expanded version which contains only
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Figure 1: The architecture of the TRAIN-System

base-types and base-attributes. They are interpreted by the core of the presentation system.
The editing system, too, uses units of the presentation system to make parts of the docuinent
visible and audible for the author while editing the course. Figure 1 shows the overall
architecture of our system.

2 Types

In TRAIN, types arc defined in an SGMUI-like language. A DTD for the titlepage of an
electronic course might look as follows:

< |ELEMENT Title (Titlestring, Author, Institution, session-time)>
< |ELEMENT Titlestring (#PCDATA)>

< VELEMENT Author (#PCDATA)>

<V'ELEMENT Institution (#PCDATA)>

< VELEMENT session_time (#PCDATA)>

The type Title consists of four subtypes which are strings (#PCDATA). The following
document may serve as an example of a document generated by the above mentioned DTD:
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TRAIN-WIindow

The TRAIN-System

Authors:  Friedrich Augenstein
Thomas Ottmann
Jitrgen Schéning

Institution: Institut fiir Informatik
Universitat Freiburg
Rheinstrafle 10-12
D-7800 Freiburg
Germany

You need approximately 90 minutes to go through this course.

(To operating instruction) (To table of contents) (1o course ]

Figure 2: An expert-defined layout of a course-titlepage

<Title>
<Titlestring> The TRAIN-System </Titlestring>
<Author> Friedrich Augenstein, Thomas Ottmann, Jirgen Schdning
</Author>
<Institution> Institut fiir Informatik ...</Inst:tution>
<session-time> 90 </session_time>

</Title>

The layout of a document of type Title is described in a style sheet by a design expert
and might lead to a presentation like the one in figure 2. The expert has defined the position
and style of the strings for Titlestring, Author, etc., he has created links to other parts
of the document (e.g., to table of contents) and has filled in author’s content in predefined
strings. (“You need approximately session.time= 90 minutes to go through this course.”)

It is obvious that a document with a tree-like structure is created. In our example the
root of the tree would be of type Title. The sons of this root would be an object of type
Titlestring, an object of type Author, an object of type Instituticn, and an object
of type session_time. An object consists of a type name, an attribute list, and data
(param string). A next-pointer points to the next element in the tree on the same level. A
son-pointer points to the successor in the tree.

We distinguish three different classes of types, screen types, structure types, and interac-
tion types. Each class consists of some basic types and complex structured types which can
be defined by using the SGML-like language.

Screen types are the types of objects visible on a (dynamic) screen. As base-types,
we have implemented the standard types Picture, Line, Rectangle, RoundRectangle,
Oval, Word for graphical primitives and Text and Phrase for text primitives with base-
attributes specifying color, line size, etc. Multimedia types like audio, video or animation
sequences can be defined in the stylefile by using a HyperCard-external-command (XCMDs)
function. Overlaying, timed sequencing, and erasing of several objects are realized by using
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Figure 3: A document tree with “hypergraph” parts

a base-attribute Dias and a base-type eraser.

We cannot only structure documents in a hierarchical, tree-like manner. We can also
consider a whole subtree of the document tree as a single unit using the base-attribute
container and set arbitrary links between those units. A container attribute can be used
by cxperts to define such structure types. It specifies an identifier for a node in the
document tree and, thus, implicitly for the whole subtree rooted at this node: the active
attribute described below specifies the reference that points to a certain identifier. Any
fully expanded document has therefore the structure of a multilevel hypergraph (of the
class specified by the DTD) with hypernodes, i.e., sets of nodes, and hyperedges between
hypernodes as in the hypertext model introduced by Frank Tompa in [Tom]. Navigation
through a document now means to follow tree-edges or hyperedges.

By specifying interaction types, user interaction can also be lifted to a “logical™ level.
The author may, for example, use a “next” command but must not specify whether following
“next” means a key-press, a mouse-click or a selection from a pull-down menu. This is layed
down in the styic file in a consistent manner. The base-attribute for interaction types is
active. It specifies the kind of interaction and the label to jump to when activated. The
label is set by a container attribute as described above.

3 Hypergraphs

As mentioned before, a document is internally represented in a tree-like rnanner. In figure 3
an example of such a document tree is shown. A documnent part of type sub_node in the lower
right corner has an active attribute with the parameter sample_unit. This corresponds to
an hyperedge to the node of type unit whose container attribute is marked with the same
parameter. This way the container and active attributes impose a hypergraph structure
on top of the hierarchical tree-like document structure. Figure 4 is a hypergraph view of
the “hypergraph” document parts shown in figure 3.
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pred_node
( sub_node )

Figure 4: A hypergraph view of the document tree parts in figure 3

4 Simple examples of style rules

For each type which is not a base-type the style file contains expert rules of how to present
objects of the respective type. The style file is structured in the same way as a document
with logical markup and can thus be defined by a DTD. For that purpose, the style file
may contain the procedural types repeat, get, if, proc and procedural elements, called
“scripts” (introduced by a #-sign). As a simple example for a screen type defined by an
expert we declare a type FrameTitle which can be used to provide a (dynamic) screen (a
“frame”) with a title. The DTD contains the following specification:

<!ELEMENT FrameTitle  (#PCDATA)>

When the syntax-directed editing process reaches the stage of producing a frametitle, the
author will be requested to input some text as a title. Anexpert designer may have specified
the following presentation mode in a style file (nof accessible to the author):

<gtylerule element=FrameTitle
run=1 >
<Shape curTextStyle=(Helvetica,outline,14)
curRGB=(60000,0,30000)
curbackRGB=(60000,60000,60000)>
<Word>(500,2200,0,0,#getData(cE))</Word>
</Shape>
</stylerule>

It requires the expansion of the structured document edited by the author on the first run
of the (pre-)compiler (run=1). The expanded document will consist of a graphic primitive
(Shape) with assignments of specific values to base-attributes specifying text-style, fore-
ground and background colors (here: the red, green, and blue parts of the color). Then an
object of type word will appear with reference point at point (500,2200) in a coordinate sys-
tem fixed by the expert; the external part of the object will be the text input of the author.
(#getData(cE) means: get the author's #PCDATA-input of the current element (which is of
type FrameTitle))

Structure and interaction types can be specified by similar means. The author specifies
the course structure on a logical level; any details of how to follow the linking structure (like
pressing a key, clicking a button, etc.) has been specified in a style rule by the expert.

Defining and using style rules is a very powerful mechanism. As examples we have created
style rules for automatic generation of an interactive table of contents, for bar charts, and
for several graphic types. (e.g., a figure containing a text and a graphic in a predefined
arrangernent.)




5 Syntax-directed editing

The DTD guides the menu-driven editing process. The author is forced to follow the pre-
defined structure and to use the logical commands. This is achieved by coupling the menu-
structure and the DTD. For every type the editor generates a menu. The menu name is the
name of the type. The names of the menu items are the names of the subtypes. Consider
the following type definitions in a DTD:

<!ELEMENT lesson (introduction, main, consolidation)>
<!ELEMENT introduction  (#PCDATA)>
<!ELEMENT main (chapter+)>
<!ELEMENT chapter (#PCDATA)>
<!'ATTLIST chapter title (CDATA)
font (geneva | times | monaco) monaco>
<!ELEMENT consolidation (#PCDATA)>

Objects of type 1esson can be edited by editing objects of its three subtypes. The editing
of an object of type introduction and consolidation is managed by inserting a string
(#PCDATA), while objects of type main are edited by editing one or several (+) objects of
type chapter. The type chapter also requires a string. It also has some attributes defined
in the <YATTLIST ...> statement. Here the attribute title requires a string (CDATA)
and the attribute font one out of three values geneva, times or monaco. monaco is set as
a default value.

introduction vintroduction

main main
capneptidation canspligation

In our exarnple the DTD would create a menu for type lesson (left). Only the itent which
the author is allowed to choose next is cmphasized. The others are disabled and can only
be chosen ailer the first item has been edited. Having done so, the menu will look like the
picture on the right. The first item is marked as edited and the next item is emphasized.
Editing a sequence of chapters is achieved by selecting from a corresponding sequence of
menu items.

If an object is edited which is of a type that requires only #PCDATA, a window will open
where the author can insert text. If a type has attributes, they will be displayed in an extra
menu. If the attribute is CDATA, the same window as for inserting #PCDATA-strings will
open to insert text. If there is a list of different choices, the actual choice is marked as the
following picture shows.

chapter FIiEINGALL

geneva
times
v monaco
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In addition, we associate respective editing met.iods to certain types which we have called
editing-rules. They provide the author with a comfortable environment to edit objects of a
given itype. They automatically assure that all type-restrictions will be obeyed, and, thus
will generate a structured part of a complex multimedia object with logical markup. As an
example consider the editing-rule for creating a rectangle. A DTD defines it as

<!ELEMENT Rectangle (#PCDATA)>

After the editing process the string #PCDATA must contain the coordinates of the rectangle,
Thus the editrule for type Rectangle must provide the author with a tool for specifying
the four coordinates. The editrule looks as follows:

—-- The editrule for RECTANGLE should not generate a menu item; --
-- so set the menu attribute to 'false". ~-—
<editrule element=Rectangle
menu=false>
Now there are two editing procedures; their functionality is
implemented in the editing system; #EditPoint specifies a point
determined by a mouse-click; #EditRect specifies the rectangle;
the rectangle is opened from the point specified by #EditPoint
and then drawn using a "rubberband" while the mouse is moved;
<proc> #EditPoint
#EditRect
</proc>
#EditRect specifies four global variables; these variahles are now
used by the set type; this type sets the #PCDATA of the curreut --
object which is of type Rectangle; the four variables are put —-
in the #PCDATA of the current Rectangle. --
<set>(RectLeft, RectTop, RectRight, RectBottom)</set>
</editrule>

The editing process carried out by the author might result in the following instance of a
document part:

<Rectangle>(10,20,9000,8000)</Rectangle>

6 The link editor

Another part of the editing system is a link editor which is currently being developed. So
far, links can be set by inserting CDATA-strings in attributes as described above. Our aim
is to enable the author to establish these links graphically so that the units will be specified
by icons and the links will be drawn by the author as lines connecting these icons, This
process will be visualized as a hypergraph on the screen. Among others, solutions for the
following questions have to be found: What kind of information units (icons) have to be
distinguished? How can they be visualized? How can the different hierarchical levels of the
hypergraph be made visible? Arc there different kinds of links? How can we distinguish
between them? How can a link be visualized that connects icons of different hierarchical
levels? What kind of view should the author be provided with? Should global information
be visible? (e.g., “You see 10 % of all icons and 5 % of all links.”)
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7 Answer analysis

An important feature of courseware is the question/answer-interaction. Answer Judging
can appear in different forms: clicking somewhere on the screen, making a choice from a
pull-down menu, typing in some text, etc, In our system an expert can define these kinds
of interaction in a style file by using the base-attribute active and establishing composed
types, e.g., a multiple-choice by defining click-fields and corresponding links to feedback
units,

We have concentrated in particular on classifying text answers as “wrong” or “right”.
The problem here is that many different answers can considered to be correct. We restrict
ourselves to a purely syntactic approach for judging text answers and avoid knowledge-based
or natural-language interface systems. This is the common approach in modern authoring
systems. A simple comparison of input and pattern strings is not enough, because users make
typing errors, use synonymous words or may not follow an intended word order. Therefore,
in TRAIN the author is provided with a powerful language to describe a class of “right”
answers.

The language exceeds the expressive power of corresponding languages in systems like
AUTOOL [GM] or Authorware Professional [Aut]. It allows to specify positive and negative
occurrences of words (with a given length) and phrases (consisting of several words, “don’t
care”-synmibols, etc.) to require the occurrence of words and phrases in a given order, and to
check for approximate occurrences, i.e., searching for words and phrases within a text with
a given edit distance from the “correct” answer,

New algorithms for approximate string matching have been developed and implemented
which rescble the Shift /OR-algorithm of [WM] and the dynamic programming algorithm
of [UkK].

8 Implementation

Qur prototype implementation of the TRAIN-Systein has reached the stage where the pre-
sentation system is fully operating. The editing system is incrementally improved by adding
more and more editing modules. We have to design a large variety of style files in order
to increase the comfort to suit many different authors. So far we have designed a few style
files for demonstration purposes and some short courses (on topology, chess-end games), for
which we ~-. <how different presentation modes by exchanging style files. At present we
define 1- -~ style files in cooperation with pedagogues of our university.

It .« v goal to create a commercial product for widespread use. However, we want
to she- . ¢ type-directed authoring may lead to computer-aided instruction material of a
high g - y.
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Interactive Technologies for Language Learning

Philip Barker, Susan Giller, Stephen Richards, Ashok Banerji and Chris Emery
Interactive Systems Research Group,
School of Computing and Mathematics, University of Teesside, Cleveland, UK

Increasingly, as people become more internationally mobile there is a growing demand for
tuition in mudem ‘spoken’ languages such as French, German, Dutch and Italian. In order to cope
with this demand language instructors are now turning to the use of computer-assisted language
learning (CALL) techniques based upon the use of interactive computer-based workstations
(Cameron, 1989; Chesters, 1990. Pollard and Yazdani, 1991). Inthe pasttheuse of CALL techniques
has been severely hampered because of the limitations imposed by the delivery stations and
courseware which had to be used: these were mainly text-based and there was only very limited end-
user interactionand participation. Currently available technology now enables markedly improved
CALL environments to be developed based upon the use of high-quality pictures, sound input and
output, and moving images. These multimedia resources can be organised in either a linear or non-
linear (hypermedia) fashion depending upon the objectives to be realised (Barker, Emery, Fox and
Giller, 1992).

Some time ago we embarked upon an exploration of the potential of reactive pictures and
multilingual audio resources as a means of augmenting the teaching of foreign languages using
CALL methods /Barker, 1990). This work was based upon an electrcnic book metaphor (Barker,
1991). The project, which was called SPBAN (an acronym for Static Picture Books with Audio
Narration), used high-quality static pictures and audio recordings organised in the form of a highly
adaptable electronic book that users could tailor to their own particular requirements (Giller, 1992).

Although the research described above only involved creating experimental prototypes,
commercial products embedding these ideas are now starting to become available at relatively low
cost. One extremely good example of a product range that embeds the electronic book metaphor
is the ‘talking electronic books® series produced by the Discis corporation (Discis Knowledge
Research, 1991). The electronic books that make up this product line are essentially multilingual,
multimedia story books for children. They are published on compact disc read-only-memory (CD-
ROM) for delivery (primarily) in an Apple Macintosh PC environment - although some of the books
are also available for use with Commodore's Dynamic Total Vision (CDTV) system. Fundamental
to the success of these books is their use of high-quality reactive pictures and text and, of course,
their incorporation of multilingual digital sound.

Undoubtedly, within a learning and training environment the use of interactive multimedia
and hypermedia techniques for CALL can lead to substantial improvements in the quality of
linguistic experience that can be achieved (Fox etal, 1990). Therefore, in the remainder of this paper
we discuss how digital multimedia optical storage technology can be employed in various ways to
develop and distribute CALL resources and, in so doing, improve the quality of the training
experience to which students are exposed. The paper describes two ongoing research and
development projects which involve the teaching of French; some possible future directions of
development for CALL are also outlined.




THE CALSA PROJECT

Early in 1989 the Learning Technology Unit of the United Kingdom's Training Agency (as
it was then called) issued a call for research and development proposals relating to the application
of leading edge technology to learning and training. In response to this, the University of Teesside
put forward a project proposal which involved exploring the potential of interactive multimedia and
hypermedia CALL techniques to the problems of computer assisted (foreign) language study and
acquisition. The major objective of the project (which became known as the CALS A project) was
the creation of a language learning environment capable of providing for the needs of a variety of
potential students both inside ard outside higher education (Ingraham and Emery, 1991).

One of the long-term objectives of the CALSA project was to develop CALL resources to
support the study of each of the European languages by ‘native’ English speaking students.
However, because of the timescale of the present funding emphasis is currently being given to just
one language - French. Twenty modules are being produced: each one contains four one-hour
interactive multimedia units and an optional small group/tutor-based session. Some non-computer-
based audio, video and paper-based materials may also be available. The pedagogic resources that
are being developed are all based upon the ‘communicative competence’ model of language
acquisition; that is, instilling in students the basic skills needed to communicate with and understand
a foreign language within the functional context of professional and industrial life.

The overall structure of the courseware system to facilitate the interactive practice sessions
referred to above is illustrated schematically in figure 1 (Ingraham and Emery, 1991). The system
is based upon a ‘book’ metaphor similar to that described by Barker (1991). However, this model
greatly extends and enhances the basic book metaphor in many interesting and important ways. [t
does this through the introduction of different types of book to support different language functions
- for example, lesson books, a grammar book, a pronunciation book, a talking dictionary, and so on.
The courseware itself is written in an authoring environment called ToolBook for delivery within
an IBM PC environment which is capable of supporting Microsoft's Windows 3 graphical user
interface (Fox, 1990).

An important aspect of the workstations that are used to develop and deliver the CALL
resources referred to above is their speec.i; handling capabilities. High-quality digital multilingual
sound can be delivered to students who can subsequently use the speech input and output facilities
to practise theirown pronunciation of phrases and sentences. In the workstations that will ultimately
make up the interactive learning environments that students use the digital sound (along with the
other courseware resources) will all be stored on CD-ROM.

THE INTERACTIVE LANGUAGE LEARNING PROJECT

Running in parallel with the CALS A project is a second interactive language learning project
(ILLP) which is also funded by the Department of Environment's Learning Technology Unit. This
project (which complementsthe CALSA Project) commencedinlate 1991; itsintentisto investigate
and evaluate the potential of various digital optical storage technologies (based upon CD-R7M) for
the dissemination and delivery of CALL resources. This project is being run in conjuncaon with
the UK's National Council for Educational Technology (NCET).

CD-ROM offers a high capacity integrated storage medium for the storage and dissemination
of learning resources for use in many learning situations. This technology is particularly useful for
the support of distance learning, open leaming, and use in the home. Conventional CD-ROM allows
the storage of significant quantities of text, multilingual sound, high quality pictures and cartoon
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Figure 1. Application of the electronic book metaphor to interactive language learning

animation. Extensions to the basic CD-ROM facility enable TV quality motion video pictures to
be utilised. This project is intended to explore the ways in which these digital resources 2an be used
for the creation of interactive leaming environments to facilitate foreign language acquisition and
study.

Currently, there are five basic approaches to using digital optical storage media on a low-cost
PC: (1) applications of conventional CD-ROM; (2) use of CD-ROM extended architecture (CD-
ROMXA); (3) use of Commodore’s Dynamic Total Vision system (CDTV); (4) applications of CD-
I(compact disc- interactive); and (5) use of digital videointeractive (DVI). At the onset of the project
we thought that the latter two technologies were not sufficiently widespread within schools and
colleges to warrant their use within this project. We therefore chose to explore the potential of
conventional CD-ROM, CDTV and CD-ROM XA because equipment to support these technologies
could be purchased commercially at relatively low cost.




[€)

ERIC

PAFullToxt Provided by ERIC

The major advantages of using CD-ROM technology for instructional systems stem from the
potential portability that this medium offers and the low-cost development and delivery stations that
can be produced - based on existing computer workstations (CD-ROM and CD-ROM XA) or
equipmer.’ that is available in the consumer marketplace (CDTV).

Bearing in mind what was said above, the major objectives of this project were: (1) to create
three demonstrator systems that could be used to compare the relative merits of CD-ROM, CDTV
and CD-ROM X A asmedia for the storage and distribution of interactive instructional material; and
(2) to evaluate the potential utility of these technologies for the delivery of instructional materials
related to the teaching of foreign ianguages - particular emphasis being given to French.

Unfortunately, after the project commenced and got underway we realised that the amount of
development effort that was needed to produce three evaluation platforms was far in excess of what
was realistically available to us. The objectives of the project were therefore re-written so as to
require the creation of just two delivery platforms. One of these (as before) would use basic CD-
ROM to deliver interactive text, digital sound and high quality static pictures. The other platform
would also deliver these materials and, in addition, it would also include a number of motion video
clips that were to be delivered using Intel's ActionMedia DVI boards.

In order to realise the newly defined objectives we prepared a 30 minute instructional unit
based upon a series of situation scenariof (Pollard and Yazdani, 1991). The courseware for this
experimental lesson was developed using Authorware Professional (running within a Windows 3.1
environment) for delivery using IBM PC compatible machines that utilised Intel 80486 processors.
When the courseware was complete it was published on CD-ROM -fifty copies of each of two master
discs were produced. These were then evaluated in a number of schools and colleges.

The evaluation phase of this project had twomain objectives. First of all we wanted totry and
measure skill acquisition across the four generic language skills: speaking; reading; listening and
writing. It was intended that learner skill acquisition using the two platforms should be compared
to that of a control group which received normal teaching with conventional materials. Data
gathering on this was undertaken by a post-test constructed to examine mastery of the courseware
content. The second objective was to compare the platforms against each other, and mesurements
here were to include: usability of the system; attitudes and motivation; individual or group work
preferences, learning styles and feedback on the role of the tutor. The basic techniques used for these
measurements included: observations; interviews and questionnaires - that were refined as a result
of a pilot study. The second evaluation objective meant that in the trialling, groups of learners had
to have access to each hardware platform after completing the post-test following their work on one
of the systems (basic CD-ROM or DVI. As resources of people and time were strictly limited on
the project, trialling the systems took place in only three centres. These included a polytechnic or
college of higher education wi:h post-18 students, a further education college (or a sixth form
college) with students in the 16-19 age range, and a group of adults on a company language training
programme. It was assumed that learner entry competence approximated to levels 6 or 7 of the
National Curriculum Key Stage 4 in French (that is, people who had obtained the equivalent of a
grade C at GCSE). The material was therefore not aimed at ab initio learners, but at students wishing
to continue with their language studies either for interest as part of a core entitlement, or for
vocational/academic purposes.

Unfortunately, the timetable of the project only allowed for the trialling centres to have the
systems for a couple of weeks each, during which time the basic unit of work had to be covered,
observations made, questionnaires filled in, the post-test completed and interviews conducted.
Some of the key questions to which we were seeking answers were: does the coursgware presented
onthese systems allow greaterskill acquisition fasterthan the materials presented in the normal way:.
was there more of a pay off in one of the language skills than in the others; do the technologies and




the material facilitate group interaction or individual study; what are the attractive features of the
media; what are the preferred learning styles; was there a difference in usability between the three

platforms; was there an increase in motivation; and what was the role of the tutor using interactive
technologies with the groups of learners?

FUTURE DIRECTIONS

Situation scenarios of the type used in the ILLP courseware described above offer a powerful
mechanism for implementing the communicative competence mode! for langauge acquisition and
study. However, as with all ‘conventional’ simulation environments the effectiveness of learning
is always influenced to some degree or another by the level of realism that can be created. For this
reason we are now looking for ways and meansof substantially improving the degree of realism that
we can create within our situation scenarios for language learning. With this end in view we hsve
recently been exploring the potential of artificial and virtual reality (cyberspace) systems (Krueger,
1991; Helsell and Paris Roth, 1991).

Cyberspace systems provide a mechanism by which instructional designers can create
‘artificial’ (computer-generated), time variant, three-dimensional worlds. Within these worlds
learners become active participants interacting (in real-time) with other objects by reans of speech,
touch and gestures. Ideally, from the point of view of language teaching, the quality of experience
encountered in a cyberspace environment will be indistinguishable from those experienced in real
environments such as a cafe, a pub, a library or a railway station. The only difierence will be that
the cyberspace environments will be computer-generated from blue-prints that have been laid down
by instructional designers. Such systems, although costly to build at present, will have many
important roles to play in interactive language learning in the future.

CONCLUSION

The design of computer-based interactive learning environments to support foreign language
acquisition and study places considerable demands on designers of instructional systems. Indeed,
until recently the design, production and delivery of CALL resources has been severely hampered
by many technical barriers. However, the advent of low-cost interactive workstations which
incorporate digital optical storage facilities now makes available many new approaches io language
instruction using CALL techniques. This paper has described two ongoing projects in which we are
currently involved. The intent of each project, at their outset, was to investigate ways of improving
the quality of the CALL experiences to which students could be exposed through the use of
interactive multimedia and hypermedia techniques.

Obviougsly, the use of these techniques within CALL environments has led to a substantial
improvement in the quality of linguistic experience that can be achieved within automated language
instruction systems. However, there are still many problems to be solved if we wish to improve the
quality of the simulated environments to which students are exposed. In this context cyberspace
technology has much to offei
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The Evaluation of Multimedia Conrsewars

Philip Barker, Susan Giller, Stephen Richards and Terry King
Interactive Systems Research Group,
School of Computing and Mathematics. University of Teesside. Cleveland. UK

The successful utilisation of interactive computer-based technologies within education
depends critically upon the design of appropriate learning environments and the establishment of
the infra-structures that are necessary to facilitate their use. An interactive leaming environment
is one in which either individual or group learning processes are strongly influenced by the nature
of the real-time feedback that is obtained from the learning environment itself (Barker, 1990; 1993).
Such environments can vary quite enormously in complexity - from simple drill and practice (on
a microcomputer) through computer supported cooperative learning (using computer networks) to
virtual reality environments (based upon the use of sophisticated cyberspace decks).

Most conventional interactive multimedia leaming environments depend upon two basic
types of resource for their effective and efficient utilisation. First, a suitably designed workstation
facility which allows students to interact (both with each other and with the embedded learning
resources). Second, the availability of appropriate multimedia courseware products that are able to
utilise the workstation resources in the most appropriate way. Each of these issues is further
discussed below.

Multimedia Workstation Environments

The workstation environment needed to support the use of multimedia courseware requires
six basic types of component: (1) alow-cost, high-speed computational ability; (2) ahigh-resolution
screen to facilitate the display of both static and dynamic pictures and the use of multi-font text of
various types; (3) appropriate interaction devices (such as a mouse, touch-sensitive screen, tracker-
ball or roller controller) to enable users to perform on-screen pointing operations; (4) large-capacity,
fast-access storage devices such as those based upon optical disc; (5) facilities for acquiring, storing,
processing and generating sound; and (6) suitable connections to local-area and wide-area
communications networks. Within Europe we are attempting (through the European Community’s
DELTA project) to identify the most effective way of using these components to produce a
multimedia interactive computer environment for educational purposes. The architecture that is
being developed is called the ‘common training architecture’ (CTA).

Undoubtedly, the majority of computer workstations available today fulfil most of the
requirements listed above. Indeed, as we move into the mid-90s we are seeing the development of
truly multimedia computers. That is, computers which can support the use of text, static pictures,
moving pictures of various sorts, sound - and a variety of different styles of human-computer
interaction. Such computers therefore have the ability to acquire, store, process, distribute and
deliver various types of interactive multimedia information. From the point of view of courseware
design thisisextremely important since it provides designers with the ability to mix such information
inamultitude of different ways and to use those ‘mediamixes’ that are most appropriate to the needs
of particular learning applications.
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Multimedia Courseware

Much of the early courseware used for computer-assisted learning (CAL)and computer-based
training (CBT) depended primarily upon the use of linearly organised screen-based text for the
delivery of instructional material (Dean and Whitlock, 1992). However, asthe ability to incorporate
sound effects and graphics became available, so courseware took on a more multimedia nature
(Barker, 1989). In this paper we use the term multimedia to refer to the ability to combine (within
a given application) multiple channels of communication within a single distribution or delivery
medium - such as magnetic or optical disc. Multimedia courseware must therefore employ two or
more communication channels (either together or in sequence) and use these in appropriate ways
in order to achieve its pedagogic objectives. As we have suggested above, the basic channels with
which we are concerned may be of a textual, sonic, graphic or haptic nature.

Of course, in some learning or training situations it might be necessary to use several different
and distinct delivery media (such as a paper workbook and a computer screen) in either a
simultaneous or a sequential way in order to achieve particular types of learning objective. We use
the term ‘polymedia courseware’ to describe instructional resources of this type in which several
different kinds of information delivery medium are used within a given learning or training
application.

As well as giving interactive courseware a multimedia character. the workstation develop-
ments described in the previous section have also made it possibleto interlink instructional materials
in a varieiy of sophisticated ways. This interlinking enables it to be accessed and delivered using
many different non-linear approaches. Because of the various advantages that are claimed for the
use of hypertext and hypermedia, courseware for many learning applications is increasingly
employing hypermedia techniques.

Naturally, the use of multiple channels of communication (on single or multiple media and
using either a linear or anon-linear organisation) implies the need for considerable care with respect
to the way in which these channels are employed. Forexample, itis important to consider such issues
as synchronicity, continuity, cohesiveness, reinforcement and appropriateness. As we shall discuss

later in this paper, design guidelines for using multimedia and hypermedia methods within
courseware are therefore an important requirement. In order to obtain these guidelines etfective
methods of evaluating multimedia courseware must be devised and applied in both a formative and
summative fashion. In this paper we describe some of the approaches that we have been using to
evaluate and assess multimedia courseware resources that have been produced by the various
projects upon which we are working.

COURSEWARE EVALUATION

The evaluation of interactive multimedia courseware can involve a range of different
‘dimensions of interest’. Typical dimensions along which courseware may be evaluated include:
learning effectiveness; cost effectiveness: interactivity; interaction styles; synchronicity; continu-
ity; cohesiveness; interface quality; ease-of-use; availability. ease-of-access; the quality of learning
experiences involved; level of embedded intelligence; the effectiveness of media utilisation; the
nature and level of ancillary support needed to use the product; the complexity of the delivery
environment needed to support the courseware; and so on. Because of the multi-dimensional nature
of courseware evaluation it is often appropriate to ‘weight’ individual dimensions according to the
perceived needs of the evaluation task.

Because of the importance of courseware evaluation many different assessment tools and
methods have been described in the literature. Within these, various approaches are used as




instruments of evaluation - such as checklists, questionnaires, structured interview schemes, pre-test
and post-test strategies, and so on. Some typical examples of evaluation procedures include the
MEDA Tool (Machell and Saunders, 1991), those documented by Bonekamp (1991)inthe ECOSET
project (which is a part of the European Community’s DELTA initiative), the methodology of
Ravden and Johnson (1989) and the ‘3G’ approach described by Collis (1991) for the evaluation of
electronic books. Inthe work that we have undertaken we have employed a variety of approaches
based upon the questionnaire method and pre-testing/post-testing experiments.

In the remainder of this section we describe four evaluation projects that we have been
conducting - the intent of which is to assess the quality of various types of interactive multimedia
courseware (along particular dimensions of interest). The variousprojectsinvestigate: conventional
electronic books; hypermedia electronic books; resources for interactive language learning; and
learning design for interactive compact disc.

Electronic Books

Electronic Books offer an important mechanism for the storage and delivery of substantial -
volumes of multimedia information - particularly, if they are published on compact disc read-only-
memory (CD-ROM). Of course, they can also be used as an adjunct to conventional CAL and CBT
and so can embed various types of multimedia courseware. For some time we have been interested
in using electronic books as an aid to support various approaches to open and distance leaming by
means of ‘telemedia books’ and electronic performance support systems (Giller, 1992; Barker and
Banerji, 1993).

Our "Electronic Book Project’ (which has now been running for over two years) was set up
in order to explore, investigate and evaluate various types of electronic book with a view to
formulating a set of design guidelines which authors and producers could use in order to produce
successful electronic book productions. Two basic research strands have been pursued. First, the
use of various controlled evaluations of a number of existing commercially available electronic
books. Second. the design, production and controlled evaluation of three in-house electronic book
productions. The evaluation metric and methodology that was used in each of the two types of
evaluative study was identical.

The jority of commercial electronic books that were evaluated were published on CD-ROM
although sofne were distributed on magnetic disc (asnative systems or in compressed format). The
publications that were examined included: Hypertext Hands-On; the Grolier Encyclopedia;
Compton’s Multimedia Encyclopedia; the Oxford Textbook of Medicine on CD-ROM; The
Complete Works of Shakespeare; Sherlock Holmes on Disc; World Atlas; the Nimbus Music
Catalogue; Multimedia Mammals; and Multimedia Birds of America. The three in-house
productions involved the creation of: a static picture book with audio narrations (for language
teaching); anelectronic book for early learmers (based upon the use of hypermedia); and an electronic
textbook on screen design for CBT.

The evaluation studies produced many interesting results from which were derived some
valuable design guidelines for electronic book production.

Hypermedia Electronic Books

Traditionally, the majority of electronic books (similar to most of those described above)
provide linear access to stored information. Of course, such books can also usually support both
direct and branching access through the provision of appropriate search facilities. In contrast to the
linear approach, hypermedia electronic books provide access o multimedia resources that are
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organised in the form of network information structures. Links embedded within information items
ailow users to follow pathways through the linked material. In this way, they are able to follow up
ideas or items of interest in much the same way as one might follow a irain of thought.

Our work with hypermedia books involves assessing the impact of employing the hypermedia
paradigm within multimedia electronic book environments (Richards, 1992; Barker, 1992). Parallel
electronic book applications employing hypermedia and traditional delivery strategies have been
developed. These systems have involved embedding hotspots in both textual and graphical
information. Up to twenty hotspots are embedded in each of the information nodes within the
informationspace through which users can navigate. Additional navigation facilities consistent with
the book metaphor are also provided. These include: page turning; a table of contents; use of an
index; the incorporation of page numbers; and so on.

Evaluations are being conducted which involve applying suitably designed assessment
metrics in order to quantify and compare users’ responses when undertaking various types of
information access task. We are particularly interested in the impact that hypermedia techniques
might have when students use our electronic books as either reading or reference resources. Both
qualitative views and quantitative performance data are being collected.

Subjects undertaking the evaluation experiments (that are designed to assess their perform-
ance on reading tasks) are required to take both a pre-test and a post-test. These allow an assessment
ofthe subjects’ initial knowledge to be made and compared with the levels of knowledge displayed
inthe post-test. A comparison between the performance of subjects who use the hypermediasystem
and the performance of those who use the traditional electronic book system is now being made.

In order to assess the usefulness of hypermedia techniques in the context of using electronic
reference resources another set of experiments was designed. These are based upon giving subjects
a number of information retrieval tasks involving the use of the parallel information delivery
environments for looking up specific items of information. Both the time taken and the accuracy
of the retrieved information are being monitored and assessed.

In both the reading and reference evaluations (outlined above) subjects are also being given
a qualitative evaluation questionnaire in which they can express their views about the experiments
in which they have participated. The questionnaires are de “~ned in a way which will enable us to
assess users’ reactions towards the traditional and hypermc .- lelivery strategies.

The results of the evaluations are providing a valuable profile of the potential impact of
hypermedia information access and the types of task to which it might be most suited within the
context of electronic book design.

Interactive Language Learning

Over the last two decades computer-assisted language learning (CALL) hash-. considerable
success with respect to many aspects of language teaching (Ingraham and Emery, 1991). Obviously,
the teaching of languages is a participative, multimedia activity requiring (at the very least) the use
of sound and text. We anticipate therefore that the quality of CALL experiences availabie for
students can be substantially improved as facilities for handling sound and picturesbecome availabie
(Fox, 1992). Important techniques that need to be considered include: the use of C D-ROM for storing
and delivering courseware; the application of low-cost sound-boards; the appropriate use of reactive
static graphical images; and the inclusion of digital motion video - in situations where it is necessary
and/or appropriate.

Like many other academic organisations we have been extremely interested in the use of
CALL methods for the teaching of foreign languages. Indeed, we have recently become involved
in two complementary research and development projects called ‘CALSA’ and ‘ILLP’. CALSAis




an acronym for ‘Computer Aided Language Study and Acquisition’; it is aproject that uses the latest
developments in computing and information technolcgies in order to develop substantial volumes
of CALL resources for the teaching of European languages (Ingraham and Emery, 1991). Naturally,
CD-ROM and interactive video are used extensively in this project because of the very high quality
of sound and images that can be stored and retrieved from these media.

Our ‘Interactive Language Learning Project’ (ILLP) is designed to assess the relative merits
of some of the currently available digital optical storage media for use in interactive CALL delivery
platforms (Barker et al, 1992). A range of possibilities exist: basic CD-ROM; DVI; CDTV; CD-I;
CD-IV; CD-ROM XA; CD+G; and so on. In our ILLP evaluation study we have selected the first
two of these for assessment (basic CD-ROM and DVI). A short, ‘standard’ piece of language
instruction was desig ied for the evaluation experiments which involved native English speakers;
French was selected as the target language. The lesson is of a multimedia nature - relyitg on the
use of text, sound and pictures - and was produced for delivery using each of the selected delivery
technologies (each technology being used to its maximum capability). Two CD-ROM discs were
fabricated. These have been trialled and the lessons evaluated using both questionnaire methods
and pre-testing and post-testing experiments. The latter were runin conjunction witha control group
that was taught using conventional approaches to language learning.

Integrating Learning Design in Interactive CD

Through its DELTA programme the European Commission is currently funding twenty-two
majorresearch and development projects. These projects coverarange oftechnical and educational
issues relating to the application of advanced information processing technologies to the problems
of creating effective and efficient distance and open leaming environments based upon the use of
interactive computer systems. One of these projects (in which we are involved) is intended to
examine the Integration of Learning Design in Interactive Compact Disc (ILDIC).

The two major objectives of the ILDIC project are: (1) to develop and evaluate models of
learning on interactive multimedia in order to build prototypes in hypermedia and ‘bridge format’
for compact disc (CD); and (2) to produce standards for the design and authoring of learning
applications on interactive CD that meet the specifications laid down by the common training
architecture that has been proposed within other DELTA projects.

The ILDIC project (which involves partners in the UK, Greece and Denmark) contains a
number of basic research strands (evaluation, synthesis, design, and implementation). The strend
in which we have been working involves the evaluation of a range of currently available interactive
courseware products (King and Barker, 1992). The particular products that are of interest to us are
multimedia systems that utilise compact disc as a dissemination and delivery medium. In the work
that we have undertaken we have employed an enhanced version of a ‘questionnaire’ method
previously used by Giller for the evaluation of electronic books that have been published on compact
disc (see above).

Using Giller’s basic ‘electronic book’ approach, we have designed and tested an appropriate
evaluation metric and methodology for the dimensions of interest which are of primary concern to
us. Essentially, this summative evaluation procedure is based onthe use of ‘prompt questions’ which
an evaluator administers alone, to individuals or to groups of users who have been invited to assess
particular courseware products. The results obtained from individual product assessments are then
collated and analysed with a view to identifying the outstanding features of particular products and/
or their major limitations.

The evaluation methodology has been applied to 35 commercially available products that
cover arange ofdelivery mediasuch as basic CD-ROM, CDTV, DVIand CD-1. Taken together these
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products represent an extremely wide spectrum of approaches to the provision ofinteractive leaming
resources that involve a very rich repertoire of pedagogic methods. Typical learning methods
involved in these products include: games; simulations; role playing; tutorial approaches; encyclio-
pedia access and exploration; and conventional computer-based training.

The evaluations that have been conducted within the ILDIC project have provided us with a
range of useful results which have enabled us to gain considerable irsight into the nature of successful
design for learning and training products that are based upon the use of interactive compact disc.

CONCLUSION

Interactive muitimedia courseware can take a variety of different forms and can embed a wide
range of pedagogic mechanisms. Consequently, courseware can be used to perform a multitude of
educational functions ranging from the generation of awareness through record keeping to skill
development and enhancement. Because the intent of courseware is to teach and develop skills it
is important that suitable evaluation methods should exist in order to assess to what extent, if atall,
these objectives are being realised. Aswe have established in this paper, evaluation isa multi-faceted
activity. It can be undertaken with respect to many different dimensions. In order to keep the
evaluation task manageable. those involved in the design and implementation of evaluation
experiments may have to identify the most important dimensions of concern and ignore those which
are of less importance. Of course, in order to perform cross-product comparisons some form of
weighting algorithm may need to be imposed in order to make the results meaningful.

The pedagogic dimensions of courseware evaluation are of paramount importance because
unless interactive multimedia instructional software has some educational value there is little point
inusing it. However, as well as being pedagogically effective, courseware must also be relatively
easy to use and, whenever possible, it should create an enjoyable and motivating learning experience
for its users. These latter requirements can usually be achieved through the incorporation of
appropriate human factors considerations when the courseware is designed.

In the work that we have undertaken (as outlined in the four case studies presented in this paper)
we have attempted to develop a multi-faceted courseware evaluation methodology that will enable
us to assess the quality of both: (1) the interactive multimedia courseware that we have been
producing; and (2) that which is available commercially. The results that we have achieved to date
indicate that the evaluation methodology is sound and gives a reasonable indication of courseware
quality with respect to the particular dimensions of interest that are of importance within any given
situation.
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Audio Instruction in Multimedia Education:
Is Textual Redundancy Important?
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Introduction

Until recently, the majority of the computer-based training (CBT) programs concentrated on
the visual presentation mode to the exclusion of the auditory mode because of hardware
constraints. In fact, many textbook authors that purported to teach the design and devclopment of
CBT and multimedia failed to even mention the auditory channel and certainly did not focus on its
potential.

The advent of the Macintosh computer with audio capability and availability of moderate
cost, good quality digital audio cards for MS-DOS computers have cnabled trainers and educators
to realize the potential of random access audio for CBT and multimedia. Access to the audio
segments is rapid, and the amount of information stored can be very large. Control of the audio
files through computer software programs is precisc and reliable,

Another major advantage of digital audio is its flexibility. New dialogue can be recorded,
digitized, and inserted into an existing program easily, providing much greater program longevity.,
With just a few changes to the script and a few minutes with an audio editor, a new audio file can
replace an old one, providing necessary revisions and updates to software.

There are, however, few guidelines for instructional designers to follow with incorporating
audio into computer-based lessons. In the past, research studics investigated the potential increa
in learning performance based on a multichannel delivery; however, few studics cxisted that - *
correlated multichannel effectiveness and redundancy levels of computer-based programs. A
previous study by the author indicated that there was no statistical difference in achicvement
(immediate recall) between a text-based tutorial program and a combination of text/audio program.
There was, however, a significant difference in the delivery time required for the lessons (Barron
& Kysilka, 1992). Based on these initial findings, a study was designed to further investigate
possible relationships between various levels of audio and textual redundancy on student
achievement, retention, and time.

Research Questions

The study presented in this proposal was designed to provide answers to the following
questions:

* Does the amount of textual redundancy in audio-based multimedia produce a
statistically significance increase in leaming performance?

*  Does the amount of textual redundancy in audio-based multimedia produce a
statistically significance increase in retention?

*  Does the instructional time required to complete an audio-based lesson vary in
relation o textual redundancy?

*  Does the amount of textual redundancy affect students' perceptions of the lesson?
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Review of the Literature

Multichannel redundancy has been studied for many years, primarily using the
television and videotape media, Lutle research, however, is available that investigates the
effects of redundancy between text and audio on iearners’ achievement levels in computer-
based training or multimedia instruction. An underlying assumption, when adding an
additional channel of media to transmit a message, has often been that utilization of
additional channels will effectively increase the amount of communication and the amount
of learning. Reviews of research in this arca, however, indicated that studies in
multichannel communication resulted in mixed and contradictory findings (Jasper, 1991).
Reasons cited for the controversy included poor sampling techniques, weak designs, lack of
randomization, test channel bias, and variations in the definition of "redundancy.”

The cue summation theory predicts that learning increases as the number of available
cues or stimuli are increased (Severin, 1967). A proponent of this theory and multiple
channel presentation, Hartmar (1961) evaluated several studies with regard to simultaneous
audio-print and print. Seven studies supported simultaneous presentation, Hartman
concluded that "it is apparent that a simultancous audio-print presentation is more effective
than either audio or print alone when the information simultaneously presented is
redundant” (p. 244). A morc recent study by Nugent (1982) supported these findings.

Another theory that has been hypothesized (Travers, 1964) is based on an assumption
by Broadbent (1958) that there is a single channel linking senses (O the central nervous
system, If this were the case, there would be little or no advantage to communication
ihrough two channels. Studics by Barton and Dwyer (1987) and Muraida & Spector (1992)
found little or no difference in achievement levels based on multiple channel deliverics.

Due to the controversy of the research, there are few instructional design guidelines for
the optimal relationship between text and audio in CBT and multimedia. For example,
even if audio is chosen as a the primary delivery medium, to what degree should redundant
text be incorporated for effective instruction? Designers must decide if text is essential,
and, if so, whether the text should mirror the audio information or be condensed to bullets.
Few of the studies found in the literature review had specifically evaluated redundancy
factors associated with the integration of audio into computer-based programs.

Methods and Data Source

This study was conducted at the University of South Florida, Tampa, Florida, during the
Summer semester 1992, The population consisted of students cnrolled in EME 4402, Computers
in Education, in the College of Education. The sample was constructed on the basis of 100
randomly assigned undergraduate students,

Basic instruction used in this study consisted of computer-based lesson on Compact Disc-
Read Only Memory (CD-ROM) technology (Harron, 1992). In order to provide three treatment
programs necessary for this study, the CD-ROM Tutorial was developed in three alternate
designs:

1. An audio-based version with total textual redundancy--the audio is word for word, the
same as the instructional text on the screen.

2. An audio-based version in which the audio and graphics are the same as version #1, but
the visual text of #1 is reduced to bulleted items, rather than full text.
An audio-based version in which the audio and graphics are the same as version #1 and
#2, but there is no visual text.




Subjects were randomly assigned (o an experimental group. The three groups were pretested
on the dependent variable--herein, achicvement scores. There was no time limit to complete the
lesson. Each treatment group was provided with an identical verbal introduction and computer-
based overview of system usage. For delivery of all versions, headphones were worn by students
to climinate interference or overlap between treatments.  Within the computer program, records
were kept of the time each student started and the time he/she finished the tutorial.

Following the completion of the independent variable (one of the three audio- based
programs), an achicvement-based posttest was administered to all groups. Immediately following
treatments, a post-experiment perception questionnaire was also conducted. In addition, a parallel
achievement-based retention test was administered 3 weeks following the treatments.

The analyses incorporated one-way ANOV As and a Repeated Measures MANOVA. The one-
way ANOV As were based on treatment groups (full text, partial text, or no text) as the predictor
variable and time, pretest scores, postiest scores, and retention scores as the critcrion variables.
Tukey-b was used to analyze separate group differences when significant. The repeated measures
MANOVA compared the changes of pretest scores, posttest scores, and retention scores over
time. The level of significance for the analyses was set at .05.

Data Analysis

Achievement

Results of pretest, posttest, and retention tests indicated that all three treatments were
instructionally very cffective. Data for all three treatments increased significantly between the
pretest and the posttest and then decreased significantly from the posttest to the retention test.
All analyses exceeded the 001 level of significance (see Table 1).

TABLE 1
REPEATED MEASURES MANOVA FOR
PRETEST, POSTTEST, RETENTION TEST SCORES

TREATMENT TEST N MEAN D & f

Full Pretest 12.56 37 189.20*
Text Posttest 24.54
Retention 17.92

Pretest 13.07
Posttest 24 .47
Retention 18.86

No Pretest 12.81 174.66*
Text Posttest 23.81

Retention 18.44
* p<.001




In order to ascertain that the three treatment groups were equal at the beginning of the
experiment, a one-way analysis of variance (ANOVA) was performed on the pretest means. Table
2 contains a summary of the analysis between the three treatment groups.

TABLE 2
SUMMARY TABLE OF ANALYSIS OF
VARIANCE ON PRETEST BY TREATMENT

SOURCE SUM OF SQUARES df MEAN SQUARE  F-RATIO
Between 4.302 2 2.1511 2261
Within 932.331 98 9.5136
Total 936.634 100

The results of the ANOV A on the pretest means indicates that the three groups did not differ
significantly at the beginning of the experiment. ANOV As were conducted on the posttest and
retention test measures aiso (sec Table 3 and 4).

TABLE 3
SUMMARY TABLE OF ANALYSIS OF
VARIANCE ON POSTTEST BY TREATMENT

SOURCE SUM OF SQUARES df MEAN SQUARE  F-RATIO

Between 10.6393 2 5.3196 5546
Within 940.0340 98 9.5922
Total 950.6733 100

TABLE 4
SUMMARY TABLE OF ANALYSIS OF
VARIANCE ON RETENTION TEST BY TREATMENT

SOURCE SUM OF SQUARES df MEAN SQUARE  F-RATIO R

Between 15.3346 2 7.6673 2087 8120
Within 3600.111 98 36.736
Total 3615.446 100

The results of the two tests indicate that the mean scores do not differ significantly between
groups on either the posttest or retention test due to the treatment.




Time

The question pertaining to the effect of treatment on time was tested using a one-way
analysis of variance with three treatments. The criterion variable used to assess completion time
was the nurber of seconds each student required to complete all portions of the comnuter tutoriat.
Variables were written into the computer program to track the amount of time from  objective
screen to the exit screen. Students were not allowed to exit until all segments were complete.

TABLE 5
MEANS AND STANDARD DEVIATIONS FOR TIME (SECONDS)

X SD N

FULL 1220.00 208.78 39.00
PARTIAL 1224.10 222.36 30.00
NONE 1227.88 193.03 32.00

The results of the ANOVA measured by the completion times indicated mean scores did not
differ significantly between treatment groups due to the amount of text in the delivery medium.
Table 5 contains means and standard deviations cf the completion times for each treatment, and
Table 6 summarizes the one-way analysis of variance.

TABLE 6
SUMMARY TABLE FOR ANOVA ON TIME BY TREATMENT

SOURCE SUM OF SQUARES df MEAN SQUARE  F-RATIO
Between 311.1267 2 155.5634 .0036
Within 4245404.2 98 43320451

Total 4245715.3 100

Perception

A 20-item perception questionnaire was included as a post-experiment instrument. This was
administered immediately after the posttest. Table 7 includes the frequency per treatment for each
item included on the questionnaire.




TABLE 7
FREQUENCY OF PERCEPTION RESPONSES (AGREE/DISAGREE)

FULL PARTIAL NONE
QUESTION A D A D A D

I felt I could work at my own pace. 38 28 0 30

Hardware made it difficult to concentrate. 1 2 26 1

I enjoyed using the program. 36 27 1 30

1 27 5

28 0 31

I enjoyed being able to hear the program. 37 26 2 31
7

I had trouble using the mouse. 7
It gave clear explanations of the material. 38

21 2
The program made good use of examples. 38 27 1 30
The directions were easy to follow. 38 28 0 32
I would rather have had a lecture.. 2 0 28 0
I thought the program was too long. 2 1 27 3
I'd encourage friends to take this lesson . 35 25 3 29
The Macintosh computer was easy to use. 38 27 1 31
The earphones were uncomfortable. 12 10 18 11
The audio was ¢asy to understand. 37 27 ) 30
I would prefer a program with no sound. 2 2 26 4
I do not like to read. 3 6 22
The program was boring. 1 0 28
I'd like to take another program like this. 35 28 0
Computer programs make me nervous. 8 6 22

1 thought the audio was too slow. 12

Based on this questionnaire, the overall reaction to the CD-ROM tutorial program was
extremely positive. For example, 86% "enjoyed using the program,” 89% "would like to take
another program like this," and only 2% "would rather have had a lecture in a classroom."”

Five questions on the survey focused on the audio aspect of the programs. Ninety-seven
percent of the students responded that "the audio was easy to understand,” and 95% "enjoyed being
able to hear the program.” In addition, only 10% agreed that "the audio was too slow," and 13%
"would prefer a program with no sound."”

Chi-square analyses were conducted to determine if any student perceptions were significant
in relationship to the three treatments. No tests of independence were significant.




Discussion

Tre audio-based computer tutorial designed to teach subjects about CD-ROM technology was
quite successful. Pretest means indicated little prior knowledge and posttest means were
significantly higher. Results further indicated that computer-based training with or without augio
and textual redundancy was equally effective. Nonc of the treatment groups demonstrated superior
gains over the other groups. This lack of achievement differential indicates that the reduction of
text in the partial-text/full-andio and no-text versions did not adversely affect achievement gains.

In many cases, the decision to incorporate audio into computer-based training is not driven
by cost alone, but rather by screen real estate. In other words, in many instances, the best
method of incorporating instruction with a complex graphic (such as a Navy sonar display) is to
implement audio. The question has been raised as to whether this decrease in visual text would
adversely affect learning. As indicted in this particular study, the impact is not significant.

There are several possible explanations as to why the level of achievement was unaffected by
the amount of textual redundancy. First of all, this finding could provide support to Broadbent's
theory that redundant multiple inputs do not enhance communication (1958). If indeed, humans
have but one channel of communication to the brain, the addition of completely redundant text
may not increase communication effectiveness.

Another possible explanation is that the interactivity of the computer-based program allowed
students to pace their knowledge acquisition, independent of delivery mode. Several studies in the
past that have demonstrated significant differences based on redundancy levels have been cenducted
on linear, program-paced materials (Baggett, 1984; Kozma, 1991). The presentations in the
present study were entirely student paced--subjects could remain on each instructional screen as
long as they desired. They could also replay the audio segments and back up to review previous
instructional screens.

The content of the instructional program for this study was introductory material for the
students. The material was, by design, low cognitive in nature. The majority of the questions
on the pretest, posttest, and reteniion tests were recall or comprehension oriented. Very few
questions required students to apply. analyze, or evaluate what they had leamed. Consequently,
the researchers raise the question about the relationship of content difficulty to media format.
Future rescarch may investigate whether or not more difficult content, designed at higher
cognitive levels, would differentiate among students' achievernent levels.

Results of this study also support prior research that demonstrated that subjects with higher
verbal skilis do not profit significantly from the addition of audio (Barton & Dwyer, 1987; Main
& Griffiths, 1977). Perhaps students with lower verbal ability and lower reading scores would
have demonstrated a significant difference with regard to redundancy levels.

Additional research guestions related to student achievement might include: (a) Whether or
not different content areas (such as grammar, literature, science, mathematics, or language)
presenied at various cognitive levels would produce different results; (b) The significance of
implementing audio for poor readers or non-native English speakers; and (c) The relationship
between students' preferred leamning modality and the delivery mode.
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Simulation Training for Electronic Mail Systems

ANN E. BARRON & KAREN IVERS
Instructional Technology Program
University of South Florida, Tampa, FL 33620, USA

Introduction

The use of telecommunications is flourishing in education. Teachers have discovered that they
can easily and inexpensively connect scudents with their peers in other parts of the country and the
world. Many of the educators communicate through free-access networks, such as Bitnet or Internet.
Other teachers choose to subscribe to one of the commercial educational networks, such as the
AT&T Learning Network or GTE World Classroom. These commercial networks provide a more
structured program than the free-access networks and focus on connecting students for interchanges
that focus on issues of global interest (Barron & Orwig, 1993).

The benefits that telecommunications can offer to education are significant. For example,
telecommunications is an excellent means to teach multicultural awareness. "Indeed, never before
could teams of students, thousands of miles apart, engage in Jdialogue through which they jointly
construct a model of their respective economics, cultural surrounding, or ecologies, and then
collaboratively test its implications” (Salomen, 1991, p. 43).

Communications skills can also be enhanced through telecominunications. Students from
different schools, nations, or countries can send their compositions for others to read, critique, and
review. Several studies have reported a significant increase in the quality of students' writing with
distant audiences (Cohen & Riel, 1989; Wright, 1991).

Telecommunications also inspires students and teachers and makes learning exciting and
relevant. Studies have found it to be very motivating for students to correspond through
telecommunications with experts who would be inaccessible through other means (Perry, 1984).

Telecommunications in Florida

In 1982, the Florida Legislature established the Florida Information Resource Network (FIRN)
to enable administrators to transmit school records via telecommunications. FIRN is a wide-arca
telecommunications network that connects data centers and computer resources at universities,
community colleges, and school districts throughout Florida (Schmid, 1990).

Through FIRN, public educators in Florida have access to a wide variety of computing
resources and services. For example, teachers and students can retrieve information from remote
databases at the state universities, including the online library catalogs and abstracts in the
Educational Resources Information Center (ERIC). Teachers can also download a weekly lesson
guide to NewsWeek magazine or image files of satellite weather. There is no charge for connect
time to FIRN, and local dial-up and/or toli-free numbers are provided for modem access.

In 1991, the FIRN network was expanded to include a realtime electronic mail system, called
FIRNMAIL. Through FIRNMAIL, educators can send and receive messages and participate in
conferences of common interests. FIRNMAIL accounts are free to all public educators, and students
can obtain access under the supervision of a teacher.




The Training Need

According to Paul McGinnis of the Florida Information Resource Network, over 6000 educators
in Florida currently possess accounts for FIRNMAIL, yet less than 25% are active users. (An
active user is defined as one who accesses the system at least twice a month.) One of the reasons
for the minimal use is the lack of efiective training methods. In the past, users generally learned
how to navigate through the system in one of three ways: (1) By reading the manuals provided by
FIRN, (2) By attending a training session with large-group instruction, or (3) By trial and error.

Although there are several technical training personnel located throughout the state to conduct
training, it is difficult to include hands-on activities in the sessions. The training generally takes
place in schools and very few buildings have more than one or two telephone lines for multiple
access to FIRNMAIL. Most of the training in the past consisted of a demonstration of the
FIRNMAIL system through a computer, modem, and large screen projection unit.

The need for a more effective vehicle to train educators to use electronic mail led to the
development of a computer-based simulation. The simulation was designed to emulate the
FIRNMALIL system without requiring telephone connections or user identification numbers. The
program was also designed to enabie educators to access the training on an individual basis at their
own schools or homes.

Design and Development of the FIRNMAIL Simulation

The simulation was made to provide guided practice for the most common functions of
FIRNMAIL. The topics were divided into four major categories, which became the simulation
menu choices. These categories include: (1) Logging in and out of FIRNMAIL, (2) Creating and
Sending Messages, (3) Reading and Deleting Messages, and (4) Indexing Messages. Although
students are encouraged to access the menu sclections in sequence, they can choose them in any
order, repeat them if they wish, and exit at any time. Throughout the simulation, maximum learner
control is provided with a pulldown menu and course map.

To enhance transfer, the simulation was produced with system screens captured directly from
FIRNMAIL. The program also emulates the keystrokes of the system as closely as possible.
Sound effects are included to simulate the dialing procedure, and visual effects provide realism for
the screen displays.

Pilot Testing and Implementation

The simulation program was completed in January, 1993, and pilot tested at the University of
South Florida. Initial reactions to the program were extremely positive. Comments include:

"It is very user friendly."

"Information on FIRN practical -- thanks."

"I like being able to read and learn at a slow pace.”
"Great! Very informative and easy to understand."
"Walks you through the process."

"Fun and easy to use!”

"Very clear -- easy to use and understand.”

"User friendly! -- even for elementary!"

"Directions very specific.”

"It was very simple and understandable. This is very interesting for a novice
such as L."

"Wonderful way to lcarn about the program.”
"Very clear, very visual realistic.”

"Easy to get around.”




Although the program appeared o be well reccived, an empirical study was designed to test the
effectiveness of the simulation against the alternate instructional strategies.

Review of the Literature

Research on simulations is controversial. Thomas and Hooper (1991) reviewed and categorized
29 simulation studies, most of which indicated no difference in knowledge gained when compared to
other methods of instruction. They did find, however, that simulation groups presented a higher
degree of transfer, citing Mayer (1981) that "the value of ... simulations appears to be greatest
where the material to be learned is foreign to the learner and the goal of the instruction is transfer"
(p. 500).

Other studies are contradictory. Kinzer, Sherwood, and Loofbourrow (1989) conducted a study
where one group of fifth graders acquired knowledge about a food chain by reading an expository
text, while another group of fifth graders used simulation software. The non-computer group
outperformed the computer group on all measures. Woodward, Camine, and Gersten (1988),
however, reported significant differences of p<.01 on basic facts and concepts that were reinforced by
a simulation treatment versus structured teaching alone. Much of the controversy and mixed results
of simulation studies can be attributed to fundamental weaknesses in research design, the multiple
definitions and subcategories of simulations, and the unknown quality of the simulations used
(Thomas & Hooper, 1991; Woodward, Carnine, & Gersten; 1988).

Recommended considerations for the design, purpose, and quality of simulations include the
level of fidelity, face validity, learner control, screen design, menu types, and other design
characteristics (Alessi & Trollip, 1991; Aspillaga, 1991; Garhart, 1991; Milheim, 1991; Reigeluth
& Schwartz, 1989; Ruben & Lederman, 1982; Schuerman & Peck, 1991). Expert analysis and
pilot tests have demonstrated that the FIRNMAIL simulation has a high degree of fidelity, a design
appropriate for the intended audience, a high degree of face validity, maximum learner control,
comprehensible screen designs, accessible menus, and helpful feedback.

Investigation of Effectiveness

In order to test the effectiveness of the FIRNMAIL simulation, a study is being conducted at
the University of South Florida, Tampa, Florida, during the Spring and Summer semesters of 1993.
The population consists of students enrolled in Applications of Technology in Education, a two-
semester hour class required for all undergraduate College of Education majors. The sample is being
built on the basis of randomly selecting a minimum of 60 students.

Purposes of this study are to determine if the simulation strategy is an effective means for
delivering instruction on an electronic mail system for teachers. In order to address this issue,
answers to the following questions are being sought:

Achievement. Does the simulation program produce a statistically significant increase in
knowledge-based achievement when compared to large-group instruction and text-based instruction?

Performance. Does the simulation program produce a statistically significant increase in skill-
based performance when compared to large-group instruction and text-based instructior?

Time. Does the simulation program cnable participants to perform common electronic mail
functions in significantly less time than the large-group instruction and text-based instruction?

Perception. Is there a significant and/or practical difference in students' perceptions of
FIRNMAIL with a simulation program when compared to large-group or text-based instruction?




Methodology

In order to provide three treatment groups necessary for this study, the subjects will receive
instruction on the use of FIRNMAIL via three alternative strategies:

1. FIRNMAIL manual.

2. Instruction via large-group instruction with a "walk-through" of the FIRNMAIL
system via computer projection.

3. Instruction via the FIRNMAIL simulation program.

Subjects will be randomly assigned to experimental groups--the three different instructional
methods. The threc groups will complete a pretest on two dependent variable--achievement scores
and perception of FIRNMAIL. Each treatment group will then be provided with an identical verbal
introduction and FIRNMAIL reference manual.

Following the administration of the independent variable--herein, one of the three instructional
approaches--an achievement-based posttest will be administered to all treatment groups.
Immediately following treatments, a post-experiment perception questionnaire will also be
administered.

Following the posttests, all participants will be provided access to a computer and modem.
They will also be given a temporary FIRNMAIL account and asked to complete a performance
exercise which will include creating, sending, reading, and deleting messages in FIRNMAIL.
Records will be kept to indicate the amount of time required to complete the performance activities
and the accuracy of the performance.

The analyses will employ t-tests and one factor ‘.nalyses of variance (ANOVA) with three
treatment strategies (reference manual-only, instructor-led, and simulation). Depeundent measures
include pretest scores, posttest scores, time required for the performance test, and successful
completion of the performance test. Significant mean differences will be analyzed via separate
follow-up procedures utilizing the Least Significant Difference, when appropriate. In addition,
descriptive findings and Chi-square analyses will be reported for the Student Perception
Questionnaire. The level of significance, in all cases throughout the analyses, will be set at .05.

Summary

The State of Florida offers a free electronic mail system for all public educators. Although
several training efforts are underway, it is difficult to meet the demand on a statcwide basis. One
problem associated with training has been the lack of instructional facilities with adequate telephone
lines for online training.

One solution to this training need was the design and development of a computer-based
simulation that could emulate th= functionality of FIRNMAIL without requiring a telephone and
modem. This simulation enablus groups of users to be trained in a computer lab (without
modems), and it also provides for individualized instruction at remote sites.

The purpose of the study is to compare the effect of a systematically designed simulation
training program with the large-group demonstration. Results of this study will indicate if the
simulation program has a significant effect on overall comprehension. In addition, the performance
test will measure the degree of training transfer into the FIRNMAIL system.

If the results of the study indicate that the simulation program is an effective method for
delivering FIRNMAIL training, similar programs may be produced for system training efforts. In
addition, future endeavors will focus on statewide distribution of the simulation to provide access for
all educators.
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Some days ago I met a reputable, retired already, professor. He commented on computers:

- «Interactivity? Computers are not ‘interactive', they can only to be 'reactive’. To be
'interactive’ they must be ‘intelligent'» -And it was implied that they were not.

In the afternoon, at a panel about Interactive Video Programs for Sciences Instruction at
Higher Education, a german professor told me:

- «l have not seen yet one really interactive programme of Interactive Video».

At night I thought if my work was something that no longer holds. Are the current studies
about Interactive Resources not more but a big fraud?

1 Does it exist the Interactive Video?

Actually, the key is in what is it meant by interactivity. Some definitions secem not to be
very exigent: “The pointis that interactive lessons require at Icast the appearance of two-way
conmunication” (Jonassen, 1989). '

Other authors emphasize the active role by student: . . . it changes the student from passive
observer to active participant” (Anandam and Kelly, 1981). However, as Bosco marks (1989), they
are really speaking of visible activity, because the student is always actively processing the
information, even when he is listening to alecturer or when heis reading a book.

As the old professor explained so well, the question about interactivity lies in the intelligence
of computers. And for some oncs, there is no doubt about this: “For the first time, a genuinely
'thinking' interacting technology, the computer, has become readily available to education”
(Shavelson and Salomon, 1985). This kind of sentence started an interesting discussion with
Kenneth Hawes: “Consider the following list of information technologies: the notebook and pen,
the book, the library with its classification system: and catalogues... Each of thesc is also an
interactive technology™ (Hawes, 1986). The answer of Shavelson and Salomon is short and clear:
weneed to emuncerate important differences between the computer and other technologics and to
examine the ways in which they arelikely to affect the user (Shavelson and Salomon, 1986). And
that is the biggest difference, found by Shavelson and Salomon: “Information technologies
communicate with the user via one or more symbol systems™; that is, the ability of computer to
represent the information in different ways, and to switch instantly between other representations,
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And more: the control over the nature of the symbolic representation and the dynamic nature of
some of these. But, voila, seven years ago they were finding the strong link between
“Interactivity” and “Multimedia”.

As you can see, “Interactivity” can to be a word of uncertain meaning. And we need to offer
our own definition. In this article, we mean by “Interactivity” in a human-machine communication
process the fact that each end of the channel participates sending messages. They are received and
interpreted by the other end, and this affects in some way in the next steps of the dialogue (Fi gure
1). The machine -the computer- can to run under sophisticated intelligent (?) systems or under
extremely simpie programs; that docs not mind as the different cognitive level of subject.

Figure 1

—NOT interactive Technology

Information

T\

processing information

— Interactive Technology

prooessing information and

processing information and
genelating new information generating new information

The way as this communication is devdoped can be studied by means of qualitative methods,
with categorized scales: lower levels should mean a smaller participation by, at least, one of the
two end of the communication process. In the other side, higher levels should mean a very active
participation of the two ends on channel in the dialogue.

2 Interactivity levels: the machine

Usually, four interactivity levels are considered (Fart, 1984; Pricstman, 1984). Thesc levels
have been defined by the videodisc design and production group at the Nebraska University: they are
aclassification of videodisc players according to its interactivity degree. They are:

Level 0: Videodisc players with constant lincar velocity

Level 1: Videodisc players with manual control

Level 2: Videodisc players with EPROM and microprocessor control.

Level 3: Videodisc players controlled from a computer




Some references to thz fourth level design it as a "What more?", that, the other possibilities
not included before.

These levels were defined according to the technical possibilitics of the hardware, not of the
medium. I think that this classification is not relevant from an educational point of view. The
problem is a consequence of a bad interpretation of the Nebraska group work. They tried to prepare
a classification of laserdisc players according to the interactivity features that they included. The
classification was very easy for using and now it is frequently used as reference to interactivity
levels. And this is not the same.

The Nebraska levels study the participation of the machine in this dialogue man-machine: the
more features in the machine, the more interactive communication (figure 2). But it is immediate
that the interactivity is also measured by the participation of the other end of the channel: the
i subject, the user.

We would like to remark an additional note: in fact, the actual interactive comimunication is
not related with the hardware features but with the program design: I have used soine courses based
in very sophisticated machines but with a very little cxploitation of the possibilities of the system.

Fgure 2

— Interactive Technology

Information

processng nifonmation and
generating new informaton

processing nformation and
generatng new information

Nebraska levsis are based in the possibilities
of the system for doing this work.

3 Interactivity levels: the user

According to Salomon conceptions, we can begin assuming a system that supply audiovisual,
iconic and verbal information (figure 3).

And we can assume that the System is able of locating almost instantly the information to
present. The path control assignation, that is, who decides what information to show, it determines
the interactivity level. Changing the point of view from the machine to the subject we accepting
the previous Interactivity definition (Anandam and Kelly, 1981) and this Weller text (Weller, 1989)
"...interactivity enables learners to adjust the instruction to confonm to their needs and capabilitics”

(pg. 42).
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From an cvaluative research of educational software (CAI and Interactive Video programs), we
prepared the next interactivity levels, also named "levels of system control by user". The next
figure (Table 1) resumes these levels:

Table 1

Level 0 Level 00

There is only one path, User can adopt a passive attitude

the same for every user. Level 01

[INEAR User must to participate activeiy
answering questions or
participating in other activities

Level 1

There are several paths for different users. The paths have been butlt by the
author of the programme. The user participates answering questions or doing
activities; the prograimme sclects the path according to the behaviour of user.
BRANCHING

Level 2 Level 21
The user selects the information User selects between options of program.
to reccive. Level 22
BRANCHING BY MeNUS Ulser can 10 access to every information
or package of the programme, with its
DIRECT ACCESS TO DIFFERENT suggestions
INFORMATION PACKAGES Level 23

Direct access to every information.

Level 3
The user not only selects the information but also the code or symbols system.
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Level 4
The user selects also the source of information. He/she can access to external
sources of information.

4 Which is the more adequate level?

This is not an easy question. Certainly, the theoretical conception of learning determines the
answer. From a behaviorist perception, higher levels are a source of uncertain results during the
learning process. By other way, from a cognitive perspective, higher levels offer more possibilities
and more complex and beneficial le xning contexts.

1t seems that different levels are more adequate to different educational aims. It seems also that
we can find a relation with the instructional level and the age. Other possibility is to consider that
the user access to different ievels during the programme (figure 4).

Figure 4

Level 4

Level 3

Some authors prefer without doubt a more active role for the student: the control of user over
the leaming strategy is the more efficient approach for the CAL designs (Hartley, 1981). And the
Interactive Video programs must to supply the most amount of information because "the more
information available, the more flexibility to join sequerces" (Hosie, 1987, pg. 7). Nievergelt
(1982) remarks that it must to avoid designs with a passive format: it has to be offered the maxim
control of programme to students, as far as possible. The insistence on this aspect is explained
because ior some authors the limits of new media related with written texts is caused by the
absence of opportunity for questioning him self, and this is related with the critics about students
without control over thi jeaming path. (Clark, 1984).

In this context, it was planned a rescarch about interactivity levels at the University of
Barcelona,

5 Interactivity Levels and Learning Styles: The research design
We wanted to study how students with different leaming styles perceived interactive video

programs, according to different interactive levels as they have boen described here (see table 1).
Two versions of the same self-leaming programme (Interactive Video) were distributed to
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students Educational Technology, at the University of Barcclona. Students usced frecly different
Interactive Video systems, in Faculty rooms. Swdents did not know the existence of two versions
of prograanme. Work was individual.

The two versions differed in how the subject accessed to videodisc and controlled the needed
infonmation: one version guided at every time the activity of user while the other version let him
freedom to select the information.

Students used with the videodisc, afloppy disk. It contained the software of control and &
specific software that registered activity process: number of sessions, when, used time for session
ana item, number of (and what items by session, which items he had visited... Also, the answers
to questions ard the answer to specific questions about his’her attitude.

Otherwise, attitude questionnaires were applied before and after the course. Students filled a
Learning Styles Test, previously validated (Benedito, 1988).

Finally, we used some qualitative techniques for collecting information as interviews and
group meetings.

We are not going to include here every conclusion from this research, but only someones that
are referred to the exposed theoretical concepts. We do not include the statistics results or the data.
You can ask this information to the author.

6, Conclusions

First, the version with a higher interactivity level was not the most accepted by students: they
justified the results with the need of a sufficient initial knowledge of the contents for selecting the
next information.

The freedom to select the path seemed to generate insecurity and the doubt, and this in
students 23 years old.

Otherwise, no significant differences were detected in the way of working related with the
different access to information. No differences about boring ot tiredness, neither in time, number of
sessions, error using the programme and other similar aspects.

Different leamning styles did not significantly affect in the global perception of programme.
We found some, significantly at 0.05 alfa level, correlations in partial aspects as anal ysis.
However, and as we have said, the initial conception about interactivity was not confirmed.

A process analysis based in group interviews, gave these conclusions:

- Insecurity in front of the medium: for several this was the first time that they used a
computer.

- Initial absence of knowledge of contents.

- High level of motivation for using the programme, independently of the interactivity design.

- Limited duration of work: an average of 4 hours, 20 minutes, distributed between 4 and 10
sessions.

- External problems for acoessing to interactive systenis,

Perhaps, the most relevant conclusion was a new model of interactivity that, at lcast for this
programime, it scems very adequate. Ttis defined in this way:




- To begin with low interactivity levels, so, the student need to atiend only to the contend and
the leaming activities,

- To introduce gradually a higher capacity of control over the path, according to some limited
options and on partially known contents.

- To offer, from the beginning, the option for a higher interactivity level for users that do not
need or like a controlled way.

- To end with activities were the user has freely control over the programme (figure 5).

Figure 5

4

Level 4

Level 3

The problem of interactivity design is similar to the egg and the hen: it is not possible to take
decisions if previously onie does not know the domain of knowledge, but this is exactly the result
of the program. So, in some way, itis possible to consider that this is the aim of an interactive
self-learning programme: the user must be able of deciding bow to continue hisher iearing, or
that he/she has reach enough matunty in the domain to work with a high level of Interactivity.
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A multimedia editing environment promoting science learning
in a unique setting—A case study

ROBERT J. BEICHNER
Department of Physics
North Carolina State University, Raleigh, NC 27695, USA

This case study examines how students used an extremely resource-rich environment to teach
science to others. The purpose of the rescarch was to observe how the students and their teachers
approached their roles in this setting. A group of nine seventh- and eighth-graders «itending a
science magnet middle school were asked to develop an extensive series of information screens.
These screens would be made available to the general public through the use of a touch screen
kiosk. The school was located on the grounds of a large municipal zoo in the northeastern United
States. The unique opportunitics provided by the physical location of the school were
supplemented by extensive technology facilities.

Background

In 1990 the school/zoo approached me for help in modemizing their text-based information
screens describing current events and zoo exhibits, The computer coordinator suggested that this
would be an excellent opportunity to exploit the unique setting by having school students create
the screens for the zoo’s kiosk. We began by creating a set of specifications for the customized
editing software that would have to be created. We wanted the students to be able to casily
manipulate multimedia objects—movies, sound recordings, scanned and electronically photographed
images, colorful drawings, and text—so they could focus on what they were creating rather than
becoming distracted by how they were creating it. A major consideration was that while the
information screens had to be casy (o create, they also had to be highly interesting and infoimative
10 Zoo visitors, We were concerned at first that these might be mutually exclusive goals.

We also developed several guestions about how access to this multimedia capability would
promote science learning by students in this particular middle school. We wondered how the
students and teachers would interact with the science content, the technology, each other, and zoo
staff and visitors. We also wanted to examine how the students used their sources of information.
Their requirements were quite unusual since they would be using multimedia to display what they
had learmed. On the other hand, the resources available to them were uncommonly rich.

Our first concern wais with the ways the different people in the school/zoo setting related to
each other and their surroundings.  Studies of cooperative learning (cf. Johnson, et al., 1981)
suggest that cognitive development is tacilitated by peer interaction. The situations set up for
students working on this project put a premium on the sharing of efforts and resources.  Students
almost always worked in groups of two or three when they were looking for information and
creating multimedia screens. Vygotskian theory (Vvaotsky, 1978; Wertsch, 1979) suggests that
students’ cogniiive development can be enhanced by social interactions. People who are more
competent assist learners by first helping or scaftolding their thinking and then fading assistance as
the leamner builds understanding and gains mastery of the material. The leamer is an active
participant in this process, which often takes place during problem-solving situations. The
learuer’s understanding is mediated by his or her practical activity and existent knowledge. The
data collected during this project describe situations where the computer coordinator, zoo staff, and
even the students acted as “teackers.””  The observations indicate that it is also important to
consider the visitors who used the kiosk. Although these people did not directly influence student
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cognition in the Vygotskian sense, they definitely seecmed to have had an effect. Most teachers are
familiar with the axiom that you learn more about a subject when you teach it than when you
study it. This may be due to the review and organization of the content topics while preparing for
presentation, a need to examine the material from a metacognitive viewpoint (“*How is this best
taught and understocd?”), or simply seeing the material with more experienced eyes which are
better able to sce the connections between the content and other areas of study. Regardless of the
mechanism, the students would be acting as teachers, accruing whatever educational benefits might
arise from that enterprise.

The traditional understanding of constructivism has been an important tenet of educational
psychology for some tite. Even before Vygotsky's work, Piaget (1954) described his view of
knowledge construction as a developmental process.  This basic idea of learners constructing their
own knowledge has recently been extended in a variety of ways. Scott, Cole, and Engel (1992)
describe a cultural constructivist approach which assumes interactions between an active child and
an equally active and usually more powertul adult. By itself, this is not much different from what
we have already described. But their concept of cultural constructivism stresses that the interaction
is mediated by cultural artifacts. In our case study the artifact includes a unique physical setting in
conjunction with access to advanced educational technology.

Seymour Papert (1990) takes these ideas one step further and modifies the name of the theory
itself to help explain what he means,

We understand “constructionism” as including, but going beyond what Piaget would
call “constructivism.” The word with the v expresses the theory that knowledge is
built by the learner, not supplicd by the teacher. The word with the n expresses the
further idea that this happens especially felicitously when the leamer is engaged in the
construction of something external or at least shareable...a sand castle, a machine, a
computer prograun, a book. (pg. 3)

The key to what Papert is saying is the empowerment of students. They are given tacilitics
to create something which has meaning to themselves and others. DeCorté (1991 noted that these
“authentic activitics” should be representative of future tasks and problems, provide many
opportunities for social activitics, and be rich in resources and learning materials. The project
assignments met all these requirements,  The students decided their work was similar to what
television and magazine reporters do. To create these screens, resource materials had to be located
and reviewed. Students had to select information from the extensive materials and facilities
available to them, using their own criteria defining iiportance and interest.  And they almost
always worked in groups of two or three students, often debating the relative merits of different
pieces of information.  Awareness of the zoo visitors who would be viewing their screens seemed
to be foremost in the minds of the student editors.

Description of the study

The setting

Approximately 65% of the 2004 students attending this urban scieace magnet middle school
belong to recognized minority groups. Typical class sizes are 21 for seventh- and 29 for cighth-
grade. The students, selected by lottery from a large pool of applicants, come from the local
neighborhood or are bused in from the surrounding region. The school has won several awards for
its programs and often acts as a model of how computer technology can be incorporated into
various aspects of middle school education. In other words, the school appears to be a modern,
highly desirable place for students to focus on science.

The self-nauned “Kid Krew” (from Kiosk Information Display Project) was a racially mixed
group of nine seventh- and eighth-graders who each worked several hours per week on the K.1.D.
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Project over the course of an entire school year, plus a few students who piloted the materials for
the first year. Participating students were selected by the head computer coordinator on the basis of
their reliability and availability. No special efforts were made to include or exclude students with
academic abilities or deficiencies. Because of the technology-rich environment, all students had
already attained a very high degree of computer literacy—probably reducing the Hawthorn effect
commonly found in studies of instructional technology. There were two computer coordinators,
three teachers, and half a dozen zoo and museum staff involved with the project at various times.
A teacher training session held during the summer following pilot testing was attended by six
teachers/support staff and was taught by both coordinators.

Resources

As noted carlier, state-of-the-art instructional technology was present throughout the school.
Each classroomn had at least one networked computer. There was also a lab of approximately 20
networked computers, CD-ROM drives, videodisc players, an electronic camnera, sound digitizer,
scanner, printers, a MIDI synthesizer, and a large collection of instructional and productivity
software. Students were quite finiliar with the operation of most of the technology. The editing
software used by the students in the project was developed specifically for this research. Students
also had access o a very wide assorunent of commercial software located on file servers, CD-
ROMs, and videodiscs, all present before the start of this project. Teachers were well trained in
accessing these materials and used them often in their classes. Faculty members and the school
administration often communicated by electronic mail. Students frequently visited the zoo exhibits
and worked with the zoo staff. The school library included many materials dealing with animals
including books, maps, and colorful photo-oriented magazines.

Software environment

The editing software is a hybrid of HyperCard and SuperCard. [t also utilizes a commercial
interface board supporting video display directly on the computer screen. By selecting items from
the editor software’s menus, students could work with an on-screen audio recorder (which looked
like a cz-ette tape recorder), a video tool which functioned like their home VCRs, color painting
and text tools, and a data linking tool for connecting picces of information.  Students normally
used these tools to make touch-sensitive “hot spots™ on the kiosk screen. By touching these
areas, zoo visitors could see and hear animals, look for more information, or even print a handout
sheet, complete with a map of the zoo and student-generated questions and comments about the
animal on the screen.

The video tool (FFigure 1) provides an examnple of how easy it was to create multimedia.
Students used the VCR-like controls to operate the videodise player until they saw the desired
video segment appearing in the small “Video Screen” arca. Clicking on the camera icon placed a
“snapshot” from the videodisc onto the screen being created.  Alternately. by use of the record
button, a video scquence (with student-controlled audio) could be linked to a touch control
automatically generated and added to the information screen. Later, when a visitor touched this
spot, the movie would zoom out to fill the screen and play the video and audio as edited by the
students. Similar tools allowed creation of strictly audio information, text, colorful drawings, and
images captured from a scanner or clectronic cameri.  Anything placed on the information screen
could be moved, resized, and deleted through the use of a single set of keystrokes.

Methodology
In an cffort to clarify my understanding of the situation, [ utilized key informant interviews (in

both formal and informal settings) captured on videotape and in tield notes, along with videotaped
observations of students, teachers, and support staff working together. The videotaped student




editing sessions provided particular insight into the different types of student/teacher roles, the
immediate and long-term goals of individuals and groups, and the participants’ emotional responses
to the situation. Situations where students interviewed zoo staff or talked to zoo visitors revealed
the clearest view of what students saw as their role in the project. Detailed textual analyses of
videotape transcripts made the research partly microethnographic, described by Levine (1990) as
focusing on “interactional work that assembles systematic patterns of social behavior.” The
categories described below gradually emerged during this review of the data. The analysis began
with the open coding methodology discussed by Strauss & Corbin (1990). Individual sentences
were labeled as they were read from the transcript. The original labels were mostly descriptive in
nature, including breakdowns as to whether a student was talking to another student or to a teacher,
if students were referring to their audience, relaying a piece of information they had gathered from a
resource, etc. These temporary labels were revised as more of the data was reviewed and a better
impression of the central concepts emerged. For example, continued analysis led to a reclassifying
of some of the teacher/student dialog into a new “teacher-directed action” category. This
continuous category refinement eventually became what Strauss & Corbin call axial and selective
coding. This can be described as making connections between categories and deciding on a “core”
category which contains the overall pattern distilled from the data. The final results are discussed
below.

Dideo Tool E
Videodisc Encyo. of Animals, V2
Name

Color video
appears ———|
here

VCR-Like
Controls

Recording Section : Single Frame &

Record Stop Slow Motion

Start & End Frame Control
View Recording ‘ : :

Frame Number

Search Facility Grab Still Image

Add New | - Make a Movie
Narration “Hot Spot”

Audio Tracks from Videodisc

Figure 1. 'The Video Tool available in the multimedia cditor.
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Besides reviewing transcripts of student interactions, observations of teacher training sessions
were utilized to provide clues as to what the teachers felt were the important educational aspects of
the project. I also collected and studied sample screens, student handouts, and the reference
materials used by the students. I addressed validity concems by regularly comparing my
observation notes of student activities with the computer coordinator’s impressions. Since she
worked with the students much more closely than I did, her comments were usually guite valuable,
This also helped identify any observational biases my graduate assistant or I might have had.

Cognitive and Affective impact

The final categories which evolved during the data analysis are detailed below. Writing for an
audience emerged as the “core” category in the analysis of the videotape transcripts. Papert's
(1990) extension of constructivism to constructionism seems particularly appropriate here.
Student awareness of their audience and the importance of their task dominated the recorded data.

Writing for an audience

In this study we saw many instances of student concern for the people who would be viewing
their multimedia information screens. This was perhaps most evident during the discussions
students had while designing and creating new materials. “They [visitors] don’t want to read a
whole lot..just the main points.”

This consideration for audience was also present for the non-textual pieces of information
being assembled by the students.  “You want a picture here. Just a little one. Just so they know
what itis.” Or similarly: “You need more close-up... . Is there a part where there's more of the
animal? You can’t tell what it is.” Notice that one student is asking another student for an
additional piece of information-not only showing their concern with the clarity of their
presentation, but also indicating that the editing process was encouraging recall. The ability to
edit also promoted reflection on the relative importance of content materials: “What should come
on the screen first? Should we put our information first and then our pictures?”

Frequent debates over indi idual roles in the construction of new information screens
indicated the level of student interest in what they were creating. Consider the following taken
from field notes:

The students kegin planning several screens about the gemsbok.  After some
discussion, they decide to split their efforts, with one group at the computes editing
station and the rest working with a videodisc player, looking for still images and video
sequences. (At the computer, the following conversation was recorded:]

Student 1: [while looking over a data sheet in the zoo keeper's manual] “I'll pick out
the important stult.”

Student 2: [sitting in front of the camputer, actually entering some information] “No,
don't put that!”

Student 1: “Yes! It's important
Student 2: “People don’t want to know the [scientific] class!”

Swdent 1: "Yes they do.”

Student 2: “Yeah! They'll go home and say ‘Marge, did you know the class of the
gemsbok is .77

Laughing by bown students. They quickly reached agreement that they would not use
that particular picce of information. [About 10 minutes later as they were reviewing
their nearly completed information screen:]

Student 1: “Good, it goes along with what it said.”

1
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Student 2: *“Anybody who's interested in the gemsbok..You got to think about the
kind of person that would be..” [giggles)

So students were not only aware of their audience, but also of the importance of that
awareness. They consciously made efforts to think about who would be viewing their creations.

Students also addressed the issue of navigation through their hypermedia database. This often
ied to revisions of their information screens or the links they made between screens. This can be
seen in the following: ’

Student: “This whole kiosk thing...when it is done and down there. . .there is
going to be so many different things that they are going to get lost in it.”
Teacher: “That is the idea.”

Student: “Because T mean, you get into one thing and there is no going back to
the first thing...once you get off in a different direction ...”

This led students to make several modifications in the existing screens to mnake sure visitors
could “back up” to carlicr hypermedia nodes. Students created simple “Touch here to go back™ hot
spots. Once they had decided upon this course of action they included similar backlinks in all
screens created from that point on.

Concern with accuracy of information

Students were as concerned with being accurate as they were with making the inforination
interesting. At onc point they were greatly distressed by the fact that an animal video did not
exactly match what they recalled seeing in the zoo exhibit. In another session a student reading
from a zoo keeper's reference book was heard saying “Let me tell you what to write so you don’t
mess up.” This was actually received with no comment by the student at the computer keyboard.
Evidently they had carlicr reached some sort of agreement to work together in ways to minimize
mistakes. Statements like this imply that placing correct information before the public was very
important to the student editors.

Direction of students

A very definite reversal of student and adult roles was seen over the course of the study.
During the first month or two, the compuler coordinator and zoo staff often dictated both the
content and layout ¢f the information screens. When the students began using the technology,
they were often told (probably in an effort by the coordinator and zoo staff to ensure accuracy and
pleasing appearance) what information to include and how to incorporate it into an information
screen. This was usually accompanied by instruction in how to carry out a particular task with the
editing softwarc. The students occasionally appeared to appreciate the help, but within a few
weeks they demonstrated a strong desire to work on their own. Once they had mastered the editor,
roles rapidly changed. Students not only picked out what information and layout designs they
would use, they also began showing other students and even their teachers how to use the
equipment and software. The computer coordinator mentioned that “Kids teaching other kids seems
to work well.” This growing confidence and expertise appears to be an outcome of the cooperative
grouping established during the project. At first teachers directed the novice students. Then
students of similar expertise worked together and added to their knowledge. Eventually these now-
expert students worked in groups with students new te the project, “showing them the ropes.”

It is important to realize that once the students becamne expert at using the technology, their
attention focused on the scienee content they were trying to convey. The editing groups would
have to review a sizable body of information before they could decide what was importaut cnough
to display, They would usually have to review several videodisces, searching for appropriate
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images. Evidently they retained a great deal of this information. During their discussions students
would often refer to a specilic video inage or piece of information they had seen that would be of
interest to their audience.

Student 1: “Oooh! Loeok at this one!” (a frame from the videodisce)
Student 2: “That’s enough! We already have three still frames to choose from!”
Student 1: “I found amother good one!™

Duell (1986) noted that although identifying the main ideas about a topic and writing
summaries of information are important study skills related to metacognition, these abilitics are
only gradually developed. The KD, project tasks seemed to help students acquire these abilities
fatrly quickly. Students had few difticulties deciding on the most important concepts as they read
materials and viewed video clips. We also noted transfer of some skills to other non-science
classes. A teacher reported hearing two students talking about making a poster and what to include
on it, saying that they “got the idea from the kiosk.” While it is not clear if the students were
discussing layout or content, it is obvious that they were applying what they had learned while
working on the K.I.D. project to other settings.

Motivation

It quickly became obvious that both students and teachers were very enthusiastic with the
project. The fact that the school was already inundated with tecinology implies that it may have
been the project tasks that were so exciting. Teachers viewiny the students using the system often
exclaimed, “This is great!” Kid Krew students began skipping study halls and lunch periods in
order to work on their screens. Often the computer coordinator would arrive in the morning to find
students who had come in carly and were waiting for her to open the door.

One of the few times that morale was low during the entire two-year K.LD. project was when

students encountered programming crrors in the editing environment. When that happened, they

quickly became highly {rustrated. They also were annoyed when visitors looking at their screens
did not understand how o use the system. This was especially evident when very young children
placed their palms on the screen instead of using a fingertip to touch a hotspot. This caused the
kiosk to behave in unpredictable ways and resulted in rather harsh operating instructions from the
observing Kid Krew members.

Summary

The majority of student-to-student discussions dealt with creating information that would be
meaningful and understandable to the general public. The editing process itself encouraged recall of
content material, including the recognition and re-organization of the most important concepts in
the content. Students saw the information they were collecting and presenting as having value and
they constantly strove to create screens that were both accurate and interesting. They saw
themselves as pirt programmers and part news reporters.  As they became more familiar with the
task, their work became much more self-directed.  They began to teach others, including other
students and the supervising adults, how to utilize the software. Students and teachers appeared to
be highly motivated by the capabilitics of the multimedia editing environment and by the job of
creating information screens for the public.

Teachers in more typical schools, although probably not having access to as many
technology-based materiats, almost certainly have suitable holdings in their schools and
community libraries. The point to understand is that it was not the unique setting that made the
project successful. What seemed to matter is that the students saw that the work they wers doing
was important to somebody besides their teachers. It was worthwhile for them to feam new
material and uncover additional resources. In the case of this project, those resources were
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extensive and decidedly “high tech,” but I don’t believe that was & necessary condition. The data
demonstrate the importance of designing curricula that incorporate realistic, highly involving
tasks. By establishing an environment where creative thinking about the content malerial is
combined with real-world assignments, students will learn content, enjoy the learning process, and
recognize that they have created something worthwhile—i.¢. worth their time and effort.
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Educational Hypermedia : from theory to practice...
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This paper follows a set of publications concerning the study and the implementation of an
educational hypermedia software, dedicated to Computer Aided Learning. The need of controlling,
or at least supervising learrer interaction in an Hyperdocument designed for teaching purposes has
Ted us : e to definc an architecture allowing the lcammer supervision and guidance (Beltran, 1991a &
91b), * to choose a model describing classical hypermedia systems so as to extend it in order to
take into account the characteristics of the educational hyperdocuments defined (Beltran, 1992a &
1992c) and » to propose an object oriented approach for the designing and realization of educational
hyperdocuments (Beltran, 1992b). This work is widely described in (Beltran, 1991c).

In this paper, we first present results pointed out concerning the theorctical definition of
educational hyperdocuments and then we detail the adaptations and evolutions needed to put into
practice the model we propose. These evolutions have been partly motivated by the realization of a
first prototype: a hypermedia document to leamn the three-dimensional structure of the human liver,
from the study of the correlation of computed tomography (scan), sonography and gross anatomy.
From the realization of this prototype, we try to broaden our analysis aiming at the definition and
the specification of tools needed by the educational hyperdocument users. Then, we expect to draw
‘guide-lines” and to establish conventicns for designing these hyperdocuments.

For the clarity of the paper, we sum up in the following paragrapt, the main results
concerning the specification of the educational hypermiedia software,

Educational Hypermedia Software : A survey of the theoretical aspects

We propose an architecture for an Hybrid system in which Hypermedia information can be
combined with some directive ‘sequences’ in order to direct the learner in the information network.
So, our aim is to design a system able to implement & wide range of educational applications
(from the most directive one to the discovery environment) allowing, as far as possible, a
‘hypermedia-oricnted’ intcraction. With this purpose in mind, the first problem being studied is the
supervision of the learner interaction.

The supervision of the learner interaction

Two systems compose the teaching / learning environment being studied : an hypermedia
system dedicated to knowledge presentation and information seeking and, a control system made up
of Computer Aided Instruction modules which ensure the pedagogical management at runtime and
of an interaction supervision module (sce figure 1). In (Beltran, 1991a) we have described the
event-based communication mechanism between the presentation system and the control system.
Some user-interface objects (the dialogue entities) have been designed to send events representing
learner interaction. These cvents contain the results of the dialogue without considering the user
interface details.
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Figure 1. Educational hypcrmedia software general architecture

In our architecture, we have at the user interface level, Dialogue Entities which, by
themselves, manage the interaction with the learner, and send events to the supervision module
without ever activating a link directly. A dialogue Entity is made up of a set of interactive
elements presented to the learner, plus a set of virtual responses available to the system (cf. figure
2). Each dialogue entity is created from a class in which the organizatior and the behavior of the
interactive components are defined, i.e. the type of dialogue managcd by the dialogue entity. So a
dialogue entity manages the leamer interaction according to its class (text scrolling, check box
selection, object manipulation, selection of areas, text entry. ...) and sends events when necded.
The response sclection (by the system) depends both on the leamer interaction and on the response
tactic being used by the system. This implies the displaying of an arca which contains comments
(advice, explanations, ...) and links available to the learner.

Questlon

-
O Amswerl.. O Answer3.. . L
O Amswer2.. H Answerd.. [

1
i

=
g

. ) |—————————
Interactive Objects Virtual Responses

Figure 2. The structure of a dialogue entity

The following figure shows the ohject-oriented representation chosen to describe the dialogue
entities (Beltran, 1992b). Only classes belonging to the lowest level of the hierarchy can produce
instances (‘multiple choice questions (mcq) with check boxes (cb) or scrolling list (1), able to
accept from the learner a single answer (sa) or nultiple answers (ma) @ *meq_sa_cb, meq_ma_cb,
mcq_sa_l, meq_ma_l', Interactive Areas, Indexes, ...); the other classes serve only to group and
share common behaviors.

ENTITIES

Typeof _ / / \\

Sub_Class i Index

Semantic A/\A . 77 \\ // AN /\

of dialugue _ MCQ_MA 14_SA 1A_MA

Syntax of A/ \ //\\ //\\ /\ /\

dlalogue meg_sach megsal megunach  nkgmal cooaceoo @ sal  iasa2 i el ianm2

Figure 3. The dialogue entity class hicrarchy
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Example : the dialogue entity class ‘Table of contents’ with two selection levels, sub-class of
the ‘Index’ class, implements a particular dialogue management (see figure 4). This class is used
for making indexes, and particularly, for displaying and proposing a set of nodes and finks
matching a leamer query.

The set of interactive Topic list Subtopic list Each virtual -esponse from the
objects is a scrolling ) 2) -wmm»  system, displayed after the sclection
list (1) in which each . of a topic, is a second scrolling list

& representing the second level of
choice. This list (2) contains links to

the selected sub-topic.

line represents a topic
(a learner answer).

Figure 4. The ‘Table of contents’ dialogue entity

In fact, the event-based conirol system defines new types of links. These links are not ‘frczen’
in the hypermedia user interface and do not activate predefined nodes. They are represented by rules
whose firing conditions are composcd of events that may be received. We can distinguish between
‘classical’ links, unsupervised (i.e. lcamer-driven) and pedagogical links, which are under control of
the supervision module. A classical link is used for free navigation through a limited domain (c.g.
to explore information related to a specific topicj. It can consist of scveral types: ‘next’,
‘definition’, ‘example’, ‘detail’, ... But, when the learner interaction has to be interpreted (e.g. ‘o
control the topical navigation, to analyze events sent by a dialogue entity), the author must define
a pedagogical link. In (Beltran, 1991b), we have described several types of such links. Several rule-
bases can be defined and each of them specifics a new behavior for the system. Thus, the definition
of new types of links enables an author to determine when and how sequences must be leamer-
driven and system-conirolled or system-driven and learner-controlled...

So far, we have described the architecture for the use of educational hyperdocumenis. From
this theoretical study we have pointed out the structures needeq for the supervision of the
interaction with the educational hypermedia software and we have defined a model extending the
description of ‘classical’ hypermedia systems (Beltran, 1992c).

However, the implementation of such a system and the realization of a first application
requires a more detailed analysis of certain aspects; for instance, the pedagogical functions of the
system. With this purpose in mind, the following paragraph tackles the didactic role of the
dialogue entities in regard of the different response strategies of the system and the means of
structuring an educational hyperdocument according to pedagogical needs.

Educational Hypermedia system : frora theory to practice...
Although the designing and realisation of hypermedia-based educational applications remains
a subject of study, general steps seem to have emerged (Jonassen, 1990). For the development of
our application, we have widely referred to (Safe, 1990a), (Safe, 1991a), (Safe, 1¥91b). But now,
les us put into detail the context and the aim of this application.

Analyzing motivations and aims of the medical application

Although the vascular and segmental anatomy of the liver is well defined in the sonographic
and computed tomogiaphic literature, the three-dimensional relations of hepatic structures reniain
conceptuaily complex. This preblem is interesting for us, because it concerns several actors which
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have different aims: » the learner in anatomy, which has only an approximate idea of the hepatic
segments, e the teacher, which has to explain the complexity of this anatomy and e the
radiologist, who needs a perfect knowledge of the hepatic anatomy to assist the surgeon in
determining the feasibility of hepatic resection. Thus, the aim of this ~oplication is to help the
user understand the liver anatomy, from pictures and schemas representing ax...” and sagital sections
(gross anatomy), in correlation with radiologic imaging (MR imaging, Compu .d Tomography or
scan, Sonography and Arteriography). The following scheme (anteroposterior view of liver)
demonstrates the levels at which transaxial (a..d) and sagital (e..h) sections were collected, and the

three intersegmental boundaries (planes A..C), defined by hepatic veins.
Jod A S

40y
NZ WY,

Figure 5. The different section planes

Thus. the hypermedia contains descriptive anatomical knowledge from which exercises arc
proposed. Moreover, the pedagogical functions of the system have to take into account leamers of
several levels (from novice to specialist) and several leamning and teaching strategies. Emphasis is
placed on the formation of a three-dimensional concept of hepatic segmental and vascular anatomy.
The prototyping of this first application ' allows us to acquire ‘know-how’ that can help us to
specify general tools for the different uscrs and ‘guide-lines’ for structuring educational
hyperdocuments and later, specifying a designing method. Note: our aim is to study the
pedagogical functionalism of the hypermedia system in order to put into practice our theoretical
work; the mediatic aspects constitute for us a secondary problem, well-resolved in other works,
e.g. (Hohne, 1992).

Dialogue entities and response strategies

When the interaction with the learner has induced the sending of an event, the supervision
system reccives the answer of the learner and has to return a response adapted to the strategy in us2.
B.Woolf (Woolf, 1992) defines four main response strategies in the coniext of the study of an
Intelligent Tutoring System (‘Brief", ‘Verbose’, ‘Socratic” and ‘Helpful’). Each of these strategies
involves the activation of a set of particular tutoring actions, roughly similar to those we have
defincd to adapt the system responses when the learner interacts with a dialogue entity:

(1) Expiain question
ot —— @t
TUTORING _ (3)Reveal answer

ACTIONS [ (4) Explain answer

(5) Detail answer
L. (6) Offer advice

Concerning
the response

Figure 6. The tutoring actions

" In collaboration with the radiology department of the hospital of Rangucil in Toulouse.
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In fact, the control system has to select one of the virtual responses that belong to the
dialogue entity which has sent the event. This implies the displaying of a region corresponding to
a tutoring action (explanation, advice, ...). This (multimedia) region can contain links proposed to
the learner (for access to definitions, complementary paths or related topics).

In an educational hyperdocument, contrary to a ‘classical’ or ‘intelligent’ tutoring system,
these functions can be activated as well as by the learner as by the system :

o  When they are fixed during the designing stage, the different arrangements of tutoring actions
allow the author to determine the general response tactic used by the system. Then, we find again
the main strategies defined by B.Woolf for a tutoring system (informative, non-intrusive, directive,
concise, coy, encouraging). In this case, the system will activate the tutoring actions corresponding
to the current strategy as soon a- a dialogue entity is presented to the learner. For example, in the
case of the informative tactic, tuc system will systematically explain and detail its responses. In
fact, the author determines the strategies to be used by means of a ‘blackboard” to0l.ex,

e  When knowledge concerning the didactic of the domain or the type of learner is insufficient in
finding the best strategy, it is better to let the learner himself modify the behavior of the system, at
runtime. Ttoring actions allow the lcarner to adapt the system responses according to his instant
needs. Tacking this into account, we have defined {wo discourse control paleties, allowing the user
to activate, when neceded, a tutoring action applied to the dialogue entity currently in use (i.c.,
asking for the display of a specific virtual response).

By implementing such a system, we have provided the author with a new flexible tool in
which the teaching - leaming processes depend on the degree of control, in ways that we are only
beginning to discover: today, there is ncither designing method, nor rules providing a framework
for the author during the rcalization of an educational hypedocument. In the same way, the choice
of logical organization of the document remains related to the ~uthor’s intuition.

The logical parting of the educational Hyperdocument

In the case of the application being developed, the users have much knowledge conceming
this domain. This has led us to privilege a structure allowing quite an important degree of freedom.
In this purpose, we have designed three main modules (Theoretical knowledge, Examples, Practice)
which may be consulted on request.

a) Course, Examples, Practice :

Course : contains (multimedia) information related to the main topics. Several complementary
paths are associated to each topic. The pedagogical links are important because they dynamically
adapt the complementary paths according to the charcteristics of the session consultation. In the
case of the on-going application, this partition contains knowledge (grouped by topics): position
in regard to the other organs, general surface views, ‘sce-in” diagrams, ligamentar, vascular and
segmental descriptions, graphical animations, terminology, ‘french-english’ equivalence (text and
sound), abbreviation list, ... This partition is divided into two interrelated modules. The first one
corresponds to a topical navigation (undetailed) and the second one contains sets of details that can
be casily accessed from the first one. Each topic begins with a prescntation and ends with a
summary. Examples : This partition contains concrete or simplified cases related to the topics of
the course, and ‘classical’ links to scrics of examples (previous, next, ...). The pedagogical links
enable the sysiera to build a lcarning path thsough several examples, from a specific topic in the
course. Practice : Most of dialogue entities of the educational hyperdocument are stored in this
partition. Multime-ia presentations are provided for the learncr, and problems managed by the
dialogue entities are proposed to him. The virtual responses from the sysiem are hidden and
activated according to the learncr interaction and the system strategy, the on-going application, this
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partition contains problems of several types: ligamentar, vascular and segmental recognition
exercises, terminology exercises, spatial recognition exercises, manipulation exercises (rotations,
...). Instances in both example and practice displays are divergent, range in difficulty, are presented
in an easy-to-difficult sequence, and include a varicty of representation forms.

The need to let free the leaner in document structure has led us to provide increased support
for searching and browsing through an educational hyperdocument.
b) Data access : browsing and searching facilities

The ‘learning browser’ enables the learner to activate the different nodes related to a topic.
This tocl, adapted to the logical structure of the document (course, examples, exerciscs), only
activates the different windows of the three partitions. For example, the leamer can search for the
information he needs, and skip to an example display before resolving an exercise.

The ‘topic browser’ allows ¢ the navigation within a partition, ® the displaying of indexes
and e the access to the query tool. Indexes and maps allow direct access to needed information and
selection of paths. However, the author can limit the number of links proposed by the index,
specifying the topics that can be consulted in a particular context. In this purpose, the author has
to use a dialogue entity of the ‘Tablc of contents’ class (see figure 3).

The query mechanism, presented in (Beltran, 1992c), is based on thc formal representation
discussed in (Halasz, 1990), (Safe, 1990b). We have presented a prototype (using Oracle and
HyperCard) allowing the user to express graphically SQL queries (see ‘Query Builder’). The result
of a query (list of nodes) is stored, by the ‘Index Builder’ in a dialogue entity of the ‘Index’ class.

_Q—Y— Formalized

™

INDEX
/ I BUIDER | - f Selected P Hyperdocument

Learner Educational Hyperdocument nodes and links database

ﬁ BUILDER o
Author \ —— %

Figure 7. The interactive indexing facility

So, an index can be activated as well as directly as in response to a query. It can be activated
for two main reasons : ® for the consultation of related topics (by means of a restricted ‘Table of
contents’ dialogue entity), » for a topical navigation (in this case. a full index is activated and the
rule-base used by the supervision system is changed). Several works have pointed out how
important retrieval facilitics are for hypertext beside navigation (Cousins, 1989), (Hofmann,
1992). In the case of an educational hyperdocument, it is advisable to modecrate this assertion
according to the degree of freedom wanted by the author and the competence degree of the leamer :
data access by browsing (exploring) is prefered by a novice leamer whereas data access by searching
is more convenicnt for cxperienced learners. In this case, query facilities become necessary,
especially to find good starting points for a more detailed investigation, i.c. interactive browsing.
Thus, the author must have the possibility to forbid the learner to use the browsers during certain
sequences. In this way, the freedom degree of the learner is diminished (the browser palcttes are
hidden). For example, it is possible to impose an essentially descriptive path (restricted to the
‘Course’ and ‘Details’ partitions) or a purely practical one (restricted io the ‘Exercises’ et ‘Practice’
partitions).

The on-going application, developed using HyperCard (on Macintosh computer), allows us to
refine the theoretical model from information gaincd through testing from a particular casc
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‘(particular didactic functions of the dialogue entities and particular structuring of the educational
hyperdocument). Analysing the prerequisites and features of the application being developed, and
considering the practical choices that have been made, we hope to gather information and to acquire
a more general ‘know-how” applicable to other realizations. In the following paragraph, we analyse
the first experimental results.

Educational Hypermedia system : some practical results

(Safe, 1991a) describes, in fourteen steps, the development of a hypermedia database, from the
designing stage to the CD-ROM production stage. This technical classification, taking into
account the needed tools for each different medium, is necessary but not sufficient: a detailed
analysis, from the pedagogical point of view, of the first steps of the designing stage is lacking.
When designing an educational hyperdocument, three essential problems need to be solved :  what
degree of freedom allowed to the learner in the system,  what are the teaching strategies to be
chosen, ® what is the structure or organization suitable for the document ? The three problems are
related, yet they scem also dependant on indications of the context such as the pedagogical aims,
user profile and the ZOmain concerned... So, it is difficult to evaluate the impact of changing those
parameters as we cannot gencraiize from only one experience. Although the structure we have
chosen may be adapted to other domains (since three generic levels are taken into account:
theoretical level, descriptive level and experimental level), some problems shall need a radicaily
different approach. For example, teaching the reasoning processes (in mathematics, medicine,
management, ...) forcibly lead to a different document crganization and to the implementation of
new didactic functions.

Nevertheless, the analysis of our approach can help us to master the parameters which have
an influence on the three previous points: we have presented different means allowing an author to
modify the supervision level in an educational hyperdocument. First, as early as the designing
stage, the pedagogical links allow the definition of a wide range of supcrvised paths. The dialogue
entities allow the management of a more or less complex interaction with the leamer, while
observing a fixed pedagogical strategy. Finally, even when the hyperdocument has been realized,
the author has the possibility to act on the freedom degree of the lcarner, allowing him the use of
the control tools presented in chapter 3 (the document structure browser, the index access tool, the
tool controlling the tutoring actions).

To summarize, the author ‘weaves’ an information nctwork, more or less directive, more or
less supervised, and then, decides to allow the lcarner to be more or less autonomous.

Critics and Prospects

The current realization allowed us to implement a first experimental hypermediu-oriented
educational software, based on our previous theoretical studies. In this way, we have tested the
generic tools presented in (Beltran, 1992¢) (dialogue entity editors, pedagogical links editors, ...)
and developed new tools, although they have been specifically designed for a particular class of
apolications (leaming browscr, control palettes). From this first practical experience, we cxpect to
make the theoretical model evolve, and we hope to draw a framework for the designing of
educational hyperdocuments...

Concerning the query mechanism, based on the formalisation of educational hyperdocuments,
several interesting issues can be discussed : o For the author: help services for the designing and
realization stages can be defined. For example, it can be helpful to know the number of dialogue
entities that belong to a predefined path or that contain a specific word, ... ¢ For the learner: such a
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system can provide powerful tools for information seeking. e For the system: this approach
constitutes a new step towards the cooperation between Intelligent Tutoring Systems (ITS) and
Hypertext systems. The formalization of educational hyperdocuments provides a basis from which
an ITS can build leaming paths according to its models.

In conclusion, despite our limited experience, we have proved that our work conceming the
definition of educational hypermedia software, is flexible enough to implement educational
environments of several freedom levels. The tools described provide a test-bed for exploring new
issues and testing new teaching and learning functionalism. But, obviously more experience is
needed before drawing a designing method adapted to the educational hyperdocuments. However,
this first stage was necessary, at least "= crder to confront the theoretical model with the practical
reality...
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Sound in the Multimedia Interface
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"Everything we do is music."
John Cage

Multimedia can have a significant impact on education. We must create appealing intcrfaces that
draw students into their work, challenge them, and provide them with a full range of intellectual
experiences. A leaming environment that is richer and morc enjoyable than those we now have available
can be created by the incorporation of many types of sounds into the computer-user interface. New research
directions in audio are emerging driven by the availability of software tools for sound and the excellent
sound capabilities in modern workstations. In the material below, we show some new ways that audio can
be used to create interesting sensory environments stimulate and cngage the minds of students.

The focus of this article is on recent developments in audio, however, the motivation for the use of
sound is to provide a richer learning experience. To accomplish this we must tie it into the emotional and
intellectual effects of sound on the user. This article begins with a description of the flow state, that state
of mind in which we work decply involved with what we are doing, and propose some techniques for
achieving the flow state through our use of the uscr interface.

We can hardly imagine a multimedia intcrface that does not make use of sound. Surprisingly, sound
is a medium that has been slow to understand and develop in computer interfaces. Early systems had blips
and bleeps to call the user's attention to the screen, usually because of an crror or Jhe need for immediate
action. The standard curreni uscs of sound in multimedia interfaces incorporate recorded speech or add
composed music to scenes. In the future, we can expect to see sound uscd in entirely new ways. In the
section on audio and mental engagement there is an overvie w of the different types of sound we can use in
our interfaces. Nonspeech audio is of particular interest for two reasons: 1) it is casy to use with our
workstations and home computers, and 2) it is an interesting new way to use sound and communicate
information. Auditory messages called earcons were designed to provide a more structured approach to the
use of sound than blips and blecps. Earcons are constructed from short sequences of sounds (motives) that
can be compounded in three basic ways to create larger.more complex units. They can be used on any
computer that has audio output. Earcons have been tested and found to be cffective in the interface. A
section or this article is on the construction of earcons followed by the concluding remarks.

The Flow State

The seductive interface is a concept introduced by Timothy Skelly (1991), a designer of videco games.
To be seductive, an interface ideally cngages both the mind and the emotions of the user. Seductive
interfaces temporarily disengage us mentally from the "real world” by presenting the mind with alternate,
cngaging activity. Scductive interfaces involve drama and suspensc as well. A truly seductive inierface is
self-teaching and highly conducive to learning because intellectual challenge must take place if the user’s
interest is to be maintained. The ideal self-tcaching interface provides a sct goals, challeuges, and feedback
for learning critical skiils.

We often associate engagement and drama with Icisure activities, such as TV and movies. Rescarch
using the techniques of the experience sampling method (ESM) has brought to light some interesting
results. Surprisingly, leisurc and mental cngagement in many ways arc opposite expericnces. Leisurc is
not as uniformly enjoyablc as is gencrally assumed. The most positive experientes in people’s lives secm
to come more frequently from work than from leisurc scttings. Pcople do need to recuncrate from the
intensity of work in low-intensity, frec-time activitics. This seems to be culturally dictated, because in
some socicties after a full day's work leisurc time may be spent playing musical instruments, carving,
weaving, ctc. The overall quality of life could be improved if people were aware of the negative feclings
they had when their free time does not mect the conditions of flow. Secondly, if they realized the positive
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feclings they had while they are working, they could disregard the cultural mandate against liking weik.
(Csikszentmihalyi & LeFevre, 1989)

The flow state, the episodes when life is heightened and one one is deeply involved and mental energy is
highly focused, is in many ways the opposite of the viewing experience. In flow expericnces, people report
very high concentration but ease of concentration--they feel active, strong, and in control. Concentration is
so focused during flow activities that people typically report a diminished awareness of their surroundings
and they lose track of time. The state is also me likely to occur when there is rapid, positive feedback
about how one is doing in an activity.

Flow tends to occur when pe: Ons are confronted, or choose to confront themselves, with demanding
opportunities for action (or challenges), which they feel capable of matching with their skills. High
challenges and low skills typically result in anxicty, whereas high skills and low challenges cause boredom-
-and often anxiety, as well, when boredom is great enough. Flow activities involve a near equal pairing of
high challenges and high skills, but the higher the skills and challenges, the more likely it is that flow will
occur. Flow requires a clear cut goal and a specific task. Another important aspect of flow is that there is
feedback. Passive experiences, such as watching TV, can cause guilt and discontent. With TV there is
generally a pairing of low challenges with very limited use of skills. Thus people usually do not
concentrate very much and they fecl relaxed and passive. Viewing can be very involving and associated with
high affect, but only three percent of the television viewing experiences are of this type. (Kubey and
Csikszentmihalyi, 1990)

ESM research with adolescents has shown that video game play is quite activating and involves much
higher reports of affect than does TV viewing (Kubey & Csikszentmihalyi, 1990). Video play is high'y
challenging, requires skill, and offers rapid feedback and thus possesses ali of the key structural elements
necessary to expericncing flow. Many vidco games are also programmed to increase in difficulty as the
player's skill increases. To provide seductive interfaces we need to apply some of the techniques used by the
highly successful entertainment industry for drawing us to the computer, and then devise clever ways to
keep the student challenged and engaged.

Audio and Mental Engagement

To provide an interface that maximizes the icaming experience for the student, it must:

o Entice: draw to the interface by curiosity and appeal,
» Engage: engage with challenging tasks and feedback, and
« Enrich: provide arich sensory environment.

Audio is probably the interface designer's most uscful, and at the same time, most under-used tool
(Skelly, 1991). Audio is onc of the most powerful mcthods of cngaging the mind and providing
information.

We need only to look at educadion in many places around the world to sec how music is used to create
flow expericnces (Blattner & Greenberg, 1992). In many cultures, music is integrated with drama, dance,
poctry, and art. Students learn through participating in these events, that is chanting, singing and dancing.
Through these activitics the cultural history is passed on with stories, ethics, history, and other cultural
products of value. Western music is only thought of in aesthetic terins, but even in wesim music
advertising and pop music are used to convey information. Music is used in ritual in almost cvery culture
(Nett, 1983). Religious music is frequently uscd to create a state of “other awareness,” catha-_is, and
sometimes, frenzied and ecstatic states (Herendon and McLeod, 1982). It is thought that this is partly
because of its hypnotic effect.

A range of agilated feelings can be created through pronounced and insistent rhythms (Rosenfeld, 1985).
In many cultures, pzople use cxtended sessions of singing, chanting, dancing and drumming to induce
altered states of consciousness. Scicntists have proposed that certain types of drumming may produce
powerful cffects by driving the brain's clectrical thythms. This is similar to "photic driving” in which
rhythmically flashing strobe lights can impese their rhythms on the brain.  Music therapy is routinely
used in care centers (Gilman & Paperte, 1952). Studies show that shoppers in stores with piped in music
bought more items when slow music was played rather than music with a fast beat (Rosenfeld, 1985).

In the paragraphs below, we will look at sorae of the types of audio that can be used in the computcr
interface.  With each of these, we will examinc how using that type of music may be used to entice,
engage, and curich the quality of cducational software.

£




Music: Music engages listeners with its rhythms, melodies, and interesting timbres. Care must be taken
when music is used in programs that are used frequently, because music can be annoying if the same piece
is heard repetitively (Blattner, Sumikawa and Greenberg, 1989). A technique often used in commercial
programming is to use snippets of music to spark the viewer's interest and tie component parts together.
Music specific to particular cultures is used in the study of history, geography, and anthropology.

Intricate rhythms and harmonies are designed tc hold us spellbound. Music serves as a kind of
cohesive, filling in empty spaces in the action or dialogue. Film music builds a sense of continuity,
uniting the visual parts, which is important because theatrical film is like a jigsaw puzzle. The color and
tone of music can give a picture more richness and vitality and pinpoint emotions and actions. Thomas
(1973) says that music comes to bear in helping to rzalize the meaning of the film, in stimulating and
guiding the emotional response to the visuals. A scene placed in a geographical context may be enhanced by
local music. It is the ability of film to influcnce an audicnce subcensciously that makes it truly valuable
to the cinema. Music can complete the total picture and producc a kind of dramatic truth, which the visual
element is not always capable of doing.

Speech: What can be morce enticing than a computer that speaks to you, even cailing you by name? For
the most part, however, speech is used for the communication of detailed and spccific information. It is
through speech (rather than through other sounds) that we comimunicaie precise and abstract ideas. Speech
will be used as input as well as output in the computer interface and speech recognition interfaces will be
marketed for general use in the near future. Recent advances in speech recognition systems have made it
possible to use a natural speech style and allow casual users to work casily with a speech system
(Rudnicky, 1992). In spite of this, very little is known about building successful speech interfaces for two
dimensicnal displays lct alone three dimensional interfaces.

Virtual classrooms with students in different locations sharing their expericnces will be a reality soon.
Telepresence and tcleconferencing networks will ransmit images and sound from remote sites. Children in
a French lesson in Chicago will converse with their counterparts in Paris. The applications of sound
localization by NASA has shown the effectivencss of separating voices in space to improve their clarity
(Wenzel, 1992). Scientists at Nipon Telegraph and Telephone (Miyoshi & Koizumi, 1992) have been
studying the three-dimensiona! acoustic propertics of teleconferencing systems to filter out extrancous
sounds, enhance desirable sounds, and provide wide listening areas. Networks will allow collaborative
engineering with the use of hand-gesturing, voice-assisted manipulation, grasping and manipulating objects
(Weimer & Ganapathy, 1992).

Real-world sounds: These are the natural sounds of the world around us, such ac leaves rustling or birds
singing, or man-made sounds such as machine noiscs or cven a band playing in the background. What
about sound in our everyday life? Anyone who is interested in the sounds of everyday life should read the
work of R. Murray Schafer (1977). Schafer describes “soundscapes,” historical reconstructions of the sound
that surrounds peopie in various environments. Examples are street criers, automobiles, the crackling of
candles, church bells, ctc. How better to entice students to study their history lesson that day?

An example of how rcal-world sound is used for feed-back is seen in a golf game by Incredible
Technologies, the image resolution was oo low to provide a visual cue when a ball was hit into the
branches of a tree, instead the sound of leaves rustling and a bird squawk illustrated the event (Skelly,
1991).

Sampled sounds are recordings of real-world sounds, while synthesized sounds are made on the
computer. Gaver (1993) lists the difficultics of using sampled sound for reconstructing real-world sounds:
i) it is difficult to capture actual cvents because sounds are colored by the technology used to record them,
ii) shaping recorded sounds relevant for auditory icons is difficult because available softwarc is designed for
music, iii) real-time modification is limited, and iv) the amount of memory required is often prohibitive.
Nevertheless, there are many advances being made in synthesis algorithms in the ficlds of signal processing
and audio cngincering. We can expect to see much better tools for sound synthesis of real-world sounds in
the near future.

Three dimensional sound: Three dimensional virtual sound is not really a type of sound, but rather the
simulation of location and dircction of virtual sound scurces. We include this as a scparate category because
of the newness of the subject and the importance of this technology to the future of user interfaces. Wenzel
(1992) separates sound sources into the three spatial dimensions by modeling the pinnca of the outer car. A
real-time digital signal processor, a Convolvotron, was designed by Scott Foster of provide filters that
simulate the outer car model. Instead of filters, spatial effects such as blurring, thickening, peaking,
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distancing, muffling, thinning, distortion and self-animation are created by Ludwig, Pincever and Cohen
(1990) to give the illusion of three dimensions.

The immediate use of three-dimensional sound is in virtual reality, however, the appeal of sound
surrounding the user is so great that we can expect to see this new technology permeate educational and
recreational softwa.e. Music is enormously richer in three-dimensions, conversations are clearer when
separated in space, and the sense of immersion in an artificial world is greater when sound surrounds the
listener.

Auditory displays: Auditory displays are largely concerned with the interpretation of data into sound, such
as the association of tones with charts, graphs, algorithms or sound in scientific visualization. Thesc
auditory display techniques were used to enable the listener to picture in his or her mind real-world objects
or data. the intention of the first scientists that used this new technique was to provide another sensory
dimension to the analysis of data.

Some of the first examples of work in this area are from the early 1980s. Bly (1982) interpreted points
in higher dimensions to sonic equivalents, that is, sonic attributes were interpreted as dimensions. Mansur,
Blattner and Joy (1984) translated points on an x-y graph into sonic equivalents with pitch as the x-axis and
time on the y-axis (a nonlinear correction factor was used). Morrison and Lunney (1991) presented analytical
chemistry data represented by sound to visually impaired students; Yeung (1980) also used audible displays
in analytical chemistry; Mezrich, Frysinger and Slivjanovski (1984) explored auditory display techniques for
multivariate date intended for oil well log data. Kramer (1991) used sound to display stock market data.
Recently Blatiner, Greenberg, and Kamegai (1992) enhanced the tarbulence of fluids with sound, where
audio was tied to the various aspects of fluid flow and vortices.

The work in auditory display has been greatly simplified by the cxistence of audio tools for the
computer. Auditory Displays, edited by G. Kramer (1993), is the first book to bring together work in this
rapidly evolving area. Algorithm animation, initially a beautiful but silent art, has burst into sound
(Brown, 1992). ("

Cues and audio messages: Generally audio cues will be used as auditory icons or earcens, 1o provide
information to the user. This information tends to be morc abstract than that received through auditory
displays. Auditory signals are dctected more quickly than visual signals and produce an alerting or orienting
effect (Wenzel, 1992). Nonspeech signals are used in warning systcms and aircraft cockpits. Alarms and
sirens fall into this category, but thesc have been used throughout history, long befcre the advent of
electricity. Examples are military bugle calls, post-horns, church bells that pealed out time and the
announcements of important events. Studies made by Buxton (1987) show that a significant amount of the
appeal of video games is due to the audio.

Work on auditory icons was donc by Gaver (1986) and earcons by Blattner, Sumikawa, and Greenberg
(1989).  Gaver uses sampled real-world sounds of objects hitting, breaking, and tearing as described in
real-world sounds above. However, Gaver's auditory icons arc meant to convey information of a morc
abstract nature, such as disk errors, ctc. Gaver used the term "everyday listening" to explain our familiarity
with the sounds of common objects around us. Blattner, Sumikawa, and Greenberg took musical
fragments, called motives, and varied their musical parameters to obtain a varicty of related sounds. We
describe the construction of earcons below.

The Structure of Earcons

The building blocks for carcons are short sequence of tones called motive. From motives we can
build larger units by varying musical parameters. The advantage of these constructions is that the musical
parameters of rhythm, pitch, timbre, dynamics (loudness) and register can be casily manipulated. The
motives can be combined, transformed, or inherited to form more complex strectures. The motives and their
compounded forms are called earcons, however, carcons can be any auditory message, such as real-world
sounds, singlc notes, or sampled sounds of musical instruments.

A motive may be an earcon or it may be part of a compounded carcon. Let A and B be carcons that
represent different messages. A and B, can be combined by juxtaposing A and B to form a third carcon AB.
For example, A can be an carcon for "file" and B can be the carcon for “deleted, " then AB is the earcon for
"file deleted." Earcon A may be transformed into carcon B by a modification i the construction of A. For
cxample, if A is an carcon, a new earcon can be formed by changing some parameter in A to obtain B, such
as the pitch in one of its notes. A may be an carcon for “the computer is up"” while the transformed carcon
may inform the listencr that "the computer is down." A family of carc(o)ns3 may have an inherited structurc,




where a family motive, A, is an unpitched rhythm of not more than five notes is used to define a family of
messages. The family motive is elaborated with pitch (A+p = B) and then preceded by the family motive to
form a new earcon, AB. Hence the earcon has two distinct components, an unpitched motive followed by a
pitched motive with the same rhythm. A third earcon, ABC, can be constructed by adding a third motive, C,
with both the pitch and rhythm of the second motive, but now has an easily recognizable timbre (A +p + t
=B + t = C). For example, A could indicate a printer probiem, and AB could indicate the printer is out of
paper.

1t is desirable to structure the meaning of inherited earcons hierarchically by the use of refinement to
correspond to the hierarchical musical structure. The refinement process is used in semantic networks and
object--oriented programming. The exact nature of the refinements is not given in the construction of
earcons. This process of adding a mctive that is the same as the preceding motive but with a variation in a
musical parameter, can be used to form new earcons with a refinement in meaning.

An earcon is usually associated with an object. By an object we mean any identifiable structure,
whether it is an abstraction such as an error message or a representation of something in the real-world. To
display more than one earcon (or one object) we have to identify their temporal locations with respect to
each other. Two primary methods are used: overlaying one earcon on top of another and the sequencing of ,
earcons (Blattner, Papp, & Glinert, 1993). Some sort of merging or melding in to new sound could be
considered, for example, the pitch of two notes can be combined into a third pitch, but we haven't attempted
this.

Will sounds as abstract as earcons be accepted by the majority of users? The advantages are very
clear: they are easily constructed on almost any type of workstation or personal computer. The sounds do
not have to correspond to the objects they represent, so objects that either make no sound or an unpleasant
- sound still can be represented by earcons without further explanation. Data translated directly into sound
requires less explanation or motivation than abstractions such as earcons. Auditory icons that make rcal-
world sounds usually can be recognized quickly, however, most messages do not have appropriate iconic
images. Several experiments have shown carcons are preferred over many other types of sonification and
can be used successfully. Brewster, Wright, and Edwards (1993) found earcons to be an effective form of
auditory communication. They recommended six basic changes in earcon form to make them more easily
recognizable by users. These changes were: 1) use synthesized musical timbres, 2) pitch changes are most
effective when used with rhythm changes, 3) changes in register should be several octaves, 4) rhythm
changes must be as different as possible, 5) intensity levels must be kept close, and 5) successive earcons
should have a gap between them.

Earcons are necessarily short because they must be learned and understood quickly. Earcons were
designed to take advantage of chunking mechanisms and hierarchical structures that favor retention in human
memory. Furthermore, they use recognition rather than recall. The tests run by Brewster, Wright, and
Edwards had no training period associated with them. (They were heard only once before the test.) In spite
of this, the subjects could use them effectively. If earcons are to be used by the majority of computer
users, they must be learned and understood as quickly as possible taking advantage of all techniques that
may help the user recognize them. One of these techniques is to introduce a new carcon as a sound-
enhanced animated icon (Blattner, Papp, and Glinert, 1993).

The animated icons with carcons are implemented as metawidgets (Blattner, Glinert, Jorge &
Qrmsby, 1992; Glinert & Blattner, 1993). Metawidgets are autonomous objects, which can display
themselves in a variety of ways including graphics and sound. The metawidget, or the meta-icon in this
case, chooses its particular representation depending upon the other events on the screcn and the state of the
system. Metawidgets are defined by an object-oriented hierarchy and within each object there is the capacity
for it to sclect methods that allow for alternative behaviors and displays.

Concluding Remarks

Educators have been limited by their tools. Although different types of media were available to display on
the computer, it is only recently that we have been able to use interactive multiple media on computers.
Recent results in psychology and ESM show that should be enticed into tasks by the display on the
computer interfuce, then to maintain interest, we must continuously challenge and provide feedback for the
student. Are multimedia user interfaces a new paradigm for our interaction with computer? Multimedia can
teach us to play the piano, «leconference with foreign attendees while assisting us in language translation,
teach languages with the sights and sounds of other cultures. Virtual reality is being used in medicine,
architecture, and computer aided design. The addition of audio to the interface will provide much more
mental engagement and emotional impact that we could have had before. We must take advantage of our
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new opportunities by using all the audio that our technology can provide and using it in new and creative
ways.
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I: this paper we describe a project which combines hypermedia with communication
technologies in order 1o design and implement an interactive system (thc ARI-LAB system) to
assist pupils in arithmetic problem solving at the ages of 7 - 12.

In our projcct the opportunitics supplied by hypermedia allow the users to build their own
solutions to arithmctic problem by navigating through different computer-based cnvironmeits
which are integrated in the systcm; the environments include microworlds, databascs containing
sets of solved problems and a communication cnvironment. The cembination of hypcrmedia with
communication facilitics allows pupils to cooperate in order 10 solve problems, or cven (O interact
with the teacher, through a local or remote network.

In the present work, technical and pedagogical aspects are closeiy connecled. From onc hand we
base oursclves on rescarch on hypermedia and communication systems and on the design and
implcmentation of visual microworlds. On the other hand we take into account research in
mathematics cducation with particular referenc. . to the studics on applied problem solving, the role
of visual representations as educational mediators and interactive learning.

The hypermedia system described in this paper is implemented in HyperCard 2.2 using
HyperTalk programming language. It runs on Apple Macintosh computers with 13 inch vidco.

At present the ARI-LAB system is completely implemented. Its ¢valuation, which is not
discussed here, will be carried out in 1993 in three different classes of primary school.

SOME GENERAL PERSPECTIVES ON THE LEARNING O¥ MATHEMATICS

In the last years problem solvirig has become one of the mest important ficlds of rescarch in
mathematics carning and has been often regarded as a general paradigm of mathematical activity,
also under the influence of constructivist theorics. Among the farge number of studics on problem
solving performances we mention Buchanan (1987), Lemoyne & Tremblay (1986) and Lesh
(19835). Other rcferences are given through the paper.

The increasing importance of mathematics in cveryday-lifc along with the diffusion of
computers has induced a lot of cducational projccts to focus on strategy building abilitics more
than on written computational performance. This is duc also to rescarch that has shown a very
poor correlation between the ability at performing written calculations and problem solving skills,
as rcported for cxample by Nesher (1986). An unduc stress on computational skills has proved a
serious obstacle to the development of problem solving processes.

Arithmetic competence, at the ages of 7-12, cannot be identified with the knowledge of a given
sct of concepts and rulzs, but rather with the ability at using arithmeltic concepts and procedures in
order 1o solve problems, in particular real problems. By ‘rcal problems’ we mean the problems
pupils continually dcal with in their cxpericnce and that arc mcaningful with regard to
mathematical structure as well. Real problems often embody a lot of arithmetic questions which
requirc pupils to dcal with schematization processes that arc much more complex than the oncs
involved in the stercotyped schoot problems designed only in order to test the application of a
learned rule or delinition. Rescarch has pointed out the dangers of carly formalization; the
introduction of a formalism with no recognizable meaning or embodying a diffcrent meaning with
respect 1o the problem situation (such as the formalism of subtraction for a difference problem)
may lcad pupils to the impossibility of building any stratcgy.

Therelore the task for an cducational project should not be o 1cach the pupils a set of problem
solving techniques. Puptls should be able to deal with a wide range of problem situations and
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construct specific stralegics to get a correct answer, starting from their mathematical knowledge
but also from their knowledge about the problem situation.

There is cvidence suggesting that content-dependent strategies should be enhanced. For
example, somc studies, repurted in Lesh (1985), show that good problem solvers use ‘strong’
content-dependeni strategics, whercas average or poor solvers prefer ‘weak’ content independent
ones, and that there is a good correlation between problem solving skills and the mastery of the
specific problem situation.

Symbolic systems play a crucial role at different stages of the development of mathematical
ideas and processcs. Vygotskij (1962, 1978) and many others have stressed that languages
(rcgarded as symbolic systems) may not only represent but also direct human thought. At this
rcgard rcpresentations which arc not complctely arbitrary but preserve some analogical link with
their related objecis (such as gecometrical figures, histograms, linc of numbers, the language of
coins) has proved very important. The work with visual representations differs from the
manipulation of sects of objects just bccause of their status of symbolic systems (with a
recognizable set of ruies, and so on). Languages of this kind could act as mediators between the
problem situntion and its meanings and the mathematical concepts, relationships and processcs
involved, as widely discussed in Dreyfus (1991) and Barwisc and Etchemendy (1991).

Social interaction (in the various forms it may be organized) has proved a powerful way to
improve pupils' problem solving skills (sce for example Doise ct Al. (1975)). As a general
reference on the fundamental role played by social interactions in shaping internal cognitive
structurcs we refer again to Vygotskij (1978) and his notion of proximal development zone.

Outline of a learning system for arithmetic
The previous survey may explain what, in our opinion, should be purposes and features of a
hyperinedia system for arithmetic probiem solving:
the system should be oriented to the design of resoiution strategies and not to the development
of computational skills;
it should allow pupils to build resolution procedurcs starting from their informal strategies and
not to teach them “how to solve a problem”;
problems should be meaningful and not desig “ed only in order to test the application of some
rulc;
ihe system should promote the construction of content-dependent strategics and foster the
development of arithmetic coneepts and processes while keeping the pupils in touch with the
mcamngs involved in the problem situation;
it shouid supply a sct of symbolic systems in order 10 represent a wide range of problem
situations and, at the same time, (o point out diffcrent mathematical structures and perspectives;
it should allow actual interaction between groups of pupils; this means that pupils should be
able to communicate to cach oiher their tentative resolution procedures, including parts
containing non verbal information, and to keep trace of the messages.

HYPERMEDIA ENVIRONMENTS FOR ARITHMETIC PROBLEM SOLVING

The educational purposes presenied in the previous section have suggested us to design a
system in which the technology of hypermedia is combined with distance and local nctwork
communication systcms.

Our system can be regarded as an hypermedia system as far as a structured and connected sct of
cnvironments of different nature is available to the user. Two different kinds of users arc expected:
the student who has (o solve a given problem and the tcacher who can configure the system
according to thc nceds of her/his students.

The student interacts with two main environments: the problem solving environment and the
data-base environment. The problem solving environment consists of three connected
cnvironments which are structured as follows:
= a strategy building cnvironment where the user chooses an arithmetic problem out of a set

prearranged by the teacher, and builds his/her solution stratcgy asscmbling written texts and

visual representations built in the visual representation environment;
= a visual representation environment where the student can perform experiments through the
interaction with a number of available microworlds;
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= a communricatiocn cnvironment where different kinds of interactions, between teacher and student
and between student and student, arc possible.

In the data-base environment the student can consult previously developed problems or can
access the communication cnvironment.

The teacher environment, available only to the tcacher, allow him/her to configure the system
according to the specific needs of the students involved.

As a consequence of this structure, in our project hypermedia technology plays a twofold
function: it is a tool for organizing working cnvironments of differcnt nature and ror developing
cognitive processes. In particular: as a tool of organization, it gives risc to a close interplay
between various ways of action within different environments which arc meaningful in relation
with the field of knowledge involved; as a tool of thought, it may connect these opportunitics of
action to the activation of cognitive processes that allow the pupil to get the solution of a
problem after the development of those planning, building, communicating ard consulting skills
that characterize the acquisition of ‘doing arithmetic’.

In fig.1 the structurc and the organization of the ARI-LAB system is skciched together with
the main functional links among the environments the system is composed of.

The problem of browsing assumcs a particvtar nature in our system. The goal (solution of an
arithmetic problem) is clearly stated from the beginning. The user has to find out the
opportunitics offcred by the system and to perform actions in order to fulfil the goal. In this
scnse, the search strategy he/she has to follow is an exploration stratcgy (sce McAleese, 1989)
coupled with the production of appropriate resolution actions. To perform this strategy a graphical
interfacc scems appropriatc.

The uscr interface is completely mouse-driven, and is designed to present the user with a
sequence of structured display frames whosc activation depends on his/her choice.

In the scquel we arc going to give a bricf account of the environments that are part of our
system cxplaining our organization and implementation choices from both technical and
cducational vicwpoints.

DATA BASE ENVIRONMENT PROBLEM BOLVING TEACHER ENVIRONMENT

at st n e [ gnar -

t.DB : tcacher's Data-Basc; s.DB : student's Data-Base; p.DB : collaborative partner's Data-
Base; Com.Env. : Communication Environment; s.b.Env. : stratcgy building Environment;

v.r.Env. : visual rcpresentation Environment; v.r.Con. : cnvironment for the Configuration
of the visual representation microworlds; t.DB.Con, : ecnvironment for the Configuration of the
tcacher Data-basc.

T represents the possibility of structural modifications of the environment indicated by
the arrow as conscquence of actions performed in another environment.

— ¢ it represents the links among stack home and the main environments of the system

Fig 1: General structure of the ARI-LAB system with the main links among its cnvironments.
Problem solving environment
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In the problem solving cnvironment the user is presented with an arithmetic problem,
expressed in written form, for which he/she has to find a solution, building a resolution strategy.
This stratcgy is built in the strategy building environment. In order to build his/her strategy the
student, at cach step of the resolution process, can access the visual representation environment,
choosing one of the available microworlds to get a rcprcscntauon of his/her resolution step. The
complete solution for the given problem is the synergetic result of a group of actions and
processes performed in the different microworlds. The user can activate the communication
cnvironment at any moment, in order to send, or receive, a message or the (complete or partial)
solution of the current problem to, or from, some other uscer connected with him/her. The user can
also save in the data-base the resolution he/she has reccived.

In fig.2 the uscr's interface of the system when the problem solving environment is activated
is shown.

Vlsual rgpresentatlon envnronment_
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Fig.2: Interface of the prot.cm solving cnvironment with an cxample of a problem solution.
This cnvironment is composed of: a strategy building environmert, a visual rcprescntation
cnvironment, and a communication ¢nvironment.

Visual representation environment

This environment is composed by a number of visual representation microworlds the user can
interact with in order to build his/her own resolution stratcgy.

The representation microworlds available arc at present: "abacus’, 'coins’, 'simplified
spreadsheet’, 'linc of time', ‘histogram maker', two different microworlds for intcger division,
‘measurcment division’ and ‘partitive division”,

Some microworlds arc strongly characterized on the semantic ground (‘coins', 'linc of time"),
others (‘abacus', ‘histogram' and 'spreadshect’) allow more formal, content-independent
representations of mathematical objects, others (integer division” microworlds) arc of a mixed
naturc and have been planned based on observations of pupils' behaviours (see Boero et al., 1989).
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In fig.3 the uscr's interfaces of the system when the microworlds ‘line of time', ‘coins’ and
'simplified spreadshceets' have been respectively sclected arc shown.

We are not going to provide a detailed account of the fcaturces of the different microworlds herc
but we only point out the main technological and cognitive aspects that characierize them as a
wholc.

From the technological standpoint, this environment is built so that, at any moment, only onc
microworld can be sclected by the user. Within cach microworld there are links that point to a
virtual sct of options of graphic animations, which arc of different kinds:
= there arc animations consisting of the gencration of symbolic objccts both under the user's

control (c.g. gencrating a particular coin, a ball in the abacus, an interval on the linc of time,
ctc.) and automatically by the system, based on paramcters given by the user (e.g. construction
of an histogram given a table of data and a mcasurcment unit);

there are animations consisting of somc transformation of symbolic objects (c.g. a coin may be
changed and replaced by other coins). These actions arc performed by the system after the uscr
has determincd their fcaturcs, which arc automatically checked by mcans of sets of rules
incorporated in the system. For example, if the user proposc an incorrect change for a coin, the
system docs not exccute it but prompts a warning message.

there arc animations consisting of spatial movements of objccts or of combined actions

(generation, manipulation or movement of objects). For example, a coin may be moved and

arranged (i.c. changed with other coins) in a diffcrent way.

In any microworld backtracking is always allowed in two ways, if some action docs not give
suitable results: step by step or automatically, according to the ways the action has been carried
out.

From the cognitive standpoint, the microworlds offer the pupils the opportunity to perform
tesolution sieps with an tmmediate visual feedback; in this way an interplay is promoted among
anticipation, action and visual represcntation, which is crucial, in our opinion, to the development
of arithmetic competence. Morcover, working within the microworlds strongly promotes the
development of pupils® trial-and-crror strategics, through a process of progressive schematization,
where the statement and cvaluation of hypotheses plays a crucial role (on the interplay between
hypothetical rcasoning and problem solving sce Ferrari, 1992).

Pupils, when working in the microworlds, deal with symbolic objects, which in gencral can
mcediate beiween the semantics of the problem and the underlying mathematical structure;
morcover, in some contexts, sy nbols can be used just in order to foster the construction of a
mental representation of the proslem situation.

Fig. 3: Examples ol the interfaces of three different microworlds: ‘coins’, 'linc of time' and
‘'measurament division', In cach microworld various actions arc possible in order to generate and
10 manipulate symbolic objects.

Communication environment

The communication c¢nvironment is built in order to offer the user the possibility of
communicating with another user who is in contact with him via a modem or a local network
conncction.

As previously pointed out, the communication opportunity is a key factor in the acquisition of
problem solving skills, since it fosters the development of different ways of rcasoning and of
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different resolution proccsses when dealing with a given problem situation. The system offers
differcnt communication opportunitics to the uscr (distance communication via a modem
conncction or local communication with the teacher or with another student of his same class)
which may inducc different cognitive processes. The social interaction process mediated by the
computer allows 10:
= foster the construction of a stronger and morce functional link between production and
interpretation activity;
aid the pupil to recognize and make clear his/her communication goal and to plan the related
actions;
= usc the different available languages (verbal, visual and mathematical) not only as (ools to
organize onc's own thought but also 1o communicate the products of thought.

The analysis of these processcs is quilc new in educational computing research and seems very
promising; we hope that the recalized system can be an useful tool at this regard.

Our research focuses on cxploring an allernative architecture to the one usually present in
educational computing (student - computer) in which at least three agents take part in the learning
process (student - computer - collaborative partner).

Th= uscr interface is realized so that the access to the communication cnvironment is possible
ata , timc of the work with the sysicm. When an user wants to communicate with another user
he/she can sclect this option with the mousc and, in this way, he/she accesses the communication
cnvironment with its own commands and links. When recciving a message, the user can decide to
immediately read it or to delay the reading.

Data-base environment

The user access the data-base cnvironment when hefshe wants to consult previously developed
and classificd problems or when hefshe wants 1o consult problems he/she had previously saved
(his/her proper problems or problems received (rom other users). The classification of previously
developed problems (by teacher or system designers) is done according to the visual represencation
form through which their solution is presented.

If therc arc two or morc solutions for the same problem (using different visual represcntation
forms) mutual links arc present to associate them. In the user interface links are visualized so that
the uscr can decide to consult alternative solutions by selecting the corresponding icon.

The user interface is built so that previously developed problems, problems solved by the
actual uscr and problems reccived by other students are logically organized in differcnt dalabases
(sce fig. 4). This is done in order to help students in their consultation activity. Student's own
solutions, or solutions received from others students, arc not classified according to the used
representation form, as arc the problems solved by the teacher, since in the process of building a
solution, the student can decide to iateract with more than onc of the microworlds available, at the
different stages of the resolution process.

The uscr can access the data-basc environment at any time of his/her work within the system.
In no casc he/she can dircelly copy a part of a sofution, taken from the data-base, in its strategy
building arca. On the contrary, he/she can send or receive problem solutions (or part of solutions)
to other uscrs connected.

Databasc cxploration can start from the pupil’s own cxperience (databascs of the problems
he/she has previously solved or received by another student, ordered according to time) or from the
databasc of tcacher's solved problems. Within this last databasc the student can perform the
cxploration according to two main criteria: he/she can {ook at other problems solved within the
same microworld or follow the links Icading him/her to solutions for the same problem within
diffcrent microworlds. The semantics underlying the organization of the databascs is very
powerful: from onc hand the rclation to pupil's past expericnce gives the databascs a temporal
organization, according to the time problems have been solved or saved; from the other hand there
is a semantics related to the way the different tools arc used in the resolution of a given problem,
which is completely different from a classification of problems by type.

Our choicces are mctivated by the following rcasons:
= temperal organization, also because of students' age, is in our opinion the only criterium which
can be fruitfully used by them in order to scarch for information in their past cxperience;
= databasc organization according to microworlds is duc to the meaning of cxternal representations
as tools for structuring thought in rclation to arithmetic knowledge.
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In this framcwork we think that the opportunity of solving the same problem within different
representation microworlds and, at the same time, of using the same microworld in order to solve
cven semantically different problems may induce pupils to take into account the processcs
underlying the usc of a tool in different contexts. This choice is related to the function of cxternal
representations in the resolution of problems, which can be regarded as tools of mind or,
conversely, as the record of picces of knowledge built clsewhere. Morcover, we think that the
organization of teaching according to some taxonomy (such as addition, subtraction, ..., onc stcp,
two steps problcms ...) only damage the construction of arithmetic knowledge, as widely reported
in litcrawre (Chevallard, 1989).

Teacher environment

As previously said, the system has an environment, available only to teachers, which allows
them to set different layouts according to their choices. In particular the system allows the teacher
1o choose the microworlds accessiblc bythe students and to choose local network and distance
communication conncctions. This implics that the interface of the system is dynamically and
automatically changed in order to wake into account the teacher's choices; morcover, in the data-
basc environment, links which associate different solutions for thc same problem, arc
automatically updated. The tecacher also uses this environment in order to produce problems
solutions and (o save them in the data-basc.

DISCUSSION

The hypermedia system we have presented not only represents and structures information in a
given ficld, but also provides a sct of work: . cnvironments where the uscrs can perform actions
allowing them to find out their own resolution procedures. There is not only communication of
knowledge but tools arc provided to construct it by means of diffcrent ways of intcraction.

This feature makes the system significantly different, from a conceptual viewpoint, from
standard hypermedia cducational sysiems, as far as thc uscr becomes an active subject not only
when navigating through the system, but also as builder of new knowledge.

The integration of hypermedia technologics with communication systcms is another
innovative characteristic which make the system an cffective tool for collaborative work. Support
for collaboration is very important because interactive learning and teaching arc inherently
collaborative and because hypermedia are, in principle, well suited for collaboration (scc Tomek,
1991). Cooperation within two or morc uscrs requires study of intclligibility, which implies to
consider problems related to the choice of the most casily understandable styles of hypermedia
presentation. These problems were considered in this system, as for cxample in the ideation and
design of visual representation microworlds, so that cach representation of a situation (for example
a given layout of the abacus or of an histogram) is completcly understandable by itself (and so can
be communicated by the user without the need of any lurthcr description).

A fcaturc which put our systcm in a intermediate position between hypermedia sysiems and
knowledge based systems (Kibby, 1991) is its characteristic of obtaining, under suitablc
conditions, an automatic feedback to a performed action based on system knowledge. Actually, in
cach microworld, the user's manipulation actions are controlled by a sct of rules which prevent
some specific incorrect step by the user. This characteristic can inducc a reflection on given
mathematics aspects (for example the decimal notation) even if the control of the stratcgic plan is
up to the user.

The system has heen designed based on the exploration of cffective styles of presentation, with
a shift of focus from technical bias to contents. Other innovative aspects are the capability of
providing tcachers and students with tools to develop lcarning according with consistent
pedagosical models, and the chance given to the tcacher to configure the system according with
his/her needs.

The system offers the possibility of cxtending and of wiloring it to other mathematics arcas,
such as algebraic problem solving. This can be done quite casily since the system is donc in such
a way that it is possible o add other microworlds independently from the ones which arc already
present and to add cxamples of solved problems (and corresponding links) without having to
intervenc to the previous saved oncs. The possibility effered to the teacher to configure the system
according with his/her specific needs gives the opportunity to change the microworlds and the
databascs to work with without intervening in the general structure of the system.
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We think that the use of computers in this context may extend Vygotskij's idea of ‘zone of
proximal development’, as the child, with the aid of computer technology, may do what she could
not do by herself nor even with the assistance of an adult. This hypothesis, we are going to test in
classroom experimentation, is bascd on the belicf that the system can activate interactions highly
effective in order to promote the development of arithmetic problem solving skills.

Within the differcnt microworlds the work with the computer may take the form of a social
interaction integrating action and communication in a dialcctical way; the opportunity of learning
also decpends on the visual feedback available in the microworlds that allows the student to
claborate and justify action schemes oriented towards the attainment of a given goal. Moreover,
the interaction betwceen students mediated by the computer may affect the inner mental processes
of the subjects and the nature of the communication between them as far as it is goal-oricnted and
always subject to rules.

At last, the navigation through the databascs of solved problems leads to new forms of
cxploration and interaction with the knowledge they contain. The development of a resolution
strategy can be performed only within the microworlds, which implies that a resolution by
analogy with some other strategy included in the database has to be reconstructed through the set
of commands of the microworld corresponding to the representation involved.
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Intelligent retrieval of video stories in a social simulation
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The stories of experts capture the realities of a realm of knowledge from an experienced
perspective. Such stories are often important in novices’ leaming (Lave & Wenger, 1991),
(Schank, 1991). In this paper, I describe SPIEL (Story Producer for InteractivE Learning), a
multimedia retrieval system for educational stories, and its integration into an architecture for
teaching complex social skills, such as management, diplomacy or selling.

SPIEL is embedded in an intelligent learning-by-doing architecture called Guided Social
Simulation or GuSS. GuSS$ provides a social simulation in which students can practice social
skills in an environment where mistakes are not as costly as the real world. The goal is to
accomplish for the social environment what the flight simulator accomplishes for the physical
environment of the cockpit (Haber, 1988). Currently, this architecture is being used to develop an
application, YELLO, for teaching the fine points of selling Ycllow Pages advertising. (For more
on GuS$ and its precursor ESS, see (Kass, et al., 1992), (Kass & Blevis, 1991) and (Blevis &
Kass. 1991).)

Videotape, interactive videodisk and other multimedia technologies are frequently part of
education in social skills, particularly in the corporate world (Craig, 1990). They are usually used
to re~create social environments as in (Stevens, 1989), but this is not the role stories play in GuSS.
In GuSS$, the stories of experienced practitioners, preserved on video, help students reflect on their
experience in the recreated social environment of the simulation, and let them compare their
experiences with those of experts.

In the GuSS system, SPIEL is like an experienced instructor watching over the shoulder of the
student. It monitors the simulation and presents stories from its library when they are relevant to
the student’s situation. Since stories describe principles as they apply in action, telling relevant
stories in the context of a simulation is a particularly useful way to link the student’s experience in
the simulation to general principles of practice (Schart:, 1991).

A YELLO example

For YELLO, we have gathered approximately 200 stories about sclling Ycllow Pages
advertising from interviews with expert account exccutives. To see how the program combincs
simulation with the telling of these stories, consider the following representative scenario:

s The student is assigned to sell an advertising program to Swain Roofing Co. and is
given the name of Mr. Ed Swain, the owner.
The student calls the client and sets up an appointment.
Upon arriving at the Swain's home, she meets Lucy Swain, Ed's wife and finds that
Ed is not yet there.




The student carries on small talk with Lucy but does not discover that Lucy "keeps
the books" for the business and fails to gather any business information that Lucy
could have provided.

»  Ed Swain arrives.

This is a good time to give some feedback to the student. She has misjudged Lucy’s role in
the business and missed her opportunity to get some business information from an important
source. Without feedback, the student might not realize that this opportunity existed. One of the
stories in the YELLO library is relevant and the Storyteller calls the student's attention to it. Here
is the text the student sees on the screen, along with a transcription of the story told in the video:

If you assume that Mrs. Swain will not have a role in the business of Swain Roofing,

you may be surprised. Here is a story in which an account executive made a similar

assumption and was wrong:

[Video: I went o this auto glass place one time where I had the biggest surprise. |

walked in; it was a big, burly man; he talked about auto glass. So we were working on a

display ad for him. It was kind of a rinky-dink shop and there was a TV playing and a

lady there watching the TV. It was a soap opera in the afternoon. [ talked to the man a

lot but yet the woman seemed to be listening, she was asking a couple of questions. She

talked about the soap opera a little bit and about the weather.

It turns out that after he and I worked on the ad, he gave it to her to approve. It
turns out that after I brought it back to approve, she approved the actual dollar amount.

He was there (0 tell me about the business, but his wife was there to hand over the check.

So if I had ignored her or had not given her the time of day or the respect that she was

deserved, I wouldn't have made that sale. It's important when you walk in, to really listen

to everyone and to really pay attention to whatever is going on that you see.]

An assumption that 4 spouse will not participate in an advertising decision may be
unrealistic. Think carefully about your ussumptioas.

This exampie illustrates the synergy between the simulation and the explicit instruction.
Without the story to provide the impetus to examine the situation, the student might never realize
what opportunities were missed. However, without active engagement in the simulation, the
student might lack the motivation and context to understand and remember the story.

As seen here, SPIEL precedes each video clip with an introductory paragraph called a bridge
and summarizes each with a coda paragraph. These text items must be generated by the program
at retrieval time. The bridge explicitly connects the story context to the student’s activity; the coda
brings the student back to the events of the simulation by suggesting possible actions.

Teaching with stories

This example shows how a storyteller can teach by telling the right story at the right time.
Intelligent tutoring systems have traditionally used modeling techniques to determine when to
intervene and what to say, but they have been applied where the knowledge being taught is fairly
narrow and well-defined. A system to teach social skills cannot operate in this way. No one
model of expert social knowledge exists: there may be as many "right" ways to solve a problem as
there are experts. To teach social skills, we cannot rely on a single body of knowledge,
representing what students are to learn. We can, however, gauer and use local knowledge
(Geertz, 1983), such as stories told by practitioners.

The student's own social knowledge is large and idiosyncratic. It would be very difficult to
gather enough data to build a model of what each student knows. However, SPIEL does not need
to model the state of the student's social knowledge in detail because it is not seeking to address




specific errors with its stories. The storyteller's goal is to cxpand the student’s vision of the
domain beyond what is happening in the simulation at any given time by bringing in relevant
experiences that others have had. This may involve student errors or not, and there may be storics
with conflicting messages. In apprenticeship situations, stories are used to show possibilities
outside of the current experience in exactly this way (Lave and Wenger, 1991). Consider the
following example:
+  The student attempts to get the customer to buy a larger ad by demonstrating that co-
operative programs with manufacturers will pay for part of the incrcase.
The customer sees this as a way 0 pay less for thc same ad, and decides not to
increase the ad's size.
+ The student fails to sell the larger ad.

The student has not made an error in introducing the idea of co-operative advertising. Co-op
programs are frequently used with great success, and the storyteller has stories about how they
have been invoked to help scll an ad program by making it more affordable. It is important to tll
such a story at this point, because it shows the student the difference between the real world and
the simulation. The student will be interested in hearing such a story, since it corfirms her chosen
approach,

Leaming by doing is frequently driven by failures such as this: unsuccessful results or unmet
expectations. Failure-driven learning theory in cognitive science (Schank, 1982) holds that there
is a central cycle in performance learning. Learners make predictions about results of their own
actions or the behavior of others, and test these predictions by observing what happens. If all gocs
well, these expectations feed into decisions about the next action or prediction. However, if the
expectations fail, the learner has failed to understand something about the world. To prevent
future fa‘lures, the learner must explain how the failure occurred in sufficient detail to allow the
problem to be fixed. :

Explanation is often the most difficult aspect of the prediction-observation-failure-explanation
cycle. The lramer has to identify why the prediction was wrong and what to do to prevent future
errors. Stories can help this kind of leaming in two ways. If the student has failed in some task,
the storyteller can recall a story that helps the swdent explain the failure, as the "co-ep” example
showed. If the student is heading in the wrong direction without being aware of it, a story can
point out the problem by showing where the direction is lcading. It can spur learning by getting
the student to recognize a failure. This is the role of the "Wife watching TV" story.

The failure-based learning model indicates that what is important to model about students is
their state of interest, not their statc of knowledge (Edelson, in preparation). If the system can
identify what the student is interested in explaining, it may be able to respond with a relevant
story. SPIEL has nine storytelling strategies, based on this model of learning from experience.
The first example showed the use of the Warn about assumption storytelling strategy. This
strategy calls upon the storyteller to tcll a story about an incorrect assumption when it has
evidence that the student may have a similar assumption, thereby getting the student to sec the
inappropriate assumption as a failure. The "co-op" example cited above uses the Demonstrate
opportunities strategy, which calls for the usc of a story about a successful plan when the student
has failed while cxecuting a similar plan, helping the student explain the failure and compare the
situation in the simulated world with the world of practice.

Using storytelling strategies

Stories themselves are the source of SPIEL's knowledge about what to teach. If an expert has
considered an issue significant enough to recall and tell a story about it, the system should try to
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find an opportunity to tell that story. SPIEL finds tutorial opportunities for the usc of these stories
by considering each story it knows about in the light of cach of its storytelling strategies. To
recognize these opportunities as they arise in the GuSS simulation, SPIEL creates a set of
opportunity-recognition rules that can be applicd while the student is interacting with the
simulation. This architecture divides the system's processing into storage-time
operations and minimizes the amount of inference that need be performed during student
interaction. The steps of processing can be summarized as follows (sce also Figure 1),
At storage time:
1. Indices are attached to cach story in the database.
2. Each of SPIEL’s storytelling strategies examines each story index. If the strategy is
applicable, it will gencrate a set of opportunity-recognition rules for the story.
At retrieval time:
1. Opportunity-recognition rules are matched against the state of the simulation,
2. When a story is successfully retrieved, natural language texts (the bridge and coda)
are generated that integrate the story into the student’s current context.

In the following sections, I will describe SPIEL's indexing method and the storytelling
strategies. A discussion of the system of opportunity-recognition rules requires an understanding
of the internal operation of the GuSS simulation and is beyond the scope of this paper. Those
aspects of SPIEL and GuSS are covered in (Kass, et al., 1992) and (Burke, in preparation).

Indices
SPIEL's indices are created manually. Since YELLO's stories are in video form, automatic

processing would entail speech (and possibly gesture) recognition as well as natural language
understanding. SPIEL'’s design therefore calls for a human indexer to read a story or watch it
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step-of-sales-process(salesperson, pre-call)
business-type(service)

business-size(small)
business-partnership(auto-glass man, wife)
married(auto-glass man, wife)
sales-targei(salesperson, auto-glass company)

Anomaly: [ salesperson | assumed ;| wife | theme
Assumed <€—  Actual
Theme: | housewife business partner
Goal: | hospitality help in decision
Plan: | small talk cvaluate presentation
Result: positive evaluation

Pos. side-effect: sale for salesperson
Neg. side-effect:

being told, and use an indexing tool to compose indices that capture interpretations of the story’s
meaning. One such interpretation of the “Wife watching TV” story would be “The salesperson
assumed the wife would have the role of housewife, but actually she was a business partner.”

This general form, “X believed Y, but actually Z," is a form of anomaly. An anomaly is a
failure of cxpectation that requires explanation (Schank, 1982). Typically, anomalous occurrences
arc what make stories interesting and useful, and they are a natural way to summarize what a story
is about. Anomalics are especially important in stories about engaging in social activity since
students are lcarning what expectations they should have and how to address expectation failures.

The anomaly forms the core of the index. Figure 2 shows the whole index for “Wife watching
TV.” It contains, in addition to the anomaly,

» the setting, the story’s position within the overall social task, including a
representation of the social relationships between the actors in the story, and

+ intentional chains surrounding and explaining the anomalous occurences.

(This index structure is derived from the Universal Indexing Frame (Schank, et al., 1990).

Sce also (Domeshek, 1992) )

This structure is considerably more compiex than indices that are typically found in
information retrieval or cven in the field of case-based reasoning from which this framework
derives. There are several reasons for this. Information retricval systems that store text can search
their textual contents, if necessary. Since there is no computer-interpretable text in a video clip, all
of the information needed for retricval must appear in the index. SPIEL's indices are detailed
because the system needs to find detailed correspondences between the events in the simulation
and the stories it tells. Its storics must be closely relevant, so there must be enough detail in the
index to verify relcvance.

Storytelling strategies

A tutorial storyteiler needs indices to know what its storics are about. It also needs to know
how stories can be uscfully employed. For maximum educational impact, a story must appear
precisely at the time that the student is prepared to learn from it. A storytelling strategy, such as




Demonstrate
opportunities

the positive result of a
particular course of
action.

| Strategy | Story is about: | Tell story when:

the student has executed
a similar course of action
with poor result.

Explanation

The student may
conclude the plan is a
bad one.

Demonstrate
risks

the negative result of a
particular course of
action.

the student has executed
a similar course of action
with good result.

The student may
conclude the plan is a
good one.

Demonstrate
alterative
plan

a successful plan to
achieve a particular goal.

the student executed a
very different plan and
failed to achieve goal.

The student may not
know about other ways to
achieve the goal.

Warn about
hopes

a desire that someone had
that was not realized

the student appears to
have the same hopes.

The student may need to
know what is reasonable
to hope for.

Warn about
fears

a fear that someone had
that did not materialize.

the student appears to
have the same fear.

The student may need to
know what fears arc
realistic.

Warn about
assumption

an assumption that
someone made that did
not hold.

the student appears to
have made the same
assumption.

The student may nced to
recognize and evaluate
assumptions.

Reinforce
plan

a successful plan.

the student has started to
execute a similar plan,
but won't see the result
for awhile,

The student may interpret
lack of positive response
as a bad sign.

Warn about
plan

an unsuccessful plan.

the student has started to
execute a similar plan,
but won't see the result
for awhile.

The student may interpret
lack of negative response
as a good sign.

Explain
other's plan

a plan that the student
might not know about.

student has just observed
someone execute a

The story explains the un
familiar plan,

similar plan.

Warn about assumption combines a characterization of a type of story: a story about an
assumption that turned out not to hold, with a method for recognizing opportunitics to tell such a
story: look for evidence that the student may have a similar assumption. Each strategy has a
pedagogical basis: the Warn about assumption strategy gets the student to recognize the
possibility of an erroncous assumption, a necessary pre-condition to leaming how to avoid such
assumptions. Figu.e 3 explains SPIEL's nine storytelling strategics by showing what stories they
apply to, what storytelling conditions they impose, and, briefly, their rationale.

One interesting consequence of SPIEL's storytelling strategies is that the system must retrieve
stories based on structured comparisons between stories and situations. It differs from both
information retrieval and case retrieval systems that use overall similarity between retrieval cuc
and retricved item as the basis for recall. Retrieval of pedagogical stories requires careful
assessment of similarities, dissimilarites and other relations between cue and story.

SPIEL examines all indices for cach story using every storytelling strategy. Each compatible
combination of story index and strategy yiclds a recognition condition description (RCD), a
representation of a tutorial opportunity, a situation that could arise in the simul:tion that would
make the story worth telling. For example, this is the recognition condition description for telling
the "Wife watching TV" story using the Warn about assumption strategy:




WHEN the student is in the pre-call (information gathering) stage and speaking to someone
who is a partner in the business and the spouse of the decision maker,
LOOK FOR  Tuat person having important information to provide, and
The student having failed to gather than information by the end of the
conversation,
THEN TELL "Wife watching TV" AS a "Warn about assumption” story.

The RCDs feed inio the rule generator that translates them into rules for recognizing the
conditions they describe within the GuSS system. Creating the RCD requires knowledge about the
kinds of conditions that are present in the simulation, such as what role the student plays and the
kinds of actions available. Exch strategy selects different aspects of an index as important a:d
performs operations to predict how the story could be told with that strategy. Some strategies
require knowledge about how the student's mental state might give rise to certain actions.
Students do not always act in ways that clearly indicate their beliefs, but if they do, the system
should be prepared to respond. In this example, the Warn about assumption strategy has to
make use of the knowledge that the student's failure to ask useful questions is a good indicator of
an assumption on the student s part that there is no information to gather.

Conclusion

Through SPIEL, students can reference a large body of expert knowledge, as preserved in the
stories experien-ed practitioners tell. They do so without having to master a hypermedia interface
cr formulate retrieval requests. SPIEL watches student activity and recalls stories that address the
student's interests of the moment. By modeling student interest using a failure-based learning
model, SPIEL can tell relevant stories without a detailed representation of social reasoning.
Currently, the system has 200 stories about selling Yellow Pages advertising, indexed by
structured indices that capture interesting or anomalous aspects of the experts’ narratives.

SPIEL uses knowledge-intensive methods to turn its general indices into specific retrieval
rules appropriate to a particular application. This means that stories can be indexed without
necessarily knowing the exact circumstances in which they might be tolG. SPIEL has a taxonomy
of storytelling strategies that use similarity, dissimilarity, and other relations to make structured,
strategic comparisons between stories and the situations in which they are retrieved.
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introduction

LISA, (Learning IS Active), is a group project with social lcamning as the central focus. The goal
of the project is to establish a multi-channel lcaming environment. By a multi-channel systcm, we
mean a system where a student engages in a social learning cnvironment and interacts with various
agents who may be human beings or computer simulated agents, Furthermore, while multiple
learning cues from different media can be received in multimedium platforms, artificial
intelligence techniques arc adopted to search for adaptability and flexibility for both individual and
group lcaming. Thus, multi-channel = social learning + multimedia + artificial intelligence. This
paper rcports some issues arisen in conducting the research. In next section, the evolution of the
notion of social learning systems is traced. Then we describe rescarch perspectives of LISA,
followed by a brief discussion in the last section.

Background

There is an old Chinese adage stating thai the Five Educational Objectives are Morals,
Knowledge, Athletics, Sociability, and Art. Among these five educational goals, knowlcedge has
become so important that whether one can financially survive in a modem socicty depends on
what and how much one can learn. To mect the demand of the socicty, formal schooling has
become a prevatent method of education. Unfortunately, school teachers are heavily burdened by
their role of transferring knowledge to students — so heavily that they rarely find enough time to
pay attention to the students' individual nceds. Thus, schools can only function as factorics of
producing massive graduates (Figure 1).
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Figure 1 Schools as Factorics

U oLisais currenty funded by Nauonal Science Council, Taiwan. Two dozen of researchers and graduate students from different
universitics of Taiwan are involved in the project.




Computer has already proved its momentous role in engineering in the Seventies and in
business in the Eighties. The emergent multimedium technologies, on the other hand, reinforce
the vision that computer can bear the same importance in education by the turn of this century. At
the early stage of the development of computer aided instruction (CAI), many started with
stimulus-response approach because of the influence of the behaviorism in psychology and
realizing that computer can provide an interactive learning environment. Today, many CAI
systems have shown their strong abilities in various areas in education. Starting from the
Seventies and being spurred on by the interest of artificial intelligence, intelligent tutoring systems
(ITS), drew attention of many computer scientists and cognitive psychologists. ITS, modeled after
the idea of a one-on-one private tutoring, promised to pay better attention to individual student
needs. Thus, a substantial amount of ITS research in the Eightics was devoted to the study of
student modelling and cognitive diagnosis as well as representing domain knowledge and teaching
strategies.

Since the mid of the Eightics, the role of the computer as an authorized teacher for
transmitting knowledge has been being challenged by some researchers.  Seif and his colleagues
suggested that the computer can be treated as a collaborator (or a co-leamner) [Self 85, Self 86,
GiSe 88, CuSe 90] and argued that the teacher's role played by the computer should be de-
emphasized. Chan and Baskin [ChBa 88, ChBa 99] proposed that the computer can be simulated
as two coexisting agents, a teacher and a learning companion. The addition of the learning
companion to the traditional ITS model yields collaboration as well as competition. More
recently, Pathepu, Greer, and McCalla [PaGM 91] suggest an inverted ITS model that treats the
computer as a student and the human leame; as a tcacher. In summary, whether it is a
collaborative system such as People Power {DiSe 92], a leaming companion system (LCS) such as

Integration-Kid [Chan $1}, or a learning by teaching system, the scenario has the following
implications:

« artificial learner can be modeled by the computer;

+» human students make cognitive gains by collaboration, competition, or teaching the
artificial learner; and

« the computer can model multiple agents with different roles, like LCS, forming a small
society in leaming.

The last implication is to recover the social context that has been lost in most compuier-based
learning environments. Despite the existence of an artificial learner in the system, this line of
research coincides with the current interest of distant learning or computer s'xported collaborative
leaming by way of computer network. Morcover, the advancement of mwuitimedium platforms
provices powerful devices to support complicated peer dialogue, gestures, and so on, making
complex social learning systems more viable than before.

Psychologists have conducted various studies on cognitive development under social
interactions. Piaget [Piag 67] regarded peer interaction as an ideal forum for helping children shift
away from egocentric views, cnable them to consider multiple perspectives, foster a more
comprehensive mature conception to emerge, and thus take a leap to a higher level of
understanding. Vygosky [Vygo 78], the developmental theorist who most emphasized the social
nature of cognition, argued that cognitive development process is the gradual internalization and
personalization of what was originally a social activity. Leamning in a social ecnvironment, thus, is
largely the individual re-enactment of the cognitive processes that was originally experienced in
society.




Research Perspectives

We conceive the LISA project at the beginning of 1992, but its path can be traced back to 1988.
Thus, we describe the preject in a few stages. In the first stage (1988 to 1992), after the
introduction of the LCS idca [ChBa 88, 90}, the first prototype of LCS, Integration-Kid, in the
domain of intcgration was implemented [Chan 89, 91). A knowledge-based architecture,
Curriculum-Tree, for LCS has also been develeped [Chan 89, 92]. In 1991, instead of adopting a
computer simulated learning companion, we implement a distributed LCS, Distributed WEST, 10
study learning cffectivencss and motivation when human students leam together via network [Ch+
92]. The system is a revised version of a CAI classic WEST devcloped for the PLATO
Elementary Mathematics Project and ITS program [BuBr 76). Later, the design of a sct of small
pedagogical programming languages was complcted and used in the course "Introduction to
Computer Science" for freshmen [Chwa 92]. Starting from 1992 where the sccond stage (1992 to
1995) began, more rescarchers joined the project and the research perspectives have been widened
and the level of study deepened. So far, in that stage, we have developed a model of learning
stages, OCTR, as a conceptual design framework for LISA [CLLK 93]. Currently, s¢veral sub-
projects arc launched out into further exploring social learning environments, extending the
Curriculum-Tree knowledge-based architecture, investigating student model and teaching
strategics, inquiring rclationship between meta-cognition and social learning, and experimenting
and evaluating implemented prototypes with human subjects. Finally, in the last stage (1994 to
1996), apart from continuing to inquire the fundamentals of social lcarning, we plan to integrate
technologics developed and cvaluate the system in a large scale since by then the courseware for a
class of freshmen will be finished.

Domain

We have designed a ~oherent sct of highly simplified programming languages as the tcaching
material, which consists of six languages, Core, Block, Lisp, ADT, Prc.otype, and SOOP [ChWa
92]. Core is designed for beginners to learn programming. It comprises of a few basic clements
of most high lcvel programming languages.  Block can be viewed as a subset of Pascal by
tecaching block structure via nested function declarations as well as procedural abstraction,
structured programming, and top-down design. Lisp is a tiny subsct of Common Lisp where we
teach recursion and a large datwa type, list. The last three languages are designed for teaching the
prevalent object-oriented programming. ADT imitates CLU's Abstract Data Type [LiAS 77].
Prototype is a simplificd language described in [Licb 86] for introducing the concepts of
prototypical objects, delegation, and message-passing. Finally, SOOP is a Small Object-Oricnted
Programming language that is a combination of ADT and Prototype.

Social learning might not be ample for the students’ whole lcarming process of a subject matter. In
secking a "complete" conceptual design framework, we resorted to the evolving learning stages of
students and proposed a model, OCTR [CLLK 93], that is an cxtension of apprenticeship lcamning
[CoBN 89] and the threec modes of learning by Rumclhart and Norman [RuNo 78]. OCTR
consists of four stages : (i) Oricntation (prior knowledge connection), where the system helps the
students relate their prio: knowledge of the domain to learn; (ii) Coaching (knowledge growth),
where the teacher first models the task for the students, then help them handle the task on their
own mainly by scaffolding and fading; (i) Tuning (knowlcdge articulation), where knowledge
restructuring is exercised via peer interaction and the teacher plays a less active role; and (iv)
Routinization (knowledge solidification), where students solidify their knowle e by keeping on
practicing, perhaps under some form of pecr pressure.
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Leamning under OCTR advances gradually as the amount of social activities increases.
Interestingly, OCTR can also serve as a framework for describing the cognitive development and
motivation of students, categorizing many existing teaching strategies, and better understanding
how to introduce meta-cognition and attitude in learning systems. Perhaps, most important of all,
OCTR can bridge traditional CAI, ITS, and social lcarning systems. Traditional CAI seems to be
best on oricntation and routinization while ITS concentrates more on one-on-one coaching
(because there are more intriguing artificial intelligence issucs such as student modelling in the
coaching stage than oricntation and routinization stages); social learning, on the other hand, is
more appropriate in tuning and routinization stages.

Finally, we may use OCTR to describe the different cducational practices in the East and the
West. In the competitive educational systems developed in some Asian countries, the survival of
public examinations is the main objective of almost all students, the emphasis is mainly on
modelling (a part of coaching) and routinization, and leaving other parts of coaching and tuning
unattained. However, many Asian families employ private tutors for their children. In the West,
orientation and tuning seem to be the key parts of the classroom teaching. Orientation and tuning
can encourage indcpendent thinking and innovative ideas; but inadequate emphasis on
routinization may result in the declinc of the students' examination performance. This difference
in educational philosophies partly reflects the cultural difference between the West and the East.

Leaming Environments

LISA is a system composing a number of sub-systems of different social learning environments.
Currently, we are investigating some learning environments in the large spectrum between two
simple models: the centralized LCS model such as Integration-Kid where there is only one
artificial learning companion and the distributed LCS model such as Distributed WEST where
there is only one human learning companion. For the centralized LCS's, we are exploring three
models: Three's Company, GLASS, and LNET. Three's Company (Figure 2a) is a direct extension
of the original LCS where the user learns together with two computer simulated learning
companions. The different performance and persona of the two companions generate interzsting
cognitive and motivational issucs. GLASS (Glassroom society dialogue model) (Figure 2b), is a
more complex model. It consists of two parts: the inner world (glassroom) and the outer world.
The outer world is an LCS model. The inner world is the subject to be observed and discussed by
the outer world. The glassrcom is a general term. It may be an object, an episode of video, or
another small learning socicty. A daily life example of this model perhaps is the operating room
in a hospital where medical students outside the room observe the operaticn process through a
glass window and arc explained by an instructor some critical points in the process. LNET stands
for Learning by NEgotiated Teaching (Figure 2c) where the human student negotiates with the
tcacher a mutually acceptable learning goal and learns after the teacher before teaching the
computer student; and the process is repeated.
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The investigation of distributed social learning models (Figure 2d) was led by the
anticipation of the integration of ISDN technology and satellitc communication and that there will
be more schools not located at centralized places in future. For example, the synchronized model
is one where all students face the same computer tcacher. If the teacher asks all students the same
question, students will then communicate with their own computer companion before giving an
answer. If the teacher does rot offer comments to any individual student, then each student may
have a private computer teaching assistant to help. Also, it shows statistics of the students’
answers and sclects excellent answers or common mistakes to discuss. Because all students learn
from the same teacher, it needs to exert some synchronized mechanism during the leamning
process. Another model we are looking at is the distributed version of reciprocal teaching [PaBr
84] where an implicit cognitive task is partitioned into several explicit sub-tasks taken by different
students, and they take turns to undertake cach of these sub-tasks. This is indeed a form of
distribuied rolc playing game but in the context of lcarning. Besides, we are using distributed
social learning systems as intermediate systems before accomplishing a centralized leaming
system. For cxample, to design LNET, a centralized learning by negotiated teaching system, we
start with some distributed versions of the system first because a distributed version would be
simpler and casier to understand. Finally, we are also developing a framework to classify and
analyze distributed social leaming systems.

@ User

Figure 2¢ Learning by Negotiated Teaching Figure 2d Distributed Social Learning Systems

Student Modelling and Teaching Strategies

Because of better focus on learning environments, we do not include student model in the current
prototypes such as Three's Company and GLASS. Student modelling problem is more complex in
social lcarning systems than in [TS since a set of student models is required, instead of one. Apart
from cognition, student modelling embraces issues of meta-cognition, motivation, and attitude.
Several sub-projects set forth in this direction. Since we can view learning in social environment
as successive interpretations of the subject by different agents, a sub-project begins to seck for a
representation of conversational model of agents. Another rescarch attempts to raise motivation
by developing cffective dialogue model among agents. Also, engendering meta-cognition through
social leamning is another sub-project's focus. To support tecaching strategics in a social lcarning
environment, we also conduct a research on examining how to index examples.

Besides these issucs, social learning represents a wide range of opportunitics for contribution
of students' attitude and sociability. For example, in social learning environments, students leamn
that making mistakes is a natural phenomenon in learning and experience sharing of success in
collaboration. In reciprocal learning, if there is a critic, students will find that negative opinions
are constructive to the outcome, especially when the outcome is compared with others. In learning
by teaching, the user helps computer learn, instead of being helped. This change of perception of




interaction and the experience of playing an adult role in a productive way may help students
develop a sense of personal adequacy.

Multi-Agent Interface Design

Aparti from text and voice, different agents' graphical facial expressions and gesture can potentially
animate social dialogue and emit informative elements. It remains to be a research issue to
generate learning information with higher density by coordinating these multimedium sesources
with consideration of the social status and persona of the agents. Furthermore, we had difficulty in
arranging the agents on the screen in our implementations of some prototypes. These are
important and practical issues and we are now formulating more precise research questions before
initiating a sub-project in this area.

Multimedium Knowl -Based Authoring Archi r

To efficiently develop and incorporate artificial intelligence techniques, a multimedium
knowledge-based authoring architecture, OCTR-Tree, is currently being developed. Almost all
sub-systems will use it to implement in a year. OCTR-Tree supports the OCTR mode! and adopts
part of the Curriculum-Tree knowledge-based architecture features. Like Curriculum-Tree,
OCTR-Tree is based on the assumption that the domain knowledge structure is isomorphic to the
learning goal hierarchy which can be constructed through analysis. In this learning goal hierarchy
or tree, each node can possess a cluster of learning episodes. An episode is a small unit of lcarning
activity, usually having a beginning and an end. We can classify cpisodes into four types, namely,
O-episodes, C-episodes, T-episcdes, and R-episodes. These episodes are distributed over the tree
and the whole discourse of activitics is to sequence and run these episodes in the order: O-
episodes, C-episodes, T-cpisodes, and finally R-episodes, in an iteratively spiral way. OCTR-Tree
consists of five components: an OCTR-Tree editing environment, a prototype-based programming
language, a class-based programming language, a tool set, and a multimedium object library.

Evaluation

Evaluation is an important part of the LISA project. A preliminary field evaluation has conducted
on the learning effects of Distributed WEST and the result is positive and encouraging {Ch+ 92].
Most students think that it is effective to learn with a companion. To our surprise, we found that
students seem to prefer competition to collaboration. This indicates that it needs more research to
study the invaluable learning motives and striving attitrde engendered by competition and try to
avoid the ill effects, caused by revealing strengths and weaknesses in comparison,

For the languages we have designed, we have used them in three classes at National Central
University and proved that they are achievablg by the freshmen. Currently, we are comparing the
differences between two classes; onc uses these multiple languages and the other, like most
traditional approach, uses a single imperative language, Pascal.

Also, we begin a comparison of social and self-directed learning and undertake a formal
evaluation of Three's Company to test both motivational and cognitive effects in some controlled
performance patterns; for example, the human student's performance is always between the two
leaming companions, like a sandwich.

Discussion

To develop systems for students to use for today, not for the next decade, we plan to set up an
experimental classroom with over twenty Mac Quadra this Summer. We do not simply deliver our
learning sub-systems to users and then evaluate [Clan 92, MuWo 92]. Students and teachers take
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part in the design process from the very beginning. Produce simple systems initially, then
continue the development in the course of recurrent testing, observation, reflection, and redesign
until it is able to be formally evaluated and used.

It is our hope that the project LISA would serve to stimulate further research interest and
development effort in building effective multimedium learning environments. As the price of the
computer is falling, the power of computer is increasing, and the technology of multimedium
support is becoming more accessible, more than at any time we have an opportunity to create new
breeds of learning environments that mav bring important impact to education, even we believe
that a revolution in education has to v...it for a new business to market learning effective
multimedium software that is profitable.
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THE VISUAL INTERFACE:
Color & Location Coding In A Non-Linear Visual Display

WILLIAM W, CHAPMAN
Georgia State University
559 Willivee Drive, Decatur, GA 30033, USA

The traditional method of information dissemination is based on a lincar form, and is
reflected in such printed material as the history textbook or the daily newspaper. How we
structure the information search is a very important part of our daily activitics, and that includes
the educational process. Often, the limitations of mass distribution guide our direction. Our
search procedure follows the established lincar form in print and the eclectronic medium.
However, the application of multimedia in educational and consumer information presentations
provides a much more complex form of distribution. Multimedia opens up new potential for the
increasing quantity and complexity of information we must search and evalualc every day. To
cducate and inform effectively through the interactive media, we must first learn which
presentation techniques help achieve this goal. Two of these techniques involve the use of
location and color-coding in visual displays.

Interactive multimedia can be a powertul educator, however, in such instances when the only
communication link to the student is through the visual display, the exchange occurs in a single
mode. The visual interaction becomes the only means to receive information. Whether displays
of user instructions, content, or learning example, all data must pass through the visual channel.
This requires the observer to visually scan, process and identify every stimulus to determine its
function and response. Thercfore, nonverbal instruction requires the user to concentrate more on
content. By following all the parameters of physical and psychological color perception, we can
code a substantial amount of information into a visual learning experience. The medium can
become the “teacher.”

Consistency of location is a major part of our lifestyle, and the same concept applies to the
visual presentation. Screen designs are extremely effective when information is displayed in a
structured appearance, and expected information is where it should be . . . (Galitz, 1989).
However, location can only be beneficial when relavent or supported by the task. Repetition and
consistency of screen location have a positive effect on the time performance variable in a linear
presentation. “A consistency of screen lncation for links has proven superior to the use of color in
search tasks” (Christ, 1975; Aspillaga, 1991; Tsal & LaVie, 1988). Location was also superior to
symbols, shapes and even color-coding in the processing of screen displays (Aspillaga, 1991; Tsal
& LaVic, 1988). With a predictable location code, the search variable is basically eliminated.
The student has learned the location of the target, and immediately examines the stimulus at that
location. The process reduces to a simple identification task. As in most linear presentations, the
ongoing task is a forward progression. Therefore, a consistency of location makes the entire
search and identification process extremely efficicnt and effective.

In a non-linear presentation, a consistency of location targets may not always be possible, or
practical. Different topics can create an entirely different set of targets and responses. The
hierarchy and information flow can casily shift direction, or become totally new and unique.




While individually, each topic may follow a lincar path, there is the ability to jump interactively
between the visual design schema. Such non-linearity requires & new search task, which defeats
the advantage of location coding. This study examines the effect of non-linearity in a visual
sequence upon the search and identification process.

The other valuable technique for information display employs a color-coded scheme to
cstablish relationships. Targets contain a particular color value that, in linear form, is consistent
throughout a display serics. Students are assisted in scarch and identification of stimuli by the
color value, which can remain constant while the exact target may change by size, shape, text or
any other manner. The color scheme can relate to a particular task, meaning or relationship. The
biggest advantage to using color over achromatic is the opportunity to provide additional
independent or redundant infornation to the student.

In many ways, color-coding is a much more versatile tool than location. The increased
capability to create logical progressions, form group associations, define ideas by nature of the
perceived or leamcd mceaning of the color, or establish the link or pathway to a particular section,
provides a clear advantage. Independent coding can identify links and define relationships.
Redundant coding can perform thosc tasks as well as establish meaning, intervals and perceptions.
The use of color as a steering device in printed or linear visual information can facilitate speed
and accuracy of identification and enhance the short and long term cognitive effects (Christ, 1975;
Green & Anderson, 1956: Lamberski & Dwyer, 1983; Smith, 1962). Students subjected to color-
coded instruction and testing scored significantly higher than 4 monochromatic control group.

We must, however, use color wiscly. Any learned meanings of color values wiii often
supcrcede the desired response.  Color values must be separated sufficiently to avoid confusion,
unless such proximily establishes a scale or progression. The number and type of colors on a
display will directly affect the performance of the presentation. With multidimensional displays,
an increase in the number of non-largets containing the target color caused a substantial increase
in the scarch time. Such an “effective density” or density of items displayed in the same color as
the target, can cause havoc with the task (Cahill & Carter, Jr., 1976), In a display of multiple
colors, search time increases with an increase in the density, or amount of different display colors
(Smith, 1962). Therefore, when designing color displays, density is an important variable to
cffective communication. Optimal coding efficiency generally occurs when colors limit their
range from four to seven.

ADVANTAGES OF COLOR AND LOCATION CODING

Color 1.ocation

Create Group Associations . .
Define Logical Progressions .
Decrease Search Time .
Utilize Leamed Meanings .
Establish Links or Pathways . .
Define Intervals or Scales .
Superior Processing Time .
Create Perceptual Meaning .

Location and color-coding techniques enhance the effectiveness of lincar presentations. In a
non-linear format, however, consistency of location or color is not a guarantee. 'To handle a large
amount of information, codes may require changing with the information. How will this effect an
observer who randomly moves about a presentation? A group of codes at a particular location
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may change rclationships or value as the display format alters, In color-coding, the change may
be more severe. Coding that has established a meaning or direction may rcquire a change with
new displays. Often, the information flow dictates the code in use, If the flow changes, as in a
non-lincar format, the code changes. At this point, we would assume a decrease in the advantage
of location or color-coding. Therc is also a strong possibility that non-linearity may eliminate the
value of codces or cven creale a negative reaction,

As the use of multimedia grows in consumer, business and educational applications, the
importance of cffective display interaction will magnify, In display dynamics, the ultimate
objective is one of performance. The speed and accuracy of the task, also short and long term
cognitive cffects become the goal of the multimedia designer.

To achicve this goal requires an interactive analysis of screen location and color-coding of
stimuli in relation to response times in a non-lincar visual display. This rescarch will examine the
ability of screen location, or target color when such location is not consistent, to cuc the observer,
A secondary question will examine location and color to detenning if location remains a superior
variable in a non-linear presentation. By examining the scarch times at non-linear points of a
presentation, we can hypothesize certain results.

1) A consistent screen location stimulus improves the performance time of a
non-:inear interactive visual presentation,

2) Color-coded stimulus improves the performance time of a non-linear
interactive visual presentation,

3) A consistent screen location stimulus is more effcetive than color-coding in
improving performance time of a non-lincar interactive visual presentation,

METHODOLOGY

‘The presentation vehicle for this study consists of a scries of visual displays presented in the
HyperCard format on the Macintosh computer. The format resembles the typical on-line,
instructional *help” documentation available to users.

Three variaions of this tutorial were randomly administered to 82 participants, Research
subjects included a group of university students as well as a group of multimedia professionals,
All subjects are computer literate to the extent of understanding the mouse and target selection
operation, ‘Thercfore, basic computer instruction was not necessary. Subjects averaged a current
or completed college education,

To test the color and location variables, presentations were set-up in the achromatic control
group, chromatic coding, and location coding variations. In a Macintosh operating system,
applications or programs are storcd in folders, The three versions, titted “Test 17, “Test 2" and
“Test ™" were stored in an untitled folder. Therefore, the subjects had no indication of the
particular test they were to perform.  After launching the application, the only involvement with
the participant was the test procedurc.

The construction of the visual display involves two componcents. Onc element is the textual
information that simulates the on-line instructional message. Information was transcribed from an
Apple Computer, Inc. press release regarding the introduction of the new Powerbook Duo and
Macintosh IIvx systems. The textual displays, cdited into a form more suitable for visual
displays, introduce observers to thesc new lines of Macintosh computers. This content was
revised and condensed so that no individual would have previously worked with the material.

Each screen contains onc paragraph with a single message content. The message structure
and flow simulate a non-lincar format. While the general topic remains the same, each screen is
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an individual idea with no linear rclationship to another. The first screen of the display will carry
an introductory message that includes instructions for determining the appropriate target when
identified in the display text,
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Screen #1 - Sample Layout of Text and Targets

The task in all instances involves moving the mouse cursor to the target and pressing the
mousc button, a common Macintosh operation. Should the participant incorrectly respond to the
directions of Screen 1, a secondary instruction reminder appears on the screen. Only after the
obscrver understands the instructions and performs the correct response docs the test continue,
‘The last sentence of each message reveals to the user the identity of the target. This sends the
user to the next screen display.  An incorrect response returns a “beep” sound,

Nine screens comprise the presentation. Each display has a specific objective within the
serics.

Screen 1 - Introductio/In tion

Screen A - Additional instruction

Screen 2 - Normalization (Initializes mouse/cursor position)

Screen 3 - Leamn #1 - Level one of coding

Screen 4 - Data #1 - Level two of coding, measurement point #1

Screen 5 - Normalization - Disrupts linear code and reinitializes mouse
Screen 6 - Learn #2 - Level one of second coding

Screen 7 - Learn #3 - Level two of second coding

Screen 8 - Data #2 - Level three of second coding, measurement point #2
Screen 9 - ‘Termination

At two points in the series, screens come up with a single message indicating the next target.
These are the two data points where response measurements will be taken. The reason for
including only a target identification on these two screens is simple. It avoids two problems with
the methodology. Ome is the different reading and comprehension speeds of subjects. While the
reading of a paragraph could vary significantly between respondents, the comprehension of five
words is much shorter.  Therefore, differences in skill should be minimal for the data screens.
The relationship to the search task allows for a much more accurate evaluation of the variable.
Two, it avoids any advantage should the subject begin reading the paragraph from the end,
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thereby revealing the target first.

The second important element of the display is the set of target and non-target items.
Potential targets are numbered 1 - 8 for response identification, and placed in equally sized square
boxes to establish the area for the cursor. Targets are located at 45° intervals around the periphery
of the display. To maintain a non-linearity, numbers never repeat in the same location, and are
never sequentially identified as the target. The displays may appear overly simplistic. This is
necessary to limit the outside variables of human interaction.

The control group viewed the achromatic, randomly iocated target version. Targets were
non-linear in location and identification, to avoid any pattern or repetition. To circumvent any
grey-scale contrast influence, all values were either 100% black or 100% white.

The chromatic group viewed targets that were assigned one of eight color values. The
identification of each target matched the achromatic version, allowing only for the color
enhancement to affect the result.

To determine the target color valu.s. a pre-test was performed on eight different hues. Colors
were assigned by dividing a 360° coinr wheel into cight equal 45° sections. Beginning at (°, or
red, values were created a: each 45° interval, keeping all other levels of luminance constant. The
eight colors were then assigned to two different displays in an arrangement of targets similar to
the layout of the original targets. The values were arranged so that adjacent colors on the wheel
were not adjacent on the display to avoid any directional perception.

Sixteen respondents, viewing one of the displays, rated the eight values in order of dark to
light. Two colors, orange and magenta, were perceived by the largest percentage as the middle
values, and were assigned as the two target colors, with the other values representing the non-
target colors. The first data screen of the main experiment references the orange value, while the
second data point reflects a series of magenta coding. This change in the code also simulates a
non-linear movement of the presentation.

The location coded version is similar to the monochromatic version except in the placement
of the achromatic target. While the locations are consistcat leading up to the two data screens, the
target identification changes in the same sequence as the achromatic version. This isolates the
location variable. To avoid any pattern, no target identifier repeats in successive screens, only the
location. As in the chromatic version, the variable changes between points of measurement. In

this instance, the location of the target shifts after the first data screen to simulate a non-linear
direction.

RESULTS

The twn independent variables, color and location, are hypothesized to effect a positive
change on the search time of the non-linear variable. An application of the f-test should
demonstrate any significant differences between the achromatic control group and the color or
location variables. All data measurements, unless indicated, are in ticks, which is 1/60th of a
seccoud. Search times are based on the response time of the data measurement screens.

Target Search Times
Variance S.D. Mean

Achromatic 4359.40 66.03 225.34/3.76 seconds
Location 11954.39 109.34 182.69/3.04 seconds
Chromatic 22743.41 150.81 291.73/4.86 seconds




Mean search times reveal an advantage to location coding (X=182.69/3.04 seconds) over
color coding (X=291.73/4.86 seconds) or the achromatic version (X=225.34/3.76 seconds). As
with linear presertations, location coding provides a faster search time for display targets. Color
targets created the longest search times of the three non-linear versions.

An analysis of location coded stimuli revealed a significant difference to the achromatic
group (F1,110=8.10, p<.01). The advantage of location coding can reduce the search time
variable of almost any achromatic presentation.

The difference in color coding is also significant, however, the effect is opposite of the
expectation (F1,108=13.56, p<.001). Search times took longer than the achromatic variable. This
would indicate some strong limitations of color-coding in non-linear applications.

Obviously, an analysis of location and color codes revealed a significant advantage to a
system of location stimuli (F1,104=27.63, p<.001). Location remains a superior influence on
search time in relation to color coding.

Reliability followed a slightly different sequence. Standard deviation for the achromatic
variation (SD=66.03/1.10 seconds) was smaller than the location (SD=109.34/1.82 seconds) or
color coded (SD=150.81/2.51 seconds) versions. Deviation levels increased with a change in the
simulated non-linear structure.

A breakdown of data points measurements within each version reveals a different direction of
deviation. The mean search time iucreased between the two points of the achromatic version.

Both search time and ~eliability for achromatic targets became less effective during the
presentation.

Comparison of Data Points Within Versions
Variance S.D. Mean

Achromatic 1 2243.61 48.2] 219.38/3.66 seconds
Achromatic 1 5810.67 77.58 234.76/3.91 seconds

Location 1 14106.64 121.03 211.37/3.52 seconds
Location 2 8278.37 92.72 154.00/2.57 seconds

Chromatic 1 25700.56 163.49 317.54/5.29 seconds
Chromatic 2 18607.89 139.11 265.92/4.43 seconds

Contrarily, the coded versions achieved more effective responses as the presentation
progressed. Location improved response time and reliability. Color-coding, although not as
effective, also improved student response.  As reliability diminished for the achromatic targets,
the coded variables increased. Search times also reflected better success during the presentations.

An analysis of measurements between data screens within each version indicates a significant
advantage only in location coding. Even then, the confidence level suggests only minimal
reliability (F1,52=4.94 p<.05). Achromatic and color coded applications had no significant
difference in the two areas of the presentation.

DISCUSSION

The advantage of location coding over color is evident in non-linear visual displays. The
repetition factor is easily learned and applied from display to display. Once the method
establishes, the concept carries along, eliminating the need to scan all targets. Should the
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previous location be incorrect, then a random search begins. Only then does the process return to
the same level as other coded or uncoded displays. It can-be suggested that, because of effective
location coding, a relationship between content and location can be an extremely useful tool in
non-linear presentations. There is some value noted in the cognitive effect of the location
variable. The ability to learn location, in association with a redundant content selection, should
produce a low search time compared to other methods of coding.

There is strong evidence to show that Hypothesis #1, proposing an advantageous value on
location coded displays, is valid. A consistent location, even in a non-linear flow, provides faster
search times. Within individual linear divisions, the location variable increases in value and
importance by maintaining a content and response association.

The use of color coding provided an opposite, and unexpected result. Search times were
signif°cantly higher than either the achromatic or location version. Since the chromatic variable
was the only addition to the achromatic version, this additional stimulus created a negative result.
Once such cause for increased times could be the number of color values. Eight different hues
exceed the recommended four to seven colors that most research indicates as optimum. The
increased density produces several non-targets that must be processed by the observer. It could be
suggested that all non-targets must be evaluated against the target to determine the accuracy of the
target before response. If valid, this argument also could support the lack of any learning effect
between the two data points of the chromatic version. However, there may be other factors that
influence the outcome.

As a repetition of location created a “probable” target that assisted the search task, location
also may influence the search point of the next color target. Obscrvers, when presented with a
new display, may cognitively return to the original location as a starting point for the search, thus
giving the advantage to location coding, which the results indicate. In the same schema, the
student may first search the “probable” ! cation, and deterinine its color value. When the target
color does not appear at the “probable™ location, or is not the necessary response, the search
begins again, as in all variables. Therefore, it becomes a game of chance, in which the odds of
location, always being the first choice, come out ahead. The significant negative outcome of
Hypothesis #2 demonstrated the reverse effect of color-coding in relation to a non-coded display.

The method of coding is not always apparent to the user. In all three variables, prior
knowledge of the system was not indicated, or suggested, by the structure. Therefore, some
influence may havc occurred in the realization of a coded sequence. One would suggest the
advantage belong to any coded systcm.

The location coded displays were significantly faster than the color-coded versions
(F1,104=27.63, p<.001). Under the conditions of this study, we can safely assume the increased
performance value of location coding. Hypothesis #3 presents a useful guideline when designing
this type of visual presentation.

Each test can be separated into two measurement groups. The first point follows two stimuli,
the second after a change of target and three displays. Only in the location study did any
significant learning curve appear (F1,52=4.94, p<.05). Location responses significantly improved
as the coding scheme progressed. Color results, although demonstrating a similar trend, were not
large enough to support such an argument. The increased density may require more repetition to
be effective. The achromatic revcaled negative results. While no conclusion can be reached, it
does open an interesting avenue for further research into caded patterns with repetitive non-linear
displays.

From the results we can suggest certain guidelines regarding coding in a non-linear format.
After an cvaluation of the task to be performed, a criteria of performance objectives can assist in a
coding objective. Results indicate search times most suitable to a location coded system. Such a
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system may be valuable when students need to retrieve or search information quickly. The
advantage of speed enhances volume of information and economics of operation.

Color coding does not perform well under these circumstances. Future research must explore
the ability of color in non-linear application to perform other functions. Redundant coding in
conjunction with location may provide additional advantages, as search times could be
supplemented with additional data based on color. Educational presentations arc the likely
candidates for supplementing information with color-coded stimuli. The tools of learning can
easily be incorporated into redundant and repetitive schemes. The ability to associate color with
content or learned meanings also can work with location and/or content directions. While no
conclusion on learning effects could be reached, this study illustrates the potential for cognitive
processes to have an influence on repetitive non-linear presentations. Future research also can
explore these combinations over a series of non-linear displays with varying levels of repetition.

One reason for longer color coded search times involves the display density. Eight values
were displayed, more than the recommended value in linear forms. By applying the four to seven
values limitation of linear approaches, we can evaluate different density variables. It could be
speculated that any introduction of color has a negative effect, however, I speculate that color will
show similar characteristics to linear forms in non-linear formats. Research also can examine the
ability to multi-code color and content. The effects of redundant color coding may prove superior
to location when the evaluation of content becomes a more important task.

The characteristics of color and location coding suggest similar advantages and disadvantages
between non-linear and linear presentation. By further research into the limitations of coding
variables, we can design and implement better educational and information interactive
presentations based on their strengths and combined advantages.
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Introduction

This paper discusses a resource-based approach to presenting learning materials. A platform
for delivering such materials is introduced, and our early experiences of using this sysiem in a
teaching environment are summarised.

In the past, the time required to create computer assisted learning (CAL) material has
limited its introduction into mainstream education. Typically 100-150 hours has been cited as
the time required to produce one hour of instruction (Christie, 1990). Also, material produced in
this way is difficult to update and becomes redundant as knowledge changes. Furthermore, no
two teachers have exactly the same views on how a subject should be taught, which means that
CAL material is not often used outside of the institution in which it was developed. A resource-
based approach integrating current hypermedia practices can address all of these problems by
permitting the creation and integration of new material and the customisation and easy updating
of existing material. In this way it is possible to overcome the limitations of traditional CAL
which have prevented the widespread use of computer-based materials in education.

In 1992 the U.K. Universities Funding Council (UFC), announced that it was making
provisions for the development and delivery of computer based learning materials for higher
education under the Teaching and Learning Technology Programme (TLTP). The aim of the
programme was “to make teaching and learning more productive and efficicnt by harnessing
modern technology” (UFC, 1992) and builds on previous UK. funding initiatives such as
Computers In Teaching Initiative (CTI) and Information Technology Training Initiative (ITTI).
Funding was provided for subject based consortia, which consist of departments from several
institutions working together to create courseware for a particular subject, and institutional bids,
which involve the creation and delivery of courseware as part of an institutional infrastructure
with backing from senior management. A number of the successful bids involved the use of
Microcosm (Davis, Hall, Heath, Hill & Wilkins, 1992; Fountain, Hall, Heath & Davis, 1990), an
open hypermedia system, as the delivery platform: in particular the University of Southampton
was awarded a sizeable grant to integrate the use of technology into the teaching on a number of
high profile undergraduate courses, using Microcosm as the central platformt.

This paper describes the Microcosm model and philosophy, and explains the advantages of
taking an open, resource-based approach to the development and delivery of learning materials
over traditional CAL practices. We describe early experiences in creating materials for the
Microcosm environment, paying special attention to the features of the system which make
authoring in this way different from traditional practices. Finally, we look at the initial use of
Microcosm by students of History and Biology at the University of Southampton.
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The Microcosm Model and Philosophy

Microcosm consists of an open message passing system combined with a number of viewers
and filters. Viewers are programs that can display the various formats of text documents,
pictures, sound and video. They can communicate with the filters to establish what active areas
exist in a particular document, and allow users to make selections within the document, then
choose actions such as following a hypertext link. The information concerning the selection and
action are then bundled into a message which is sent through a chain of filters, each of which has
the opportunity to respond to the message by taking some action. Particularly important filters
are the linkbases which contain all the information about lirks and which can respond by
offering the user the opportunity to display the document which is the destination of the link.
Other filters provide aids to navigation, dynamic link services and link creation facilities.

In brief the advantages that such a system offers when producing learning materials are as
follows:

a. No Mark-up in Documents

All the information concerning links is held in link databases or linkbases. This means that
by installing different linkbases, as appropriate, it is possible to provide different views on the
same set of documents. It also means that it is possible to continue to view the document using
the application that created it, which is necessary to keep the system open and to allow inter-
application hypermedia functionality.

b. Open Architecture and Connectivity to Other Applications

It is possible to make links that dispatch other programs with a given datasct as a
Microcosm viewer. More importantly it is possible to follow links from third party applications.
In the Microsoft Windows version of Microcosm this may be achieved via the DDE where the
third party application supports such communications, or else via the clipboard. The process of
adapting an application to talk to the Microcosm message system typically involves writing a
few lines of code in the application's macro language: currently we have added such
functionality to Word for Windows, Toolbook, the SPANS Geodata system, Superbase, MS-
Access and Autocad, as well as producing our own specialist viewers for around ten other
common formats such as text, bitmaps and Windows Meta-files.

If learning at a computer is to be about more than simply absorbing information and
responding to set questions, then the system must offer both the author and user a seamless
interface to the normal applications and tools that make up the entire system; for example a
mathematician may well wish to use a package to investigate the shape and behaviour of a
function. In such cases it should be possible to link into and out of the required package.

Since the architecture and message system of Microcosm are open it is very easy to extend
the functionality of the system to suit the needs of a particular application area: furthermore it is
possible to distribute Microcosm functionality across different machines on a network, cven
where the machines themselves have differing architectures. Unix and Macintosh versions of
Microcosm are currently under development.

¢. Reduced Authoring Effort.

In most hypermed:a systems links have specific source and destination anchors. Microcosm
supports such "specific" links, but also supports more general links. "Generic" links have a fired
end point, but may be followed from any point where a given selection occurs within a
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document or specified set of documents. This means that it is possible to create a single link to a
piece of reference material, which may then be followed wherever the specified source selection
occurs without having to re-make the link at every possible source point. This facility makes it
possible to put together sets of reference material on a particular subject domain, and allow users
access to this material from whatever point in whatever document they are currently examining.
For example, we have made good use of a Dictionary of Biology, by automatically generating a
set of generic links to each term in the dictionary. Now, by intalling this linkbase along with the
others in any application in the biology domain, the user has immediate access to all this
information from any document.

There are a number of other ways of following links in Microcosm. Documents may have
associated keywords which may then be used for link following. Also text documents may be
pre-indexed to allow a built-in information retricval system to attempt to match suitable
documents or sections of a document from a query made from a text selection (Li, Davis & Hall,
1992). Authors find this facility particularly useful when attempting to produce links in very
large bodies of material, and this feature is a fundamental tool for deducing relationships
between various documents where no appropriate links have been previously manually authored.

d. Selective Browsing.
Both links and documents in Microcosm may have user defined attributes. These attributes
enable us to attach keywords and descriptions to the documents and links. These attributes allow

users to make queries of the system. It is possible to navigate the document collection entirely
by document attributes.

The resulting Hypermedia system has an intrinsically different feel from most other
Hypermedia systems. In effect Microcosm provides a link service which supplements the normal
navigational facilities provided by the operaing system, resulting in an environment in which
the onus is on the students to interrogate the system in order to find answers to questions which
are formulated either by themselves or by a tutor - i.e. the student must ask the system "what
other information do you have about subject X ?"; most other systems take the opposite approach
- i.e. they announce to the student "I have information on subject X", thereby reducing the degree
to which the student dictates the course of the interaction, and reducing the requirement for the
student to formulate and ask questions. This free-ranging environment is ideal for providing fast
access to large volumes of multimedia material, as is often required in conducting research, but
may however be either intimidating for naive users, or inappropriate for some teaching needs. In
these cases, more formally defined routes through a body of information are required, which are
provided in the form of Mimics. These arc tours through a particular set of multimedia
documents which may be definec by an author, and which may be followed by the reader, but
without sacrificing the facility of being able to follow other hyperiext links as and when
required.

The requirements of the various TLTP projects

Microcosm is quite unlike packages such as Toolbook and Authorware. These packages
concentratc on providing very smart delivery of carefully prepared material: Microcosm
concentrates on allowing users to browse through large bodies of material in a scamless manncr.
Because of this fundamental difference we have only a little experience of the sort of techniques
that authors will use in delivering teaching materials using the system. As the TLTP programme
is getting under way and a number of lecturers in a number of subject areas are starting to




produce delivery materials using Microcosm, we are beginning to get feedback on the sort of
special facilities that authors require.

Principally we have found that our user community has broken down into two distinct
groups. The first group wishes to use Microcosm as the entire delivery mechanism. The second
group wishes to use some other package (Toolbook, Authorware and Guide are notable
examples) for the front end delivery of the teaching materials, but wishes to use Microcosm for
linking together the materials. The advantages of this approach are:

a. Microcosm may be used to launch any application. A common requirement is to launch one
application to simulate an experimeni, while simultaneously launching a hypertext with
explanatory notes.

b. Once Microcosm is running it can provide a link service over and above that provided by
closed hypermedia systems. It is possible to follow links from one package through to another
package. A common example of this is to have a set of reference material defining terms that
will be used throughout a body of teaching material. Using Microcosm's generic links it is
possibie to follow links to the reference material from whichever package the student is
currently working.

¢. Microcosm allows separate logins for each user. (Windows and DOS do not have any
concept of different users.) This means that Microcosm can keep track of who is using the
system, and allow staff to configure the system in different ways for different users.

d. All Microcosm messages may be monitored. It is therefore possible to produce statistics of
what information is viewed, and how that information is accessed.

In section 2 it was pointed out that the open architecture makes it easy to add new
functionality. There have been three notable requests for enhancement of the basic model as
described in the previous section.

a. A student progress logging system

Much importance has understandably been attached to measuring student progress through a
body of materials. Microcosm has a logging filter, which saves a copy of every message that is
sent through the filter chain. This allows open ended analysis of user interactions with the
system. Teachers have asked us to provide specific tools to analyse these log files.

b. An event monitoring system with active buttons.

Currently Microcosm actions and buttons are actuated explicitly by the user. However,
authors have identified occasions when they wish to make Microcosm take some action when a
specific event occurs. An example of this is the request to load a text file to the screen at some
specific point during the play of some piece of mus': or some video. These examples are being
dealt with by introducing the idea of automatic links, similar to those described in Palaniappan,
Yankelovich & Sawtelle (1990), into the appropriate viewers. More problematic have been some
requests to monitor events in applications which arc not Microcosim awarc and cangot be
programmed o send messages when the required event occurs.
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¢. Extended Mimics.

The current Mimic system all~ vs an author to define a linear route through a set of
documents. The author has limites control over the appearance of the document. There is a
demand for greater control of the desktop from the Mimics, so that the author can control
exactly what appears in front of the user. This is particularly important when a student is being
introduced to the system, and we are attempting to provide such control initially by a simple
scripting language. Later we will provide a graphical interface for the author to produce such
scripts. A further enhancement we hope to introduce to the Mimic system involves allowing
various branching and looping structures.

Experiences of Authoring

Many of the problems which are experienced when using hypermedia are in part due to the
fact that not much serious authoring has been done on material which is intended for users rather
than on material which is intended for research purposes (Hutchings, Hall, Briggs, Hammond,
Kibby, McKnight & Riley, 1992). However, some work has been done on hypertext authoring
and patterns are beginning to emerge about how authors go about creating hypermedia learning
materials (Kidd, Hutchings, Hall & Cesnik, 1992). Previous experience indicates that the
authoring process is as follows:

. define the content in general terms

. create a pictorial overview of the main topics

. begin to create material

. level of detail increases

. new links and content are incorporated into striciure
. refine and update as you go

It is important to note here that whereas in the past conient has been defined completely
before any programming or work on the computer began, with the highly interconnected
information environment that is possible with hypermedia systems, the design process is an
ongoing one, with the need for new links and content areas only becoming apparent during the
process of authoring.

Establishing a resource-based approach to the creation of learning materials is different
again from the task of authoring closed hypermedia applications. It comprises two parallel and
continuous processes. First, the resource material must be collected together and made available
in a suitable format. Links are created between individual picces of information to create what
might be referred to as 'raw hypermedia'. However, as has been pointed out before, this is not a
suitable environment for learning to occur (Hutchings, Hall, Briggs, Hammond, Kibby,
McKnight & Riley, 1992) . Educational hypermedia must support a varicty of purposes, from
providing introductory material for naive learners, through to a general information resource for
experienced lcamners or even those who are experts in their particular field.

The second stage is therefore one of refining or tailoring the resource-base to meet specific
needs, for example by providing guided tours, or creating alternative link sets for different
groups of users - one set for introductory learning, another more extensive set for experienced
learners. Thus the same basic material is available to both groups, and inexperienced learners
have access to the same information as experienced learners, but the complexity of the overall
resource-base is hidden from them until they can 'find their feet' in the system.




First Experiences of Using Microcosm in a Learning Environment

At the time of writing this paper we have completed three surveys with students, t2e first of
which involved using Microcosm to store and deliver notes for a course introducing computer
programming (Davis, Hall, Hutchings, Rush & Wilkins, 1992). There were about 50 students on
the course and they were required to use the system for at least one session in order to complete
some coursework: many used the system more than this. From this exercise we learned
important lessons about how to present the features of Microcosm to the user, and also about
how to log the system use so that all a complete reconstruction of a session would be possible.
These lessons have been fed back into the system, and we are now piloting work for the TLTP
project. Currently the system is subject to much more extensive use by both students and
courseware developers.

Another group of users of the system have been History students (Colson & Hall, 1991), and
this year they have produced dissertations in Microcosm. Cell Motility, an application for
undergraduate Biology students developed using StackMaker (Hutchings, Carr & Hall, 1992) a
Macintosh based toolkit, has been extensively tested (Hall, Thorogood, Hutchings, & Carr,
1989; Hall, Thorogood, Sprunt, Carr & Hutchings, 1990; Hall, Hutchings, Carr, Thorogood &
Sprunt 1993; Hutchings, Hall, Colbo 1, 1993). The content and structuare of this application has
been ported to Microcosm, and this system is being used with undergraduate biology students for
first time this year, and students' reactions to the system have been interesting (Hutchings,
Wilkins, Weal & Hali, 1993). Responses regarding the effectiveness of the system were
encouraging: 80% of users enjoyed using Microcosm, 88% felt that Microcosm was an effective
learning resource, and 85% said they would use it again as a general source of reference.
However, only 65% disagreed with the statement "This ‘high-tech’ route to information is
intimidating", suggesting some uneas¢ with the Microcosm environment. 82% found
manipulating windows easy, so the intimidation must have been due to factors other than the
multiple windowing environment. Only 9% of students using the original StackMaker version of
Cell Motiiity said they felt intimidated by the technology, and since the two systems offer
essentially equivalent functionality, the cause of this problem is not immediately apparent.
However, the overall reaction to Microcosm was extremely positive.

As the TLTP projects continue to preparc courseware we will gain further experiences of
how authors wish to use Microcosm, and how we can help them to make best use of the system.
A large part of the problem that we face in introducing such a system into the university is in
overcoming entrenched attitudes. Many belicve that prior failures using traditional CAL
demonstrate that technology offers no added value in teaching, at least at university level, and
others have fixed ideas about the sort of delivery system they wish to use and are unwilling to
<xplore other routes.

Conclusions

In the future there is a good chance that a large proportion of learning in higher education
will be via technology based systems: the fact that the UFC has initiated the TLTP in the UK. is
evidence of this. If this endeavour is to succeed, the obstacles encountered with traditional CAL
- large authoring times, difficulties with updating and personalising material, the prescriptive
nature of the delivery medium, etc. - must be overcome. We believe that a resource based
approach such as that encouraged by Micrccosm will provide a basis from which many of these
problems will be solved.
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Evolving from Multimedia to Virtual Reality

CHRISTOPHER J. DEDE
Center for Interactive Educational Technology
George Mason University, Fairfax, VA 22030, USA

Multimedia must bridge from its current role of augmenting data delivery in conventiional
instruction to instead fostering a new model of teaching/learning based on learners’ navigation and
creation of knowledge webs. Such a transformation requires evolving today's often fragmentary
multimedia applications into more structured inquiry approaches that build on web-like
architectures from hypermedia. As a further stage of development, through advances in
visualization and virtual communities, multimedia can become the basis for rich virtual "worlds"
that provide both intellectual and emotional stimulation.

Two stages of multimedia's potential evolution involve incorporating hypermedia to enablc
knowledge construction by learners and using visualization and virtual communities to create
artificial worlds. Such advances would make multimedia the core of an information infrastructure
that could be a driveshaft for educational reform. Without such a transformation, multimedia risks
continuing its present status as a hood ornaraent for the conventional classroom, contributing
some motivation at the risk of causing intellectual indigestion through information overload.

Multimedia and Hypermedia

Using decontextualized learning-by-telling pedagogical stratcgies to prepare students for a
world that is increasingly complex and culturally diverse is dysfunctional. Media-based, situated
lcarning-by-doing is an emerging instructional paradigm csscntial for leveraging major increascs in
cducational cffectivencss. Much recent work in cognitive science has centered on “cognitive
apprenticeships,” characterized by student activity in mastering authentic activities rather than in
solving decontextualized problems such as those at the end of textbook chapters (Brown, 1989).
Resnick (1987) describes ways in which one can design learning environments so that they build
on people's abilitics in rcal world settings, enabling them to more easily master new competencics
without formal instruction.

Multimedia technologies have great potential to empower learners' mastery of authentic
activities. The leverage that sophisticated multimedia provides stems from a synthesis of multiple
attributes rather than any single characteristic: learning via structured discovery; motivational
power; ability to tap multiple learning styles; web-like representations of knowledge; enhanced
mastery through learner authoring of materials; the collection of rich evaluative information;
technology-supported collaborative inquiry. At a time when the educational reform movement is
providing momentum for change, the sophisticated user-tailorabie multimedia devices that are
necessary to support these instructional attributes are finally becoming 2° ordable by schools. The
availability of this technological infrastructure enables extending beyond current multimedia
implementations to new types of instructional strategies that take advantage of multimedia's
unique capabilities.

Elsewhere in this Proceedings, our research group's work at George Mason University on
designing a multimedia prototype to foster higher-order thinking skills is described (sce
"Multimedia, Constructivism, and Higher Order Thinking Skills"). Our ultimate goal is to build a
gencric instructional shell for thinking skills that can be easily customized to multimedia content
across a range of disciplines, from science and mathematics to the social sciences and humanities.
As an initial step toward that objective, The Civil War Inte.active Project uses Ken Bums'
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documentary series on PBS, The Civil War, as the core of its multimedia database. With short-
term funding from the Corporation for Public Broadcasting and George Mason University and with
limited technical assistance from Apple Computer, our team has produced a design demonstration
for a computer-based instructional system that teaches a structured process for higher-order thinking
while leamers engage in guided historical inquiry.

Hypermedia—the associative, nonlincar interconnection of multimedia materials—extends this
type of sophisticated multimedia in several ways (Dede, & Palumbo, 1991):

+ The associative, nonlinear nature of hypermedia mirrors the structure of human long-
term memory, lessening users' need to map from how computers represent data to how
people store information.

« The capability of hypermedia to reveal and conceal the complexity of its content lessens
the cognitive load on users of this medium, thereby enhancing their ability to
assimilate and manipulate ideas.

+ The structure of hypermedia facilitates capturing and communicating knowledge, as
opposed to fragmented data, allowing users to view their own mental models as visual
webs of nodes/links,

« Hypermedia's architecture enables distributed, coordinated interaction, a vital component
of teamwork, organizational memory, and other "group mind" phenomena.

Multimedia systems that store the pattern of users' traversal through the database, such as our
projected thinking skills shell does, enable learners, teachers, and researcher to track students’
progression through knowledge webs in the content material. This allows more reflective learning,
as well as sophisticated evaluation strategies that trace shifts in students' patterns of thought.

The ultimate potential of hypermedia is to evolve beyond knowledge representation to
knowledge construction, so that the leamer can modify/add nodes and links. Few hypermedia
systems provide tools to support this type of activity, yet these capabilities are crucial to advance
students past passively assimilating knowledge to actively creating their own mental models.
Research and development in this arca is essential to shifting multimedia from a visual database to
a knowledge construction set. Such an evolution is crucial to the development of evaluation
systems that move beyond measuring factual retention into assessing mastery of higher order
cognitive skills.

In Schrage (1990), Alan Kay analyzes the implications of new media through the question,
"What does a medium ask you to become in order to use it?" Print requires a rational reader;
television, a passive observer; the telephone, a conversationalist. When structured into leam:ing
environments that motivate guided inquiry, hypermedia has the potential to develop more user
metacognition {thinking about thinking) than lincar media. While reading, listening, and viewing
are passive in linear media, web structures demands continuous choice and navigation on the part
of the leamer. This strength of hypermedia representations proviues a bridge for transforming
fragmentary multimedia databases into richly detailed virtual worlds.

Virtual Realities

Trainers have long used technology-based simulations to mimic simplified real-world
environments. However, virtual realities are qualitatively different than small-screen models
because entering and exploring a "world" is a more intense mode of human-machine
communication than "conversational" interfaces in which the user commands the computer to do
something, then waits for a reply (Walker, 1990).

The key capability that artificial realities for learning add to current simulations and
microworlds is immersion: the subjective sensory impression that the user is "inside" a synthetic
environment comprehensive and realistic enough to induce the willing suspension of disbelief.
Much research is needed to clarify all the variables that affect this sense of immersion. At present,
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most work by investigators studying artificial realities centers on achieving sensory
(predominantly visual) fidelity to shift the user's frame of reference and sense of personal space.
However, this focus on objective realism neglects other, more subjective dimensions that underlie
immersion. For example, dreams are immersive even though their sensory and epistemological
fidelity may be low. As another illustration, a well-written horror novel read alone at night can
induce strong; suspension of disbelief even though no visual images are utilized.

A weak analog to immersion interfaces that many readers will have experienced is the IMAX
theater, in which a two-story by three-story screen and high resolution images can generate in the
observer strong sensations of motion. Adding three-dimensionality, highly directional and realistic
sound, an even wider visual field, and the ability to interact with the virtual world through natural
physical actions produces a profound sensation of "being there," as opposed to watching. Because
common sense responses work in artificial realities, the learner quickly develops feelings of
mastery, rather than the perception of helplessness and frustration typical when first attempting to
use a new information tool.

Also, these types of educational environments are strongly motivating, since designers of
virtual worlds can readily incorporate three powerful levers for emotional involvement: fantasy,
challenge, and curiosity (Malone, & Lepper, 1985). Artificial realities can be tailored to the
affective needs of i~dividual learners, incorporating fantasy characters matched to the student's
personality in challenging games or complex adventure-worlds. Of course, these fantasy settings
must be carefully designed to suppress the learning of behaviors harmless in a virtual environment,
but hazardous in the real world (e.g. walking through a buzz-saw).

In addition to providing through immersion greater mastery and motivation than simulations,
artificial realities can support two types of "magic" strongly conducive to learning: visualization
and virtual communities. Virtual environments that simply mimic reality have their uses, such as
allowing learners to experience activities that are dangerous or expensive in the real world.
However, adding the ability to magically act in ways impossible in the real world opens up new
dimensions for education. Through visualization, learners can manipulate typically intangible
entities such as molecules and mental models; through virtual commw. 1ities, students can interact
in rich psychosocial environments populated by simulated beings.

Visualization

Imagine a medical trainee in an artificial reality entering a room labeled "Laboratory." Inside
are three types of tangible, manipulable objects. First, the learner can explore the uses of
commonplace laboratory devices such as microscopes and centrifuges. Second, the learner can
manipulate typically intangible physical objects such as molecules, altering size to perceive in
detail their three dimensional configurations and experimenting with maneuvering two molecules
together to understand how one catalyzes a change in the other. Third, the leamer can perform
similar actions with typically intangible cognitive objects, such as mental models or knowledge
structures, looking for geometric patterns that expose the similarities and differences of contrasting
theories.

The term applied to rich artificial realities for visualizing information is "cyberspace," from a
science fiction novel by William Gibson (1984). The vision of our civilization a couple decades
hence that Gibson presents is both intriguing and plausible. The "nervous system" of global
business is bascd on workers manipulating huge virtual structures of data in a shared artificial
reality; teleoperation (performing activities over distance) and telepresence (mimicking face-to-face
contact through video/graphics representations) dominate human activity. Some "cybemauts” are
interested in having life imitate art and are building computational tools that would enable
Gibson's imagined future.

The fundamental idea underlying visualization is that of displacing cognitive complexity into
the human visual system. Human beings have very powerful pattern recognition capabilities for
images. Spatial data management systems and scientific visualization have established that—when




symbolic meanings are mapped into visible attributes such as shape, texture, size, color, and
motion—increased insight into underlying structural patterns of information is attained (Tufte,
1990).

The virtual medical laboratory outlined above would support two types of visualization
embedded in an artificial reality: "sensory transducers" that allow users' eyes, ears, and hauds to
access previously imperceptible phenomena (such as a molecule) and "cognitive transducers” that
perform a similar function for intellectual entities. Sensory transducers provide a means of
grasping reality through illusion (Brooks, 1988). Using computers to expand human perceptions
(e.g. allowing a medical student—like Superman—to see the human body through X-ray vision) is
a powerful method for deepening learners' intuitions about physical phenomena.

Realistic, directional sound is attainable today to enable auditory transducers, and visual
transducers already exist through computer graphics. However, tactile forcefeedback is a difficult
and expensive hardware challenge: for the early 1990s, cost will likely restrict haptic transducers to
applications, such as exploring molecular docking sites, that necessitate people's very delicate and
important sense of touch (Minsky et al, 1990). Together, all these types of sensory visualization
modalities can combine to intensify immersion in a magical environment of previously intangible
physical entities.

A second form of visualization, cognitive transducers, make intellectual entities such as
knowledge structures visible and manipulable. They are a logical extension of sensory transducers
in enhancing the power of artificial realities for education. Transforming the symbolic into the
geometric via data visualization is useful in situations where the amount of data is large and
interacting with the data to shape its presentation can aid in interpretation.

A leading-edge illustration of generic data visualization approaches is thc Information
Visualizer, an experimental interface that uses color and three-dimensional, interactive animation to
create information objects (Robertson, Card, & Mackinlay, 1991). Designers of educational
"microworlds” (simulations in which the user can change the rules by which the virtual
environment functions) also frequently incorporate cognitive transducers. For example, the
Alternate Reality Kit allows the user to see and manipulate abstractions such as Newton's Law of
Cravity (Smith, 1987).

Beyond visualization, a second type of artificial reality magic is virtual communities. Learners
can interact in rich machine-mediated psychosocial environments populated both by videolinks to
other people and by simulated beings. These simulated beings may be avatars (computer graphics
representations of people) or knowbots (machine-based agents); each adds an important dimension
to education in artificial realifjgs!

Virtual Communities, Knowbots, and Avatars

Enabling people to communicate effectively across barriers of distance and time by forming
virtual communities is an emerging goal for information technology. During the last decade, the
field of computer-supported cooperative work (CSCW) has established that developing productive
technology-mediated human interaction involves complex psychosocial issues that extend well
beyond earlier models of simply transmitiing data along a channel from sender to receiver (Greif,
1988). Com...anication depends on affective as well as cognitive interchange; researchers studying
collaborative educational environments are just beginning to conceptualize the complicated
emotional dynamics of peer teaching and leaming.

During the 1990s, wide-area, broadband information infrastructures such as the National
Research and Education Network (NREN), will increasingly link educational sites. Learners' adept
use of email, voicemail, videomail, and direct audio/video can improve the spectrum of expertise
available in their training. However, the types of task structures and interpersonal relationships
required for effective usage of these media differ from those conventionally utilized in face-to-face
interactions (Sproull, & Kiesler, 1991). Training learners to use technology-mediated
communication effectively—whether over email or in artificial realitics—involves more than
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simply mapping skills from face-to-face encounters into the virtual environment (Dunlop, &
Kling, 1991).

As discussed earlier, situating education in virtual contexts similar to the environments in
which learners' skills will be used helps their knowledge to transfer. When the material involved
has psychosocial as well as intellectual dimensions, the design of authentic experiences to embed
in artificial realities for education becomes more complex. In addition to physical and cognitive
entities, instructional developers can include simulated beings (avatars and knowbots) in the virtual
environment.

One example of such a training application involves software engineering education; students
are trained in a technical process, code inspection, that is one stage of a formal methodology for
software development (Stevens, 1989). Using hypermedia, Digital Video Interactive (DVI), and
rule-based expert systems, the Advanced Learning Technologies Project at Carnegie Mellon
University has created a virtual environment similar to a typical corporate setting. The trainee
interacts with this artificial reality in the role of a just-hired software engineer still learning the
profession. Through direct instruction and simulated experience, the student practices the process of
formal code inspection.

The learner can access various rooms in the virtual software company, including an
auditorium, library, office, training center, and conference facility. Machine-based agents
(knowbots) that simulate people, such as a trainer ard a librarian, facilitate the use of resources to
learn about the code inspection process. Via specialized tools in the office, the student can prepare
for a simulated code inspection, in which he or she can choose to play any of three roles out of the
four roles possible in this formal software review process. For each inspection, a rule-based expert
system utilizes DVI technology to construct knowbots that simulate the three roles not chosen by
the learner. This knowledge-based system controls the topic of conversation; determines who
should speak next; and models the personalities of the knowbots in the inspection meeting,
altering their cognitive and affective perspective depending on what is happening.

The leamner uses a menu-based natural language interface to interact with these simulated
beings, who model behaviors typical in code inspection situations. The student not only can
choose from a wide range of options of what to say, but can determine when to make remarks and
can select the emotional inflection of his or her utterances, from a calm passive tone to an angry
aggressive snarl. By mimicking the reactions likely from human participants in a real simulation,
the knowbots provide the learner with a sense of the strengths and weaknesses of different
inteliectual/psychosocial strategies for that role in a code inspection.

Without using artificial realities and knowbots, this type of authentic experience is very
difficult to simulate in classroom settings. Not only is the training environment dissimilar from
the corporate context in which software development skills will be used; but also students do not
know how to roleplay exemplary, typical, and problematic participants in code inspections.
Through kncwbots, the instructional designer can provide paradigmatic illustrations of how to
handle a variety of situations, without the expense of having teams of human actors perform for
each individual learer.

Distributing the intelligence incorporated into artificial realities among simulated beings raises
challenging instructional design issues. The quality of what students learn is determined by the
accuracy with which a knowledge-based system can simulate not only human reasoning, but also
people's personalities and emotions. This is a very difficult task, necessitating knowledge
acquisition about psychosocial dynamics as well as intellectual issues.

Another design issue posed by knowbots is whether students will profit more by interacting
with a variety of partial machine-based intelligences (a collaborative learning/peer teaching
perspective) or with a single, omniscient source of knowledge (an intelligent tutoring systems
perspective). Students may empathize more readily with flawed simulated beings (e.g. a "good, but
still learning" moderator for code inspections) than with an inteiligent coach who has mastered
every aspect of the educational domain. Programming several machine-based agents with highly




focused skills is also easier than constructing a single, broad-based knowbot; knowledge-based
systems work best for narrow, well-specified domains.

The simulated beings in artificial realities for education need not all be machine-based agents.
Military and aerospace research projects have created telerobotic technologies that allow operators
to control devices across distance (Fisher, 1990). These enable the creation of educational
environments that provide a virtual link between remote learners and real world settings; for
example, a student can manipulate industrial process technology without physically traveling to
the factory (Uttal, 1989). An extension of teleoperations is telepresence, which allows people to
interact across distance via avatars (computer-graphics representations), as opposed to direct video-
links.

For example, SIMNET (Orlansky, & Thorp, 1991) is a training application that creates a
virtual battlefield on which leamers at remote sites can simultaneously operate military equipment.
Complex data-objects that indicate changes in the state of each piece of equipment are exchanged
via a telephone network interconnecting the training workstations ("dial-a-war"). The appearance
and capabilities of graphics-based avatars representing military equipment alter second-by-second as
the virtual battle evolves. Through this telepresence approach, a widely distributed group of
personnel can engage in simulated real-time warfare without the necessity of gathering the
participants at a single site to conduct combat.

Some of the representations in the SIMNET artificial reality are avatars controlled by human
beings; others are knowbots whose actions are generated by a knowledge-based system under
general human guidance. Similarly, the virtual world for code inspections described above could be
redesigned to incorporate both avatars controlled by human agents and machine-based knowbots.
ror any given artificial reality for education, balancing the different types of beings interacting in
the virtual environment (avatars, knowbots, video-links) is an interesting issue for instructional
design research,

As users interact in virtual environments, intriguing interpersonal dynamics emerge that are
quite different from typical real-world encounters. People participating in artificial realities often
feel as if knowbots are real human beings, an illustration of the general principle that users tend to
anthropomorphize any type of machine-based agent. Joseph Weitzenbaum's Eliza program, which
simulates a Rogerian therapist, is an example of this tendency; some users type in responses to
Eliza's prompts for hours, attributing human understandings to a pattemn-matching natural language
program that has no conception of people's emotions or behaviors.

As a complement to responding to knowbots as if they were human, participants in a virtual
world interacting via avatars tend to treat each other as imaginary beings. An intriguing example of
this phenomenon is documented ir research on Lucasfilm's Habitat (Morningstar, & Farmer,
1991). Habitat was initially designed to be an on-line entertainment medium in which people could
meet in a virtual environment to play adventure games. Users, however, extended the system into a
full-fledged virtual community with a unique culture; rather than playing pre-scripted fantasy
games, they focused on creating new lifestyles and utopian societies.

As an entertainment-oriented cyberspace, Habitat provided participants the opportunity to get
mairied or divorced (without real-world repercussions), start businesses (without risking money),
found religions (without real-world persecution), murder other's avatars (without moral qualms),
and tailor the appearance of one's own avatar to assume a range of personal identities (e.g. movie
star, dragon). Just as SIMNET enables virtual battles, Habitat and its successors empower users to
create artificial societies. What people want from such societies that the real world cannot offer is
magic, such as the gender-alteration machine (Change-o-matic) that was one of the most popular
devices in the Habitat world.

Users learncd more about their innermost needs and desires by participating in Habitat than .
they would have by spending an equivalent amount of time lictening to psychology lectures.
Similarly, social scientists are discovering more about utopias by studying Habitat's successors
than they did by researching communes, which were too restricted by real-world considerations to
meaningfully mirror pcople's visions of ideal communities. Giving users magical powers opens up




learning in ways that trainers are just beginning to understand. As with any emerging medium,
first traditional types of content are ported to the new channel; then alternative, unique forms of
expression—Tlike Habitat—are created to take advantage of expanded capabilities for communication
and education.

Interactive, shared virtual worlds enable experiments to determine the leverage that
collaborative leamning provides in immersive artificial realities. How well students can use their
usual face-to-face communication skills through the medium of a virtual reality interface via
"avatars" (computer graphics representations of individuals) is an important topic for exploration.
The types of functionalities that are important in empowering cooperative learning in a medium
richer than electronic mail, but less direct than direct videolinks, also deserve investigation.

Unlike passive, linear media such as television, artificial realities center on immersion and
collaboration. Education in the future may balance learning experiences in three types of
environments: contemplation and introspection via books and symbolic media, immersion and
collaboration in virtual communities populated by knowbots and avatars, and traditional
student/instructor interaction in conventional teaching/learning settings.

.Conclusion

Technology evolves in waves of innovation and consolidation. The advent of "motion pictures”
about a century ago ushered in civilization's fourth medium, another dimension to communication
beyond spoken language, written language, and still images. Later, new technologies appeared to
embellish the capabilities of moving images: broadcast and narrowcast television, videotapes,
videodiscs, multimedia, hypermedia. Now all of these are merging into a synthesis so far beyond
its individual components that it constitutes a new medium: artificial realities.

Part of the educational implications of this medium center around its channel, which is rich
and powerful enough to mimic the meta-medium in which we live, the real world. Other
instructional implications come from the content that cybernauts are embedding into this channel:
sensory and cognitive transducers, virtual communities made up of people's avatars and of
machine-based knowbots. Together, channel and content form the message of this new, immersive
medium, which is still too indistinct to fully comprehend, but appears both fascinating and
frightening.

Any powerful information technology is a double-edged sword: a source of either propaganda
or education. Through advances in information technology, virtual environments can now be
created that seem intensely real to participants, yet may be false to the true nature of reality in the
same way that fractally-generated mountain ranges are not valid depictions of physical topography
and geology. Artificial realities, virtual communities, and knowbots are emerging technologies
whose fusion with multimedia/hypermedia has enormous potential to improve education.
However, teachers and learners must recognize that these instructional vehicles carry intrinsic
content that can empower or subvert the goals of an educational experience. Careful research is
needed to understand how to optimize the design and utilization of virtual worlds for education.
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I - Introduction

The new technologies of communication have a rapid cvolution which is due to two inter-
dependant progress :

- the rapid progress of data networks ;

- the integration of different media and interactive devices in the same workstation.

This technological progress has given opportunity to develop new user-centred applications.
This is of course the case of hypermedia for the access of multimedia database (Mulhauser, 1991).
But it is also all the various kind of remote cooperation or collaboration such as Tele-medicine,
Tele-Expertise and of course Tele-teaching.

The domain of the Computer Mediz . . Communication is rapidly changing to reflect the
aforementioned evolutions. The Computer upported Cooperative Work takes benefit of these
new possibilitics. Traditional group communication systems such as audio or video conferencing
takc new ways with their association with the computer which can give a rapid spread of their
uses (Watabe, Murakami, Ishikowa, & Kamae, 1985).

Our interest is to apply this potential to the education field. In effect, the important needs for
education, either initial for kids or continuing education for adults, have produced new learning
methods and systems. Distant learning or Open Learning has given a new development with the
help of multimedia technologies and tools.

However, the focus is too often put on production of multimedia documents for the courses
(the authoring process) and their clectronic deliveries (Multimedia database). In fact it is also
important that the lcarners, especially those who are insulated in their homes or enterprises, have
access 1o "social resources” : i.c. tutors, teachers, advisors or others learners.

So we have developed some iools to support cooperative learning which arc analog to those
implemented in tic ficld of CSCW or groupware. For this purposc we have designed an open
platform which supports both asynchronous or synchronous communication (Derycke, Vidville, &
Vilers, 1990). In this paper we will present only the synchronous aspect which deals with




multimedia and extension to broadband 1

IL1 - An overview

Our architecture was severely constrained by the educational context of our applications. The
first constraint is the cost of the learner's workstation and the network access. The second is the
disseminated nature of the users : they are spread in various location which could be home, small
or medium enterprises, big companies or learning resource centres. This configuration is quite
different that those encounter is the field of Office Automation for CSCW of groupware
(Crowley, Milazzo, Baker, Fordsick, & Tomlinson, 1990). Effectively the learners are not
members of the institution which delivers the distance teaching. They are temporary users of the
systems and they can have access from several different locations and workstations. Those
reasons, combined to the necessity to control the access to the shared resources, lead to choose a
relatively centralised architecture which can be atten;xatcd by a client/server relationship.

The figure 1 gives an overview of the hardware platform and network architecture. The two
channels of the basic ISDN (Integrated Services Data Network) access is used one for voice (7
KHZ quality) and one for the data (64 Kbit/s available). The learner workstations have access
simultaneously to the conference server and to an audio server which controls the audiobridge. So
it is possible to exchange multimedia documents to share special multi-user design tools and to
have verbal conversation at the same time.

It must be noted that at this stage, the active media (voice), is not fully integrated in the
computer system because the sound is not stored in the different memories (it is not a store and
forward system). '

7y part of this work is now done in the framework of the CO-LEARN project, one of the DELTA EEC program
fund.
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Figure 1 : Real Time Multimedia Conferencing system based on narrow-band ISDN

IL.2 - Software architecture

All the previous considerations have-pushed to choosc a hybrid architecture based on
clicnt/server model : each user connects his workstation to the scrver which establishes inter-
uscrs connections, manages the audio bridge, and guarantees the coherence at the applications
levels. The fully replicated architecture was rejected because of potential problems of maintaining
identical state across all copies of an application. In fact this is more severe with than in LAN
because the possibility of short cut of the physical connection during a session and less low
reliability at the packet level.

The softwarc for the workstation and server has been developed in an object oricnted
environment in order to favour an casier and incremental prototyping : the Smalltalk-80
environment (Goldberg, & Robson, 1983).

So the first step of our work was to design and implement communication and co-operation
mechanisms in the Smalltalk environment (Viéville, Derycke, & Vilers, 1990). We develop a
mechanism which offers the possibility to access to a remote object : proxy mechanism. It is
completely transparent at the user level. We usc the same syntax to access to the remote object.




For the user, the system is viewed as a multi-window screen :

- a public window which is the interface with the dedicated co-operative application (the
groupware). The central concept is the "WYSIWIS" (What You Sec Is What I See) with still
the relaxation of some constraints especially the spatial constraints (possibility to manage
the local view of the shared objects) (Stefik, Foster, Bobrow, Kahn, Lanning, & Suchman,
1987) ;

- a window relative to the global management of the teleconferencing system : the interface
allows the possibility to establish or to close a connection with such and such conference, it
gives list of active participants and a feedback of their activity and roles, and it allows access
to the cooperative application via a control mechanism base on "floor algorithm" ;

- private window with the possibility in some case to exchange data with the public one by a
cut-and-paste operation. We use also a more sophisticated mechanism to communication
between this two worlds (like the DDE or OLE in Windows 3.1).

We have also implemented an object oriented toolbox which can offer in the shared

cooperative application some new functionality such as teclepointer or a vote support which
automatically collect the results, to help the users to collaborate.

I1.3 - Broadband extension

We use the potential of new hardware additional boards for PC/Computer under Window 3.1
or for Unix Workstation under XWindow. These Boards allow the incrustation of live vidco in
onc window of the workstation and its control : size, overlay of text or graphic, storage of
capturcd image. The inputs arc compatible with the NTSC format (640 X 480 pixels) in North
America and wilth PAL (768 X 576 pixels) in Europe. The sources can be a camera, a tape vidco
recorder or a videodisk.

Of coursc our intent is to put this Video Window in the WYSIWIS mode with a shared
control of the source and some kind of Telepointer. This appears to be important for some of our
lcarning strategies because we already use video to show and discuss various real situations
recorded in the factory for example (see the following chapter).

Due to the high cost of access to broadband network at a long distance, we have restricted this
broadband extension to a same building with some remote access via a fibre optic network to
some remote places located of the same campus.

The figure 2 gives an overview of the architecture of the network we have choscn. In this
phasc it is relatively conservative because the vidco sources and transport are still analogic until
the input of the workstation. It is the same for the High fidclity Sound. So there is no rcally an
intcgration at the network level but this integration is realised at the workstation level.
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Figure 2 : Broadband architecture

Now the first phasc of our implementation is already done : the hardwarc and network arc
fully operational. The sccond phase we arc doing is relative to the multi-uscr control of the vidco-
sourcc in a client/scrver architecturc and the introduction in the Vidco Network of various special
cffect hardware (video sources composition, overlay of sources...} which will be also computer
controlled.

HI - A real time . .
learning

We have chosen to design and implement cooperative application in the learning of the
management of the manufacturing process in the factory (MRP or Kanban mcthods for cxample).
This mcthods arc not classically taught. They arc learncd by an intensive co-operative simulation
of the factory (similar to somc gamcs in the ficld of cconomy education). This ficld was choscn
because not only its direct interest in education and our previous expericnce but also because it is
a rich and multifaccted application.

In cffect during the cvolution of the simulation, which can last morc than twenty hours if
several planning mcthods are studicd (in two hours scssions), various situations, activitics, rolcs
arc found, and so different types of co-operation (steps with high and low degrees of co-
opcration).
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- for example in the first step which is the general presentation of the simulation. Group
discussion arises around common documents presented in a strict WYSIWIS manncr. But
cach learncr has also the possibility to read documents in his private windows. The role of
the instructor/expert is to start the discussion and conduct it. The control is principally
verbal. The instructor sees the same public window that the learners ;
in the sccond step, there is a cooperative activity to cstablish the general manufacturing
planning (nu.:ber of pieces of hardware produced by the different workshops, characteristics
of each batch, previous stocks...). The attention is focused on shared tools (groupware) such
as a cooperative spreadsheed with possibilities of conditional submission of values, vote to
organise the consensus ;
the third step is the simulation phase. Each learner conducts a subpart of the plan (a
workshop). The public window gives in effect different points of view depending of the
subpart considered. The instructor has different tools to control the simulation evolution, to
introduce some events such as failure in some machines or other problems. He has the
possibility to stop the simulation to open a group discussion about different topics. In the
third step the coordination is less important. Each workshop (workstation) communicates
with the others by shared data : stock valucs, time... ;

- the last step is the analysis of the finished simulation. It uses tools analogous to thosc of the

stcp onc.

Of course, the computer which assists distributed simulation allows storage of diffcrent steps
in ordcr to analyse them after the end of the simulation. It gives also the possibilitics to keep a
personal memory of different documents or snapshot of some phase of the simulation.

IV. 1 - Comparison with other works

In the ficld of Education there is a few approaches of co-operative learning using real time
multimedia computer confercncing. Shared-ARK is a distributed systems to investigate
cooperative problem solving in the field of physics courses (Smith, O'Shea, O'Malley, Scanlon, &
Taylor 1991). It is a very interesting experience. However this system is not an open system to
support implementation of various pedagogical activities. And until now it is only for point-to-
point intcraction such a tele-tutoring of a learner. Our system is morc generic and it is oricnted to
small group lcarning (less than 10 learners) spread over various distant siter

Another project is relative to distributed group problem solving using ¢[ cooperative game
(Dckoven, & Radhakrishnan, 1990) but its goals in more an evaiuation of how a tcam of human
resolves problem (for design of fiture distributed expert systems) rather than the learning process
and its cffectivencss.
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IV.2 . Future extensions of our work

The work will be followed in two directions ;

- tac first in the framework of the DELTA CO-LEARN project. In an international
consc rtium our goal is to integrate the real time multimedia conference system in a morce general
tele'caching system based of narrow band ISDN. For this purpose we arc modifying the
co.ference manager in order to be tailored to various needs : learning strategics and scenarios.
An interesting challenge is the intcgration of the asynchronous mode of communication (a
general Computer Mediated Conference). For this purposec we are constraint to do a morc
advanced work on the man machine interface and the general metaphor which is underlying. The
ROOMS metaphor we are investigating seems io be powerful for this purpose (Henderson, &
Card, 1986) ;

- the second dircction is relative to the multimedia integration at the user's level and in the
Computer Supporied Collaborative Learning perspectives the Work is done at two levels :

 the hardware and network level : the major probiem deals the synchronisation of the
various media sources. We conduct an intensive rescarch on the sound aspect than, in
most of the CSCW systems, is often neglected ;

» at the Multimedia database level : we arc using an object oriented database, Gemstone,
to storc some of the multimedia messages (in the asynchronous mode) and to give more
functionality to the vidco or audio server.

Conclusion

The potential of multimedia for education is still to be explored. Two ways arc offered. The
first onc is to design tools to produce very sophisticated Hypermedia learning documents. This is
very interesting because it maintains all the best features of Computer Assisted Instruction,
especially the possibility of selfspace learning, and gives a more flexible possibility to support
various learning stratcgics.’f4

The second way is to usc multimedia systems tn support collaborative learning in the same
location or remote place. This is this way we have chosen to investigate and for this purpose we
have implemented an open architecture which cnables us to support various kind of Groupware
specialised for education. We are trying to give a balance between the individual use of vidco
media and its collective uses. This will casier in the next years with the fast growing of
broadband network.
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Concept mapping as a mind tool for exploratory learning

: Sjoerd de Vries and Piet Kommers
Centre for Applied Research in Education and Department ¢ © Education, University of
Twente, P.O. Box 217, 7500 AE, Ensched«, The 1. ..derlands.

Introduction and background

In 1987 the Dutch Minister of Education and Science started the Experimental Schools (ES)
Project. The aim of the ES Project is to investigate various ways of realising the integration
process of information technology in schools. At the Centre for Applied Research in Education at
the University of Twente five projects are conducted on behalf of the ES Project. Two pilot schools
for non-vocational Secondary Education in Enschede are taking part in these projects. This article
is based on the findings of one of the projects, that is the TextVision project.

The TextVision project aims at the use of hypermedia programs in education, in particular at
the possibilities of supporting the leamer in retrieving and processing information from
knowledge corpora. In the project the principle of concept mapping (Anderson, 1977) is combined
with the facilities that are provided by a hypermedia program.

Knowledge corpora and education

The availability of large quantities of information by the excessive use of computer systems
requires an education in which students are learned how to get the right information out of these
resources. Digitised information resources are here being referred to as knowledge corpora.

Use of knowledge corpora in education

The use of knowledge corpora by means of the computer in education is very important. More
and more it is required that people handle large knowledge corpora. Leamers need to practise
skills that enable them to handle these corpora. The computer has the potential to provide support
with specific tools which can not casily be provided in another way.

The TextVision project aims at the use of hypermedia programs in education. To make use of
hypermedia programs in education Hypermedia Oriented Courseware (HOC) is needed. The
puspose of the TextVision project is to realise the use of HOC in non-vocational education and to
explore the added value of the use of HOC for instruction and in particular to the possibilities to
support the leamer in retrieving and processing information from knowledge corpora.

Hypermedia programs

The use of Hypertext and HOC in education offers a wide rangc of opportunities for the teacher
and the student, but implies also various problems (Kommers & de Vries, 1992). This type of
courseware provides inquiry oriented instruction that is based on the view of students: '... as active
constructors of knowledge, of knowledge as open and evolving, of academic learning as exiting
and vital, and of teaching as a stimulus to curjosity and a model of inquiry’ (Cohen, 1988).
Hypermedia programs are used in education to interact with knowledge corpora and to utilise the
corpora in a way that fits the curriculum and the classroom situation. The learning goal of
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retrieving, interpreting and creatively using information from knowledge corpora is of growing
importance in education (see also Cummins & Sayers), but the feasibility of such learning goals in
the reality of school environments is a problem. Conventional methods of information
management are not sufficient for organising and accessing a rapidly expanding mass of data
(Raker, 1989; Layman & Hall, 1991). .

Hypermedia programs provides at least three facilities that support the use of hypermedia
programs in education. Hypermedia programs offer the user options to inquire and explore
knowledge corpora in an interactive way. Hypermedia programs also have the potential to
organise and construct knowledge by supplying add-, delete- and edit- functions. Finally, they
provide built-in options and features to support the user in processing the information that is
derived from the knowledge corpora, for example, by means of instructional questions, or special
delivery methods of information.

Therefore, using hypermedia programs in education is expected to provide an added value of
instruction. The expected added value of instruction is based on three expectations of the use of
hypermedia programs in education. (1) Hypermedia programs let teachers and students interact
with large multimedia storage systems in an open and flexible way. Open and flexible access
means that the user is in control and decides what to do. This implies that the user has to develop
his own search methods. The computer can support the user in this process of information
retrieval. (2) Hypermedia programs offer users the possibility to construct and adapt information
in a multimedia storage system in an individual manner. This enhances the involvement of the
user in structuring the information and will lead to an increase of his motivation. (3) Hypermedia
programs support the user in processing the information by providing built-in options and
features. This contributes to the effectiveness of the use of a multimedia storage system in
education and is of benefit to the learners. They learn how to use hypermedia programs for
retrieving information,

However, there are at least four problems that are related to the use of hypermedia programs in
education. The first two problems are related to the usability of such programs. The usability is the
extent to which an end-user is able to carry out required tasks successfully, and without difficulty,
using the computer application system (Pavden & Johnson, 1989). The first two problems are
related to the quality of learning. (1) The usability of hypermedia programs is not always
considered as satisfactory. A problem related to the usability is for example the orientation and
disorientation in the multimedia storage system (Locatis, Letourneau & Banvard, 1989; Tripp &
Roby, 1990; Kinzie & Berdell, 1990). (2) The possibility of adapting the information in a
multimedia storage system by the users leads to problems in the maintenance of the system and in
sustaining the quality of the system (Kaplan & Maarek, 1990). (3) The students as the potential
users may lack the cognitive skills and dispositions required to take advantage of the functions
offered by hypermedia programs. In (Gay, Trumbull & Mazur, 1991) it is shown that: some
leamers are in the habit of accepting information passively or of consistently seeking external
assistance, and that many individuals have trouble adjusting to self-directed learning. (4) The
effective use of large muiltimedia storage systems demands new information-sceking strategies
(Layman & Hall, 1991; Gay, Trumbull & Mazur, 1991; Marchionini, 1989).

Concept mapping and TextVision

Concept mapping is the technique based on the notion that human knowle _Ze is primarily
organised in a schematic format, and students should be motivated to externalise prior and new
knowledge in a spatial way so that it can easily be observed for internal consistency and global
layout (Anderson, 1977). Besides the meta-cognitive functioning of concept mapping tools, it has
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proved to be of value for the navigation complexity in extensive hypertext networks. A concept
map, that is the schematic representation of links between concepts as they evolve from
descriptive paragraphs in hypertext, is much more effective to decide a certain route through the
information space, compared with simply clicking in the subsequent hot spots. The combination
between meta-cognition (making explicit which concepts belong to a certain knowledge domain)
and the concept map as a compact orientation device for consulting new information offer
possibilities to do in-depth experiments in learning settings.
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Figure 1 Two possible ways of navigating when using a concept base in TextVision-2.

In this project the principle of concept mapping is combined with the facilities of a hypertext
program. The multimedia program TextVision-2 gives access to a knowledge corpus that involves
a so called concept base. A concept base consists of concepts or nodes. Each concept is attached to
a text file and has links with other concepts. Links between concepts can be derived from the
mark-up language (S)GML in an original resource like encyclopaedia, newspaper or technical
reference manual. However the (second) author like the teacher, should be able to revise
previously assigned relations, and he should be able to rewrite the text. The concepts and the texts
vse use are extracted from a digitised encyclopaedia and form a base of 140-160 concepts that are
linked by seven different types of links. The concept base has been tailored to the target group of
leamers (13-14 years old). The quality of the concept base is very important. Putting concepts,
links and texts into a concept base is easily done, but making the information meaningful and
consistent is a problem.

TextVision-2 supports the construction, adaptation and augmentation of the information in the
concept base. It provides views of the concept base by means of concept maps. These maps can
also be constructed, edited, combined, stored and retrieved by the user. In other words, the user
can construct his own views based on the concept base. '

In using the concept base for information retrieval, a user may browse sequentially through the
concept base or he may usc a concept map to explore concepts by following the links in-between
(Figure 1).
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In an educational setting, the content of a concept base has been assembled by a teacher or a
domain specialist. The learner is the aciual end-user, but his activities with the TextVision-2
database is restricted to read, select and zooming operations. TextVision-2 enables learners to
define selective views on a medium-size (100-200 nodes) network.

The TextVision-2 program runs under Windows and has an interface with the following
characteristics: the text and graphic level is easily accessible, switching can be done quickly and
easily; texts of different concepts can be presented at the same time; the importance of a concept
can be visualised.

TextVision-2 and education

In the TextVision-project the multimedia program TextVision-2 has been developed and used in
the two pilot schools. The goal was to find out whether there are aspects of added value for
instruction in relation with the use of hypermedia programs in education. These aspects are
specified earlier in terms of the positive expectations and expected problems of the use of
hypermedia programs in education. The development and testing of the TextVision-2 program
took place in co-operation with three teachers History of the two Experimental schools. In the
school years 1990-1991 and 1991-1992 the program was experimented with during courses of
three to six lessons in second classes. Learners used TextVision-2 to search for information
necessary for writing a paper. We participated in the lessons and observed the teacher and the
learners working with TextVision-2. Afterwards we gave six other teachers who all had
participated before in the TextVision project an introduction in the use of TextVision-2 and in the
way the program was used in the lessons. All nine teachers answered a questionnaire about the
added value for education and afterwards the three teachers who used TextVision-2 in the lessons
were interviewed about the use of TextVision-2 and the aspects of added value for instruction. The
learners (n=110) also answered a questionnaire about the use of TextVision-2 and the added value
of the use of the courses. We analysed the data in a qualitative and quantitative way and based on
the results we try to answer whether there are aspects of added value for instruction.

Lessons designed with use of TextVision-2

Two courses were developed by making use of TextVision-2 and a concept base.

Each course consisted of learning goals and instructions for the learner. A description of the
course was presented on paper to the leamer. In a short description of these two courses an
impression is given of the way TextVision-2 and the concept base are used in the classroom. We
have used the courses in sum total five second classes at the pilot schools, the age of the learners
was about 14 years.

The first course -- named 'Geiting Access to large Concept maps 1 - (GAC-1) -- was aimed at
the construction of an essay of three pages. The leamers had to colle:t information about a subject,
they had to organise the information, and they had to writc an essay. Information could be found
in the study book, the concept base, and the library. The course consisted of six lessons and the
students spent an average of one lesson spread over the six lessons on TextVision-2. TextVision-2
was used as a tool for searching and retricving information.

The second course -- named 'Getting Access to large Concept maps 2 - (GAC-2) -- was aimed at
the construction of concept schemes that needed to present a well-defined subject. The leamners
constructed concept schemes and they had to explain the relations in detail. They were able to
derive information out of a concept base, but they had to edit the concept schemes. A group of
learners consisted of twofthree learners. They had to agree in the group about the resulting




concept scheme. TextVision-2 was used as a tool for searching and retrieving information, and for
the construction of concept schemes.

TextVision-2 in the classroom

In the schoolyear 1990-1991 GAC-1 was introduced in a second year History class. The learners
(n=75) had already attended lessons in the subject matter of the course and they had to complete a
test after the course. The learners had experience with the use of computers, and some of them
were familiar with the principles of TextVision-2, because they had worked with the program
TextVision-1 in the first class (Kommers & de Vries, 1992). We asked the leamners by means of a
questionnaire about their experiences. The meaning of the teachers were asked in an interview.

In the school-year 1991-1992 we have introduced GAC-2 at one experimental school in two
classes (n=35), two teachers were involved. The target group had the same characteristics as the
target group of the first introduction. The tasks of the learners were different. The learners had to
construct concept schemes and they explained in detail all the relations. They derived information
from the concept base, and constructed concept schemes. The leamners worked in pairs and they
had to agree in the group about the resulting concept scheme. The leamners complcted the same
questionnaire as the one that was uscd in the first introduction, the results between the GAC-1 and
GAC-2 were compared.

Results: added value for education?

The meaning of the teachers about added value for education of the use of TextVision in the
classroom is presented in the figure below (Figure 2). The aspects of added value are (1) the
possibilities of realising the principles of ‘rextVision-2, (2) the feasibility of the learner goals, (3)
the possibilities for new instructional settings, (4) possibilities to design lessons, and (5) the use of
TextVision-2 in the classroom. The meaning is expressed in a general opinion, and in two
aspects: difficult/time consuming, and meaningful/effective.
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Figure 2 The opinion of teachers (n=9) about aspects of added value.




The use of TextVision-2 in the classroom got the highest score (most positive). The teachers
thought about the use of TextVision-2 as meaningful, effective and not difficult and time
consuming. This was interesting because the lessons with TextVision-2 in the computerroom were
very different from normal lessons, and mostly very energetic. The lowest score got the aspect of
designing lessons in relation with their own instruction environment. Although it was quite easy
to make the instructions, and the concept base could be considered as given, it turned out that
designing lessons was not considered as meaningful and effective.

The general opinion of the teachers was in general high and three out of five times the highest.
Also is clear that the teachers are more positive about the meaningfulness/effectivity than about
the difficulties and the time consuming aspects. The overall opinion of teachers is more influenced
by their meaning about meaningfulness and effectiveness then difficulties and problems related to
time. The possibility of new instructional settings is considered as the most meaningful and
effective, but also as the most difficult and time consuming. The instructional setting can be
characterised by: learners have a lot of freedom in performing the tasks, and teachers are not the
presenters of the content matter but more or less guiding the students. They are not used to the
change in role and behaviour of themselves and the learners. In interviews the teachers are asked
about their meanings about learning results from the courses. Important was that the learner goals
were on the level of analysing information and practising study methods and that they could not
be reached in one course of six lessons. An important constraint was that the learner goals were
not tested by central tests or exams and a part of the teachers admitted that they preferred that
other teachers spent their time on reaching the just mentioned learner goals.

Table 1 The opinion of the learners (110) about positive and negative aspects of lessons with
TextVision.
Opinion about the use: 60 % were positive
Two most mentioned 1) Sociable environment (66.4 %)
positive reasons : 2) Variation in lessons (60.0 %)
Twn most mentioned 1) Little explanation (34.5 %)
negative reasons. 2) Learn more in normal lessons (31.8 %)

The leamers were asked about their appreciation of the lessons with TextVision-2. The findings
are presented in table 1. 60 % of the learners (110) were positive about the use of TextVision-2.
The learners had to indicate two positive and two negative aspects of the use. It was interesting
that more than 60 % of the learmers did not indicatc two negative aspects. The two most
mentioned positive aspects were the sociable environment and the variation in lessons. The
leamers indicated for example nothing about 'interesting new learner goals'. Two most mentioned
negativ~ aspects were too little explanation and I learn more in normal lessons.

In the next figure (Figure 3) the appreciation by the learners of several aspects of the use of
TextVision-2 is shown. A difference is made between the first (1990-1991) and the second (1991-
1992) course.

Usability of TextVision-2 is an important aspect because the time span learning a program
should be minimised. The usability was the second time considcrably higher. The re-design of
TextVision-2 was very casy to use. Information retrieval was an important aspect in the two
courses and the sccond time special functions for information retricval were added to the program.
But, the learners still did not appreciate the aspect of information retrieval. The feasibility of the
learner goals was according to the learners in the second course adequate. The motivation of the
leamers did not change over the two years and was satisfactory.
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Figure 3 The opinion of learners about the usability, possibilities of information retrieval, the
feasibility of the learner goals and the motivation during the computer lessons.

Conclusions and discussion

The study technique concept mappiug can be used to guide lcarners when using knowledge
corpora in educatic.n. TextVision-2 incorporatcs concept mapping and Icarners can cxplore and
learn from concept maps by means of the concept mapping procedure. The results indicate that the
appreciation of the added valuc for education according to the teachers and Icamers is very high.
The presence and usc of knowledge corpora in the home and work cnvironment is growing and
education needs to give significant attention to learning how to deal with the:n. Teachers consider
the attention as time consuming and difficult rclated to their normal lessons. It is necessary that
schools and governments emphasisc the nceessity of working with knowledge corpora. Learners
arc not uscd 1o student steering as is required by working with knowledge corpora. The Icamners'
remark that they did not reccive enough cxplanation and that they learn morc in normal lessons, is
possibly influenced by the little expericnce with student steering. This problem can only be solved
by regularly practising (guided) student stecring.
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A Survey of Applications of CSCW
Including Some in Educational Settings

PRASUN DEWAN
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CSCW (Computer Supported Cooperative Work) is an idea that was demonstrated as early
as in the 1960s by Engelbart’s pioncering work on the On-Line Systein (NLS) [Eng75], which
offered computer-supported conferencing. Since that time, a variety of CSCW apptications have
been developed at several research laboratories and universities. Education is an inherently

cooperative activity involving at least one teacher and pupil.! In this paper, we connect the two
ficlds together by taking the reader on a tour of CSCW applications and investigating their use in
education.

It can be argued that these two themes are not distinct. In a broad sense, every CSCW
application supports education since any group process involves teaching and learning. How-
ever, in this paper, we will use education to refer to a learning and teaching process supported by
formal educational institutions such as schools and universitics. Our discussion will be based
more on hypothesis rather than real experience to allow us to investigate the breadth of CSCW
applications, few of which have been used together for education or other purposes. See {Sci87]
for a specific CSCW application designed and used for education. See [El91, Ols90} for previ-
ous surveys on CSCW applications and {Bae93] for a collection of papers and in-depth commen-
tarics on CSCW applications.

To make our discussion concrete, we will give several scenarios based on the exanple of a
graduate operating systems course the author has taught. It is a lab-based course and gives stu-
dents hands-on experience with designing, implementing, and experimenting with the Xinu
operating system [Com84]. Teaching assistants manage lab sections and help students with their
programming assignments. The assignments arc designed collaboratively by the professor and
tcaching assistants.  Students can ask the instructors detailed questions during special oftice
hours and short questions whenever the latter are frec. Moreover, they can work in groups on
some of these assignments. This collaborative task is currently carricd out at a single location.
In the remaining discussion, we will investigate how CSCW applications could be used to altow
it to he carried out at geographically dispersed sites.

We assume @ new hypothetical course taught at two different universitics. The course is
managed by one professor, located at one of the universitics, and two teaching assistants, one at
cach university. One of them supervises the Tuesday lab section and the other one supervises
the Wednesday lab section. Each of these lab sections has students from both universities who
use different physical labs located at their universities to perform their assignments,

nless. in the classroom of the future, the human eacher is completely replaced by a computer!




Q

ERIC

PAFullToxt Provided by ERIC

The motivation for such a course is straightforward: It allows the students and instructors
to work together independent of distance. However, it raises several technical questions regard-
ing the feasihility of such a course. We discuss below how CSCW applications could be used to
support such a course. In particular, we discuss how they can be used to support the following
processes:

. classroom lecturing

. designing and writing assignments

. lab work

. answering student questions

. surveying and voting.

We show how these applications can he used to facilitate both intra- and inter- site cooperation.

The specific CSCW upplications we consider are video walls {Abe90], media space
[Har90], the Liveboard {Elr92], the Cognoter [Ste87], the PREP coauthoring system [Neu90],
shared window systems [Lau%90], the FLECSE collaborative softwarc development environment
{Dew93], the GROVE outline editor [El91], the TeleConf audio conferencing system [Rie92],
shared awareness spaces [DouY2, Man91], the Information Lens [Mal87), the Coordinator
[F108&], computational mail [Bor92}, and a voting tool [Dew93]. In our discussion, we assume
that each of these applications is cost-effective and works well for the purpose for which it has
heen designed. This is currently a strong assumption since the arca of CSCW applications is
still in its infancy.

Class Room Lecturing

The physically dispersed classrooms of our hypothetical course are linked by two-way
audio and video connections. Each classroom has a “‘video wall,”” [Abe90] which shows the
activities in the other classroom, therchy allowing the protessor and students in the two class
rooms to interact with cach other in a media space [Har90]. A camera at each site sends video
to a large projection monitor which displays the image. The audio endpoints are speakers and
microphones that cover cach classroom. Experience at Xerox shows that is is possible to use
current technology to establish usable video walls connecting two geographically dispersed sites.

The two classrooms are also equipped with Liveboards [EIrY2] connected to cach other.
Liveboards are large pen-based public computer displays controlled by conventional worksta-
tions. They can he connected to cach other via a network and used in a shared mode. They
currently support several applications including the SlideShow and Whiteboard applications.

The Slideshow application allows the lecturer to show slides stored in the computer.
Standing a few feet from the Livehoard, the lecturer gestures with the cordless pen to select the
next slide or a random one. The Whiteboard application allows the lecturer and students to usc
the cordless pen to write down or draw concepts. The two Liveboards are used in the shared
mode, thereby allowing the resutts of the gestures to be scen at both sites.

Designing and Writing Assignments

In the single-site course, the following process is usually followed to design and write
assignments:
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(1) The lecturer and teaching assistants propose and evaluate various alternatives.
(2} Onc of the teaching assistants writcs up the assignment and gives it to the others.
(3)  The others make suggestions which arc incorporated by the teaching assistant.
(4)  The instructors go through more iterations of steps (2) and (3) if necessary.

In the distributed course, the same process is followed using collaborative applications.
The first phase is facilitated uvsing Liveboards and the Cognoter application [Ste87]. The Cog-
noter allows users to collaboratively brainstonn, organize, and evaluate ideas for the assign-
ments. In the brainstorming phase, the participants propose varions ideas for the assignment; in
the organizing phase, they collect related ideas into possible assignments; and in the evaluation
phase, they evaluate the different assignments. At the end of this activity, they select one of the
possible assignments and assign a teaching assistant to write it up.

In step 2, the teaching assistant uses the PREP coauthoring system [Neu90] to write the
assingment. PREP is a text editor supporting the abstraction of columns. The teaching assistant
uses one of the columns for the assignment and another for justifying the various design deci-
sions he/she made. In step 3, the others use different columns to comment on the assignment
and the design decisions.

At the end of this process, the history of the design is saved by these applications, which
is used in designing subsequent projects.

Lab Work

Like the classrooms, the labs are cquipped with videowalls and networked Liveboards.
Like the classroom Liveboards, the lab Videoboards are used by the teaching assistants to
explain concepts. In addition, a shared window systemn [Lau90] exccuting on the Liveboards is
used to demonstrate various aspects of the collaboration-transparent Xinu software and solutions
o the programming assignments. A shared window system allows arbitrary, collaboration-
transparcnt, window-based programs to be shared among a set of users by replicating the win-
dows created by these programs on the workstations of these users.

As in the original course, the students use computer workstations to solve their program-
ming assignments. Team members use FLECSE [Dew93] to develop software together.
FLECSE is an cxtension of a conventional software development environment that offers distri-
buted, multiuser software development tools, thereby making it easy to support distributed pro-
ject teams.  For instance, students using FLECSE do not have to huddle together in front of a
single workstation to debug assignments— thcy can instead use a FLECSE multiuser debugger
from multiple, possibly distributed, workstations.

The team members also use Livehoards, Cognoter, and PREP to to produce project reports.,
In addition, they use the GROVE outline editor [ElI91] to collaboratively refine outlines for
these reports.

Questions and Answers

As in the original course, students and instructors use clectronic mail and the telephone to
ask and answer questions. In addition, they use TeleConf [Ric92] to old audio conferences
with the instructors. TeleCont uses the audio capabilities of the participants’ workstations to
provide computer-controlled conferencing.  During  office hours of the instructors, the
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concurrency control method used is moderated floor control. In this mode, the requests of the
students are placed in an internal queuc visible to the instructor who chooses the next speaker.
After a student is finished speaking, the floor always go back to the instructor, who answers the
question and then chooses the next speaker.

Often students wish to ask short questions outside office hours. In the original course,
they typically went to the labs and instructor offices to see if the instructors were free. In the
distributed course, they use a *‘shared awareness space” [Dou92, Man91] to *‘walk’” to the dis-
uibuted offices and labs. Images captured by cameras in the offices and labs of participants in
this space are switched by scrver software cxecuting on one of the workstations. Authorized par-
ticipants can ask the server to bring up images of remote rooms on their wokstations. In our
course, the students usc this space to see if the instructors are present in their workplaces and
free. Conversely, the spacc can be used by the instructors to monitor the activities of the stu-
dents!

Electronic mail is still the primary means for asynchronous communication between the
students and instructors. In the original course, an answer to a question posed by a student was
sent either specifically to that student or to all the students in the class. in this new, presumably
bigger, course, Information Lens {Mal®7] is used to filter these messages. The tool supports
scmi-structured mail and supports automatic sorting and categorization of specific and general
messages. In our course, it is used to sort messages into exam change notices, classroom change
notices, Xinu bug reports, old cxams, zssignment solutions, requests for class absences, requests
for postponement of exams, requests for placing papers/books in the library, and so on. The
sorang allows the recipients to prioritize specific messages and find general messages of interest.

It is often difficult for an instructor to Kecp track of the various conversations with the stu-
deats and other instructors. In our course, the Coordinator [Flo88] is used to solve this problem.
The tool allows, for instance, the composers of requests for placing papers/books in the library to
specify the date by which they would want the action completed, and automatically gencrates
reminder messages for the addressee. The Coordinator is not a substitute for regular informal
mail— it is used mainly for the morc important messages.

Surveying and Voting

A typical course often requires students to fill out survey forms and vote on issues. In our
hypothetical course, computational mail [Bor92] and VotcTool {DewY3] arc used to autornate
some of these tasks. Computational mail invokes an associated interactive program on its
reccipt, which can collect various kinds of information from the recipient. VoteTool allows
users (o both synchronously and asynchronously vote on various issucs. The instructors usc
computational mail to send messages to the students collecting prefercnces regarding times of
extra classes, labs, and exams. This information is used to propose a set of times and VotcTool
is used vote on these times. Without these tools, a large part of class and lab time would be
used to resolve these issucs.

Conclusions and Future Work

In this paper, we have used the cxample of a hypothetical distributed course to describe a
wide range of CSCW applications and concretely illustrate the henefits of using them in cduca-
tion. In our example, we considered only a two-site course. The importance of computer sup-
port for coordination increases as the number of sites increases. Moreover, in our scenario, we
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maintained the human agents used in the original course. There is considerable interest in inves-
tigating how human instructors can be replaced by tutoring softwarc [Rad92, Ade92, Ste92].
Again, the role of computer support tor shared software incrcases when software is used for
wtoring students, since such support can allow students to collaboratively leam from the
softwarc. Thus the conclusion of this paper is that CSCW has the potential for supporting cdu-
cation by providing mechanisms for supporting classroom lecturing, lab work, assignment
design, questions and answers, and student surveys and votes,

Our work is an initial step towards exploring the idea of computer-supported education.
The real challenge is to make all of these CSCW applications work together in a cost-cffective
manner and use them in a real course, This paper provides some of the motivation for undertak-
ing such a project.
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Scientific Visualization

GITTA O. DOMIK
Department of Computer Science
University of Colorado
Boulder, CO. 80309-0430, USA

Definitions, Goals and Concepts of Scientific Visualization

The use of visualization in scientific and engineering disciplines is rapidly increasing. Visual-
ization systems offer the tools to augment insights into complex probiems, share results with
peers, and find their place in the education of various disciplines and at all leamning levels. Visual-
ization works with the assumption that transforming information from a non-visual domain (usual-
ly quantitative information) to the visual domain stimulates new mental processes that can provide
new insights into the interpretation of data/information. Visual thinking enhances our ability to
deal with holistic, intuitive and spatial processes, therefore providing a "clearer picture” of com-
plex events and systems.

Definitions and Goals of Scientific Visualization

“Visualization of Scientific Data” describes the application of graphical methods to enhance
interpretation and meaning of scientific data, or data of similar characteristics. “Visualization of
Scientific Data” will be abbreviated to “Scientific Visualization” or “Visualization™ throughout the
text of this paper. Data can be derived from various sources, including measuring instruments (e.g.
Magnetic Resonance Imaging), as a result of scientific computations performed on supercomput-
ers, digitizing analog information (e.g. maps), or from observations (e.g. algorithm performance).

Data do not become useful until some (or all) of the information they carry is extracted. The
z0al of scientific visualization is o provide concepts, methods and tools to extract information
from data. Visual representations will convey new insights and an improved understanding of
physical processes, mathematical concepts and other quantifiable phenomena expressed in the data
(Pang, in print). Together with quantitative analysis of data, such as offered by statistical analysis,
image and signal processing, visualization attempts to explore ALL information inherent in (scien-
tific) data in the most effective way.

Concepts and tools of scientific visualization are based on other disciplines, such as psychol-
ogy/perception, human factors, user interfaces and, specifically, computer graphics. While scien-
tific visualization can not be replaced by existing areas of knowledge, it offers more than the sum
of knowledge derived from these separate disciplines.

The Process of Mapping Numbers into Pictures
Visualization is essentially a mapping process from one domain (usually numbers) into an-

other domain (pictures) and further into a third domain (the subjective interpretation of the viewer)
as pictured in Figure 1.

153




Numbers

Figure 1. Visualization mapping process

An observer (e.g. scientist) looking at a picture uses this picture as a vehicle of thinking
(McKim, 1980), but intends to interpret the meaning of the numbers expressed in the picture. The
picture activates mental processes such as the perception of spatial relationships, discovery of pat-
terns or anomalies in large data sets, or the intuitive comprehension of complex processes. These
mental processes are obviously different from the ones activated when interpreting numbers with-
out the help of pictures. In a later section of this paper I will address the need of mapping from in-
terpretation (or from: the picture) back to the original domain (numbers).

By using visualization the process of data interpretation becomes one step removed from the
actual data themselves. If the mapping of “numbers to pictures” is not performed carefully, pic-
tures might not express the true meaning of the underlying numbers, and therefore lead to misin-
terpretation of scientific facts. Examples of a non-intentional artifact might be a choice of colors
that produce abruptly changing hues from continuously increasing numbers. A picture is called ex-
pressive (Mackinlay, 1986) if it expresses the characteristics of the underlying data values, nothing
more and nothing less. To prevent misinterpretations, we therefore strive to create expressive visu-
alizations. Expressiveness is strongly influenced by structure and type of data values.

If the mapping process is not performed purposefully, the resulting pictures might not be ef-
Sfective (Mackinlay, 1986) as tools for the interpretation aims the observer has in mind and there-
fore they will not be useful. The visual representation of a digital elevation model in the form of
isolines is very effective when identifying local maxima, but very ineffective when trying to locate
south-facing slopes. Effectiveness is strongly influenced by the interpretation goals of the scientist.

While interaction is not the focus in visualization, it is essential to the user in exploring data
by the visual mapping process. An in-depth discussion of the need for interaction can be found in
(Wilde, 1992).

Visual Cues

Interpretation of pictures or elements of pictures (we use the term “visual cue” to describe el-
ements of pictures) can be subjective. Examples of visual cues are position, animation, color, line
angle and slope, length, area, volume. We perceive visual cues as spatial positions and spatial
changes, color, density, orientation, size, shape and other perceptual elements. Cognition and in-
terpretation of visual cues depends on culture, education, experience, and individual abilities and
disabilities of the viewer. Because a typical picture is the sum of various visual cues, individual
differences in interpreting such cues is almost ensured. A typical example for the subjective inter-
pretation of visual cues is color. Because color does not have an inherent quantitative or even or-
dered meaning (is red “larger” or “higher” than yellow?), different disciplines have forced a differ-
ent order on color: For astronomers red - yellow - white is synonymous of low - medium - high
data values (relating to faint, brighter and very bright stars as seen through a telescope); to a physi-
cist the same order would be true for green - yellow - red (relating to the order of “spectral col-
ors”). A red-green color blind person would find little use with any of the two color schemes.

16§




Some visual cues are more natural for us to interpret than others: If we increase the brightness
on a series of objects, we interpret a natural ordering of the information from “low to high,” or
“less to more.” In a similar way a larger histogram bar indicates “more” to the observer. Other vi-
sual cues are acquired through education, e.g. the interpretation of street signs, international travel
signs, isolines or isosurfaces. Once we leamn the meaning of these representations, this knowledge
usually stays with us and becomes second nature. The use of natural visual cues is advantageous,
because it reduces the danger of misinterpretation. However, natural visual cues are usually too
simple to use for the representation of complex information contents. Acquired visual cues are
often powerful, yet simple to interpret, once the knowledge to do so has been acquired.

Some visual cues are known to deceive the viewer: e.g. empty space between figures might
bring the illusion of shapes (e.g. illusory triangle), black spots might appear in the corners of a
white grid on dark background (Hermann grid), lines of same length might not appear as having
the same length (e.g. Miiller-Lyer illusion), steps of increasing brightness will not look equally in-
creasing (logarithmic eye response and Mach band effect), and the same brightness level or color
on the computer screen might appear very different, depending on the background (simultaneous
contrast). In all these cases, which can be reviewed in introductory perception books, such as
(Sekuler and Blake, 1985), we perceived visual cues different from what is actually presented to
the user. Awareness of such pitfalls is necessary to ensure effective visualizations.

In most cases, numerical data to be visualized consists of complex data structures and many
parameters. E.g. data for aerodynamic research might consist of pressure (scalar values at 3-d lo-
cations), deformation (vectors distributed in 3-d space), and shapes (e.g. airplane). To visualize all
available data, various visual cues need to be used. Each individual parameter is mapped onto one
or more such cues (e.g. shapes of arrows in 3-d space; color; shaded rendering ~f airplane): The
resulting picture is thus a summary of visual cues, and will, true to Gestalt theo:y (Gordon, 1989)
be perceived as more than the sum of individual cues.

Characterization of Data and Appropriate Visualizations

The type of data values in data sets should influence the appearance of graphical presenta-
tions. Data values can be classified as nominal, ordinal and quantitative (Mackinlay, 1986). Nomi-
nal values describe members of a certain class, e.g. rocks, wheat, snow; no ordering can be im-
posed on this class, e.g. “wheat” is not larger or higher or earlier than “snow.” Hue and shape are
valuable visual cues to express nominal data types. Ordinal values are related to each other by a
sense of order, e.g. low, medium, high moisture content. Visual cues used to express ordinal val-
ues should depict this order, such as density, brightness, position or size. If color is used, a color
bar mus: be present to assign a certain order onto color. Quantitative values are always expressed
as numbers, such as density information available in computer tomography data sets. Even though
color is often used to visualize quantitative data sets, this is, in general, a very imprecise visualiza-
tion of the underlying values. The value in displaying quantitative information via color is that it
becomes ordinal information and lets us quickly pick out low, medium or high values.

The underlying data structure of data sets should and will influence the appearance of graphi-
cal presentations. Brodlie et al. (1992) propose a classification scheme of data sets that will be
used as a basis in this paper to describe dimensions, structures, relationships and dependencies of
data. Original definitions have been modified and expanded.

Data sets D are described in the form Dnmc(d). where

n describes dimensions of a data set;
C describes the category of data, e.g. S for scalar domains, P for single points, V for vector
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data, T for tensor data;

* m describes how many data sets are defined over the same n-dimensional domain or the
Iength of a tuple in a point data set;

» d provides, if necessary, a more detailed description of C. In the case of V or T, d defines the
length of each vector, or the size of matrix, respectively. In the case of P or S, “q” (quantita-
tive data type), “o” (ordinal data type), or “n” (nominal data type), or a combination of these
data types combined by “+” can be specified.

Simple examples of scientific and engineering data sets are point data sets: DF describes a list
of single points; D% and DY are pairs and triplets of numbers, respectively. Scatter plots of one,
two or three dimensions (visual cue = position) are typically used to picture this type of informa-

tion. D might be represented as a two-dimensional scatter plot (pairs of numbers define position
in two-dimensional coordinate system) or as a one-dimensional scatter plot by assigning symbols
to the second number of each point-pair. The choice of graphical representation is dependent on a

more detailed description of D; An expressive representation of DZP(Zq) pictures a two-dimension-
al scatter plot (Figure 2), whereas D% (q+n) is expressed as a one-dimensional scatter plot (Figure
3). The use of glyphs, appropriate to express D™ and Dnms, has been discussed in (Domik,

1991). Brunswik and Reiter (1938); Chemoff (1973); Pickett and Grinstein (1988); Beddow
(1990), and others have documented the effect of complex glyphs on human perception.
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Figure 2 (left): Two-dimensional scatter plot to express DZP(Zq)
Figure 3 (right): One-dimensional scatter plot with symbols to express sz(q+n)

The above strategy of describing a data set by syntax and semantics before choosing an ap-
propriate visualization applies to scalar, vector and tensor fields in a similar ways as to point data.
Data sets of higher dimensions (n, m > 1) may be explored by combining visual cues. Appropriate
visualizations of varicus data sets are listed in (Brodlie et al., 1992) and in (Domik, 1993a).
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Interpretation Aims and Appropriate Visualizations

Besides a detailed description of data sets to be visualized, the interpretation aim of an ob-
server (e.g. identify local maxima; observe symmetry; locate south-facing slopes) will influence
the effectiveness of a visual representation.

While a contour plot will be an effective visual tool to identify areas of a certain threshold

value in a data set of type Dzs. a surface plot of the same data set will be ineffective for the same

purpose. In general, a surface plot will be more effective in identifying slopes in a data set than an
image display. However, hidden surfaces will prevent viewing part of the data set. Clever use of
color tables can enhance image displays for various tasks, e.g. quickly locating values of specific
characteristics.

Annotations

A visual representation of a data set might be misinterpreted if certain information is omitted.
If color is used, a color scale (usually a bar relating color and corresponding data values) must be
present. Furthermore, the scaling of world coordinates to screen coordinates must be documented
by a scale bar if there is any relevance in this information. If geographic data sets are expressed on
the screen, orientation must be presented to the viewer: e.g. a North arrow, or an indication of the
vertical and horizontal directions. The use of animation to express a time series of data must be an-
notated by a time indicator. Too much clutter on the screen will distract from essential informa-
tion, but omitting explanatory notes and cues might make visual representation useless.

Status-quo of Visualization Systems

Cument visualization systems offer computer graphics tools to convert numerical data sets to
pictures. They are computer graphics systems rather than visualization systems in that they offer
little to enforce expressiveness and effectiveness on resulting pictures. Appropriate combinations
of visualization techniques, use of annotations, or avoidance of visual illusions, are the responsi-
bility of the knowledgeable user. Domain experts, e.g. scientists or financial analysts, will fall into
many pitfalls as discussed throughout this paper.

Most current visualization tools concenirate on the mapping process from pictures to num-
bers, and do not address the need of mapping from interpretation (or from the picture) back to the
original domain (numbers). In other words, the data values are being lost in the visualization pro-
cess. But clearly a picture does not carry the precision of information as numbers do, and a com-
bined analysis using visualization and numerical techniques needs to be offered to the observer.

Visualization systems taking into account these user-related issues are currently under re-
search (e.g. Robertson, 1991; Senay, 1992; Kahn et al., 1992).

Educating on Visualization

As scientific visualization brings about new tools to support university education in medicine,
the sciences, engineering and other domains, it also needs to be better defined and taught as a dis-
cipline of its own. Current education in visualization is strongly dependent on the background of
the instructor: Graphics experts teach high-level graphics algorithms; Specialists in perception
teach theories of visual perception; Authorities on human-computer-interaction specifically ad-




dress the graphical component of user interface design. Guidelines on a curriculum in scientific vi-
sualization are still in the far distance: Rightly so, because our understanding of opportunities and
limitations in this field are still shifting too much to lay out a well defined curriculum. However,
we must still provide the educational community with guidelines, even soft ones, to further the
goal of arriving at such a curriculum.

Among eleven participants at a recent workshop on education in scientific visualization
(Domik, 1993b), the following background of course instructors could be observed: computer
graphics, image processing, artificial intelligence, human-computer interaction, psychology/per-
ception, physics, astrophysics. Course audience (undergraduates, graduates, scientists) and course
objectives (prepare students to work in Renaissance teams; experiment with effective data explora-
tion; instill an understanding of effective versus non-effective pictorial displays; teach to relate do-
main-specific tasks to visualization tasks; teach effective communication of scientific results to
students, peers, or the scientific community; teach the use and characteristics of output media)
were also widely varying. In a survey of current visualization course outlines and suggested visu-
alizaticn textbooks, the following four main topic areas could be found:

(1) Topics classified under category “visualization concepts and human perception” contained
these or similar topics:

Definitions and goals of scientific visualization; inspiration and examples; visualization tax-
onomy; visualization models; history of scientific visualization; increase of information content
and data density in pictures; expressiveness and effectiveness; elimination of clutter in pictures;
goals, potentials and limitations of visualization; task analysis; “automatic” visualization sys-
tems.

Biological, psychophysical, and cognitive aspects of perception; color, spatial and texture
perception; visual illusions; theories of perception.

(2) Topics classified as “visualization techniques and computer graphics algorithms” contained
these or similar topics:

Interaction techniques; interactive steering; animation; transparency; color spaces; color
look-up tables; flow and vector visualization techniques; contouring in two and three dimen-
sions; glyphs; texture mapping.

3-d viewing; perspective and other projections; shading, reflection; hidden surface elimina-
tion; ray tracing; surface and volume visualization.

(3) In “computer technology and software systems” hard- and software related issues were dis-
cussed. These topics included:

Frame buffer and monitor architectures; neural nets; massively parallel systems; capturing
dynamic and static pictures.

Surveys of current visualization software systems, both commercial and public domain soft-
ware, introduced the current availability of visualization tools.

(4) “Domain specific visualization: Discussion of domain specific data characteristics and visual-
ization techniques” contained these or similar topics:

Data structures, formats, processing, access; data bases and data models; application of visu-
alization to medicine, computational fluid dynamics, multispectral imagery, astrophysics, mo-
lecular modeling, climate modeling, process control, network monitoring, neural nets, program
visualization and debugging, algorithm visualization, cryptography, 2-d charts.

A statistical approach to this classification scheme shows that topics of type (1) and (2) re-
ceive 26% and 37%, topics of type (3) and (4) receive 19% and 18%, respectively, of the overall
topics allocation. More than fifty percent of the course outlines emphasized visualization and
graphics techniques, with visualization courses relying heavily on computer graphics algorithms.
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Books showed a more even balance on the topics, due to the fact that computer graphics books
were not included in the survey. A summary of course outlines alone (no books) show a distribu-
tion of 20%: 43% : 20% : 17% for topics in category (1) through (4), respectively. Visualization
course outlines in general lack topics on visualization concepts, reflecting the uncertainty of edu-
cators on general definitions and frameworks; topics on hurnan perception are usually taught
straight from perception literature with insufficient links to visualization and computer graphics
techniques.

A wealth of ongoing research in all four topic areas as defined above and resulting literature
in form of conference and journal papers, books and videos is rapidly changing the current status
of education in visualization.

The Use of Visualization for Education

Is education in need of changes? Changes in the educational system are prompted by reponts
of low high school test scores, an increase of facts to be taught to students, a faster turnaround
time on knowledge (specifically in technology), and shifting requirements in the workplace.

If there is need for a change in how we teach and learn, does visualization provide (all) the
answers for it? The following individual changes seem to be necessary:

« Motivation to leam and acquire knowledge is paramount in younger students. Adults are often
motivated by the need for competitiveness in the work force. Young students’ decision making
is often limited to a choice between studying and playing video games and does not include rais-
ing their interaction with the computer to a higher, more creative level.

A faster leaming pace is necessary to learn more in a shorter period of time.
Work requirements for the future include communication and collaboration skills, together with
acquired knowledge (P.J. Denning, 1992).

Interactive visualization provides an active, participatory means to acquiring knowledge, ex-
ploring cause and effect of scientific and other phenomena, while adjusting the pace of leamning to
individual abilities. Passive leaming (learning about facts) combines with active experience. Visu-
alization is a channel of communication and a tool for collaboration between teacher and student
as well as between peers. Hands-on experience, exploration, communication and collaboration
contribute to a better understanding of knowledge and the integration of knowledge into daily life
and work. Motivation for younger students while leaming should be proportional to their motiva-
tion to play video games. Successfui examples of the use of visualization in education have includ-
ed: learning about physical forces acting on objects; the use of Mathematica to explore mathemati-
cal and physical phenomena; animation of weather maps to observe complex interactions; ex-
ploring topography, populations and ecoromy on a digital, interactive atlas; creating complex pic-
tures from simple programming rules, as in the case of fractals, or exploring math behind well
known geometric figures, such as produced by kaleidoscopes; or observing a program’s behavior
through algorithm animation.

Conclusion

Visualization provides tools aimed at extracting information from non-visual -- often quanti-
tative -- domains. Similar to other areas deriving information from data, such as statistics, the cor-
rect use of visual‘zation is important to ensure uscful results. While we are expecting the interpre-
tation of visual representations to be intuitive, the encoding process of data to graphical represen-
tation is clearly not intuitive. Knowledge of syntax and semantics of data, intents, abilities and




limitations of users, as well as the computing environment are important to consider during the en-
coding process. Education on visualization is therefore essential to its effective and correct use in
all areas. While visualization can be helpful on each level of understanding, it is particularly useful
as part of the educational system, providing motivation, hands-on experience with science and
other knowledge-based areas, and tools for communication and collaboration.
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1. Introduction

Recent developments have led to considerable interest in multimedia and hypermedia re-
sources for education. At the same time, the storage and retrieval of vast amounts of mul-
timedia data (e.g. satellite pictures, medical results, etc.) have become important database
research topics [DD91, NC91], as traditional database management systems cannot cope
well with the new kinds of data involved. A third area influenced deeply by the recent
developments is information retrieval. The main focus here is on user friendly access.

The ideas and results we will present in the following sections have originated in the projects
CAPTIVE, MTS (Multimedia Teleschools) and ACT (Advanced Communication Technolo-
gies), funded by the DELTA program of the European Commission. Within these projects,
the Computer Science Departments and Audio-Visual Services of University College Lon-

don and Katholieke Universiteit Leuven have developed a distributed information resource
[DOV92, IBD92), consisting of:

o a distributed server consisting of:

1. analogue and digital multimedia object stores;

2. a cenlral database about multimedia educational resources (some of these may be
stored on the multimedia object stores, but this is not required);

e aclientthat takes care of the interaction with the end user and hides all communication
details.

® a communication infrastructure for transmission of multimedia data over optical fiber,

satellite and/or ISDN and of alphanumerical data over packet switched data networks
(PSDN);

In the foliowing section, we will elaborate the fundamental concepts and ideas that underly
the development of the information resource.

2. (Re-)Use of Resources

There is an enormous amount of multimediaeducational resources available. One of the main
problems for someone who might make good use of this material, is the lack of information
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about what is available, for whom it is intended, what the hard- and software requirements
are, where it can be purchased, at what cost, etc.
- Moreover, different users have different information needs:

1. A teacher or learner may be looking for resources to pursue a learning purpose. In
this case, the resource granularity (i.e. the relevant architectural unit) will mostly
be a complete hyperspace or multimedia course [Nie90]. It might be published on

a videodisk or CD-ROM or perhaps users can access it over an electronic network
[AMY8s8].

. Authors of new material, perhaps teachers or learners themselves, can also benefit from
what is available.

(a) The notion of re-use of (substantial parts of) existing resources, so fundamental

in the field of software engineering, does not yet seem to have received a lot of
attention in the (educational) multimedia and hypermedia community. Adapta-
tion of existing material by the original authors is mentioned in [Nie90], but this
is not the same as authoring new resources by adapting and integrating existing
material from a different origin into a new context.
Such an approach may reduce overall costs, as duplication of effort is avoided,
and increase quality, as more resonrces can be invested in the development of
the original part of the material. In this case, the resource granularity must
be substantially smaller than in the previous case: a few related nodes of a
hypermedia network or indeed one single node (perhaps containing a particularly
relevant image or graphic) must be described independently as it may have to be
extracted from the original context and integrated into a new one.

(b) Even if re-use is not possible, then an author may still want to have a look at what
is available, in order to gain inspiration, or perhaps to learn from the mistakes of
others.

In all these cases, users are faced with the difficulty of locating the relevant available re-
sources. It therefore seems appropriate to develop an infrastructure to support management
of the available resources. The next section will present an appropriate architecture for such
an infrastructure.

3. Architecture of the Resource Management System

The educational multimedia and hypermedia Resource Management System we have devel-
oped is composed of three levels.

3.1. Level 1: Multimedia Educational Resources

The resources themselves constitute the first level. They do not need to be stored on digital
media: we do not want to exclude analogue videodisks or video tapes, slides and books
as they can be very valuable educational resources indeed. A lot of the analogue material
may never need to be digitized {Cla91], and, if necessary, transfer on a digital medium is
always possible. Digital resources, including CD-ROM, CD-I, CD-Audio, etc. can be more
fully integrated into a computerized environment and can be made accessible over electronic
networks [AMY88].
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Some of the resources will be stored on the digital or analogue multimedia object stores
currently under development at University College London. However, as the amount of
available resources is enormous, we do not intend to store all the material on these stores.

3.2. Level 2: A Central Database

The second level in our architecture is a central database about the resources at level 1.
Its function is comparable to that of a library catalogue, but its scope is not restricted to
textual material only. The database includes:

e technical data, e.g. concerning the format and medium;
¢ persons and organisations involved, e.g. the author or the copyright holder;

¢ data about the relationship between different resources, e.g. 'is a part of” or 'is hyper-
linked with; '

e data concerning the content.

An entity-relationship conceptual schema [EN89] describing the data and their interrelation-
ships has been developed. The schema has been translated into a relational schema which
has been implemented, using a commercial Relational Database Management System.

We are currently reviewing and elaborating the schema based on the experience gained with
the first demonstrator. It is important to note that multimedia and hypermedia objects can
be quite complex: different media must remain synchronized, some objects may have links
to other objects (typically hypermedia objects, but also ¢.g. bibliographical references in a
text) and some may be isolated, some may be composed of other relevant objects and some
may be indivisable, etc. '

Moreover, as vur aim is to facilitate re-use of educational resources, the granularity of de-
scription must be quite fine: only a detailed description will make it possible to identify
precisely those resources that are appropriate for re-use in a different context.

The relational paradigm for data modeling [EN89], mainly intended for conventional business
oriented data, cannot cope with these problems easily. The most important alternative,
the object-oriented approach, has a number of drawbacks as well [SSU90]. Therefore we
are currently investigating an approach that attempts to integrate some object-oriented
modeling concepts into the relational paradigm.

3.3. Level 3: Metadata

The third level holds data about level 2 data, i.e. data about the data describing the
resources at level 1. Data about data are commonly called metadata. Although conventional
relational database management systems store some metadata in the catalog, much of our
work concerns elaborating and extending level 3 data.

1. In older systems, the data schema, structuring the data at level 2, is rarely made
explicit. It is considered fixed and hard coded into the application programs that
access the data at level 2. By making the metadata explicit, application programs can
obtain data about the database schema and adapt their retrieval actions accordingly
(cfr. section 4.). The result is that when the database schema is modified, the metadata
will reflect this and the application programs will not need to be changed.
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2. An important issue concerns the domain of an attribute: this is the set of applicable
values. Current database systems support only a limited number of predefined data
types (integer, real, string, etc.). The domains defined by these data types often include
many values that are inapplicable for a particular attribute. If e.g. an attribute Weight
is defined as an integer, whereas it is supposed to be a number between 0% and 100%
(cfr. infra), then its domain also includes a large number of inappropriate values.

By extending the type mechanism, we aim at defining domains more accurately. Re-
stricting the domain to those values that are really appropriate will result in a raore
reliable system:

(a) when an attempt is made to store inapplicable values (e.g. Jacob Nielsen’ for
the length of a video sequence), this can be detected and refused;

(b) similarly, when a query is composed, only values belonging to the domain of an
attribute are allowed in the search criteria (requesting information about all video
szquences with a length smaller than 'Jacob Nielsen’ e.g. would be nonsense).

For each attribute at level 2, the domain definition is stored at level 3. Information
about the user defined (abstract) data types is also stored at level 3. Every action
involving level 2 data can thus be validated by the Resource Management System.

. Level 3 also includes information about the siructural relationships between the values
of a domain. The content of level 1 resources e.g. is described at level 2 by relating
them to topics. Weights between 0% and 100% can be assigned to indicate the strength
of the connection between a resource and a topic. The topics themselves are organised
in classifications. The structure of the classification is stored in level 3. It typically
corresponds to a hierarchy with more general topics nearer to the root and more specific
topics at the leafs.

4. Database Consultation

4.1. Client

The central database component of the server is located at the Katholieke Universiteit
Leuven, on a computer accessible over a number of interconnected electronic networks,
known as the internet. We have developed a client that supports user friendly access to the
database. The client is installed on a local computer that has access to the internet and
hides all communication details from the end user. In this way, location transparency is
achieved: to the user it appears as if all data are available locally and he is unaware of the
exact location(s) where the data are actually stored.

A first demonstrator for the data retrieval tool has been implemented in Hypercard [Go0090].
We are currenly developing a library of C*++-functions under Unix that implement more
elaborate functionality in a reliable and robust way. We will also develop an X-Windows
based user interface to these functions.

4.2. Search Criteria

Search criteria related to content are at the centre of most queries: most teachers, learners
or authors are looking for resources about a particular topic. We will first explain why users
may find it difficult to express these criteria in a traditional database query or navigation
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environment. We will then present a solution based on a combination of query and navigation
in metadata.

4.2.1. Traditional Query Approach

Databases have mainly been used in highly structured environments, such as business data
processing, where queries can be very complicated and may involve massive amounts of data,
but where the structure of the data is well known and relatively static. Our environment
is totally different: teachers, learners or authors looking for relevant educational resources
may have no idea how many and what kind of level 1 materials are available, who created
them, when they were created, or the keywords associated with them.

Moreover, it is often problematic to characterize the content of a resource accurately with a
limited number of keywords, because

1. their meaning may be unclear without conteztual information. Resources decribed by
the keyword 'food’ e.g. may deal with the effect of nutritional habits on life expectancy,
or the food production in different countries, or the chemical substances contained jn
different kind of foods, or appropriate dietetic schemes for specific diseases, or famines
in the third world, or national agricultural policies, etc., etc.

- Users do not know which keywords are actually storedin the database, which may lead
to problems if synonyms are involved. If someone is interested in documents described
by the keyword 'manufacturing’, then he will probably also want to know wether there
are documents in the database described by the keyword 'production’. This leads to
problems if there is no adequate support, as the user can never be sure he has included
all possible keywords that may describe the documents he is looking for.

4.2.2. Traditional Navigational Approach

Older database technology was based on the hierarchical and network paradigm for data
modeling [EN89]. Access to data was carried out navigationally by specifying a path in a
query that retrieved one record at a time. Current. hypertext and hypermedia systems have
combined navigational access with the direct manipulation paradigm for user interfaces:
hyperlinks can be followed by activating buttons [Goo90, Nie90].

The problem with this approach is that it is very unflexible: if the database schema is
changed, then links that previously existed between data items meay disappear and new
links may originate. As a result, the path to arrive at a particular piece of information
may change completely. Therefore, all application programs that access the data are totally
dependent upon the schema: every time it is changed, all application programs must be
modified accordingly.

We want to preserve the declarative naturc of relational databases: a query should specify
exactly what the user wants to retrieve. The database management system must take care
of how the requested data can be retrieved. The following secticn describes a navigational
approach that preserves this declarative nature.

4.2.3. A Combination of Query and Navigation in Metadata

Our approach to data access is based on a combination of query and navigation [DG92). In
order to express search conditions regarding subject matter, navigatlion in the classifications
described at level 3 is supported. Users can identify relevant topics as they navigate in a
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classification of the content domain. A typical screen during navigation is presented in figure
1.

The small middle box presents the cusrent topic during navigation. The classification in fig-
ure 1 is the Medical Subject Headings (MESH), a weil elaborated classification for medical
topics. The upper box holds a list of more general topics that include the current topic as
a subtopic. In a hierarchical structure, the upper box contains only one topic {correspond-
ing to the 'father’ node), but in a more general network structure, the box may contain
several topics. The big lower box contains a list of subtopics that refine the current topic.
Information about the current topic can be obtained with the ’about current’ button.

structure <?>

mesh(31)
’ mark

about

LERE N Y]

Ithen*cs(SO) salect

Bacterial and Fungal Diseases(1) marked
Yirus Diseases( 1)
Parasitic Disesses( 1) 7 visited
Neaplasms( 1) :
tMusculoskeletal Diseases( 1) ; H
Digestive System Disesses( 1) seec‘ed
Stematognathic Diseases(1) alebal
Respiratory Tract Disesses(1) ;
Otorhinolaryngologic Diseases(1) options
Nervous Sust(en; Diseases( 1) about this
Eye Disesses(1 '
Urologic and Male Ganital Disesses( 1) stack
Female Genital Dissazes( 1)
ardiovescyl ige S

~OARS~n

Figure 1: A typical navigation screen

Facilities have been provided to help the user in overcoming the 'Lost in Hyperspace’ problem
[Nie90]. While navigating, users can mark topics with the 'mark current’ button, either
permanently (saved when session is ended) or temporarily. If they become disoriented later
on, they can retrieve a list of marked topics, using the 'marked elements’ button. The 'visited
elements’ button results in a similar list, containing all topics visited during a session. Both
lists function as a lifeline during navigation, enabling the user to go back to one of the topics
contained in the list by double clicking on it.

The numbers that appear in round brackets after the topic name indicate how many different
learning resources (still image, sequence, video tape, etc.) about the topic are described in
the database. This information can be very important as it helps users asses how much
relevancy there is, so that they can either refine or broaden their search criteria, before
submitting the query to the database, if the number of resources is too high or too low
respectively.

v
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A query to the database can.be constructed by selecting topics during navigation. The
current topic can be included in a list of selected topics with the 'select current’ button.
Upon activation, the 'selected elements’ button displays all selected topics, enabling the user
to delete elements from the list, if they wish to do so.

This approach solves the problems encountered when keywords are used in a traditional
query approach (cfr. section 4.2.1.:

1. Contextual information is represented by not only disp aying the current topic, but
also the related ones. The implementation for demonstra.ive purposes shown in figure
1 does so in a rather rudimentary way: more sophisticated representations are more
graphically oriented and display a 'map’ of the different topics and their interconnec-
tions {Nie90].

- As users cannot navigate outside the predefined set of topics, they will never leave
the domain of appropriate values for the search criteria, whereas this is possible when
keywords are used. And, as related topics can be explo: .. , users can make sure that
they include all relevant topics.

As users navigate in the metadata, the declarative nature of the query approach is preserved
(cfr. section 4.2.2.). The search criteria specify what must be retrieved from the database.
How exactly the requested datz can be located and retrieved, is the responsiblity of the
database management system.

When navigation is finished, additional search ~onstraints can be imposed, regarding techni-
cal characteristics, practical considerations (e.g. cost), persons and organisations involved,
etc. This is done by filling in forms that present templates of such constraints. The search
criteria are then translated into an SQL query by the client. However, this is done transpar-
ently: the user will never need to confront SQL. As indicated in figure 1, there is also a help
facility (upper right button), and there are some ’global options’ concerning the languages
used etc., but we will not elaborate on these here.
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Socrates, Aesops and the Computer:
Questioning and Storytelling with Multimedia
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When you think back to the best teachers you've known, you often find that they possess two
qualities that make them exceptional. They ask good questions, and they tell good stories.
Socrates and Aesops, two of the best known teachers in the western world, are each associated with
one of these approaches. The best teachers, however, combine both Socratic and Aesopic1
teaching in an approach that improves on each of them independently. Taking this observation
about effective human teaching to heart, we set out to build a computer-based teaching system that
would ask good questions and tell stories in much the same way that good teachers do. To do so
requires two elements that arc central to both effective question-asking and storytelling: knowledge
and timing. If you don't know the right questions to ask or you don't have any helpful stories to
tell, you cannot teach effectively with questions or stories. Therefore, teaching with questions and
stories requires that you know the right questions to ask and have a sufficiently broad repertoire of
stories. Likewise, without timing, knowledge of all the questions and stories in the world is
worthless. Students need to be asked questions and told stories at the right moment.

Case-Based Teaching

To combine question-asking and storytelling in a computer-based learning environment, we
have drawn upon research in artificial intelligence (AI). The architecture that we use to implement
these techniques is called the case-based teaching architecture (Schank, 1991). Based in part on the
casc-based reasoning architecture (Kolodner, Simpson, & Sycara-Cyranski, 1985; Riesbeck &
Schank, 1989) from Al, case-based teaching co:nbines the context provided by an cngaging task
with the power of stories to convey lessons. The case-based teaching architecture is composed of
two interdependent components, a task environment and a storyteller. A task environment
provides a student with a challenging, naturally motivating task, and 2n environment in which to
explore the task. While a student interacts with the task environment, the storyteller monitors his
actions and looks for opportunitics to present stories that will help him to learn from his
situation. In a case-based teaching system, students learn from their experiences in the task
environment and from the stories that they see in response to the situations they find themselves
in. A task environment must be carefully engineered to provide students with these opportunitics
for leamning. While the task environment provides students with opportunities for learning, the
storyteller must be able to recognize and capitalize upon these opportunities with stories that
maximize students' lcarning. In the system described in this paper, the task environment provides
a natural question-and-answer dialogue between computer and student, and the storyteller presents
video stories that illustrate the principles that arise in the course of the dialogue.

1 gin Ferguson of Bolt Beranek & Newman is the originator of the term Aesopic teaching.
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The CreANIMate System

We are exploring the issues of case-based teaching through the development of Creanimate, a
learning environment that teaches animal adaptation to 4-7th graders. Creanimate is designed to
teach the relationships among the physical features of animals, the actions they perform, and their
high-level survival behaviors. The student’s task in Creanimate is to design a new animal.
Students choose an 2xisting animal to modify in some way, and the task environment leads them
through a discussion of important questions relating to the survival of the animal. This task was
selected both for its immediate appeal and because it establishes a valuable context for learning.
The student becomes invested in the ensuing discussion of survival issues because they apply to
his or her own creation. The storyteller in Creanimate draws on a large litrary of videos of
animals in the wild.
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Figure 1: A sample screen from Creanimate. The student has just proposcd a
fish (a pike) with wings. In response, Creanimate initiates a dialogue about the
different uses for wings.

A session with Creanimate proceeds in the following way. A student or pair of students begin
by selecting an animal and a modification for that animal. They may sclect these from a list or by
typing in their own ideas. For cxample, onc fourth grader asked for a bee with a big nose. In
response, Creanimatc poses a question about the student's animal, e.g. “How will your bec use its
big nose?” Students may cither proposc answers (0 that question or ask the computer o suggest
answers. The student who asked for a bee with a big nose suggested that it might use its nosc (o
“suck up honey”. Answers arc typed in free text. In the course of discussing the answers that
arise, the storyteller presents videos that show examples of the principles under discussion. For
cxample, the computer could show an clephant using its trunk to suck up water as an cxarnple of
using a big nose to suck up liquids. When students decide on the answer they prefer, they scc a
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picture of their new animal. After seeing the picture of their animal, the discussion continues with
a new question. The new question may be another question about the initial change to the animal
or it may follow up on the previous answer. Thus, a subsequent question might be, “How will
sucking up honey help the bee to survive?”

The students continue considering issues pertaining to their animal for as long as they wish or
until the system is unable to identify an unresolved issue for their animal. Students have a great
deal of control over the interaction at all times. Throughout a session, buttons are displayed on
the screen that enable students to back up and change an earlier decision, skip forward to a different
issue, start a new animal, or ask for help. Figure 1 shows a sample screen from a scssion with
Creanimate.

As this brief summary shows, Socratic-style ;uestioning is the cornerstone of the interaction.
In response to a student’s proposal, Creanimate asks thought-provoking questions that introduce
important considerations. This is accompanied by video storytelling designed to capitalize on the
opportunities for leamning that arise from the questions posed.- Two of the central challenges in
implementing systems like these are developing strategies for:

« Identifying appropriate questions to ask.
» Retrieving and presenting appropriate stories at the moment they are relevant.

The solutions we have found to these issues are the subject of this paper, but first I present a
brief discussion of the roles of questioning and storytelling in teaching .

Questions in teaching

An important element of expertise is the ability to explain the unfamiliar by asking the right
questions. These explanation questions (Schank, 1986) are a central focus of Creanimate. The
explanation questions for a domain are the questions that are useful for constructing explanations
within that domain. Explanation questions are based on the fundamental relationships of a
domain. For example, in the animal morphology domain that Creanimate tcaches, some
explanation questions are, “What actions does the platypus’s beak enable it to perform?” and
“What combinations of activitics are necessary for turtles to reproduce?” Since explanation
questions are based on the underlying relationships of a domain, the knowledge of what questions
to ask goes hand in hand with understanding the basic principles of a domain. 7 herefore, one
rcason for teaching with questions is to model the use of explanation questions to help students
learn them. Recent educational research (Collins, Brcwn & Newman, 1989) has advocated the
modeling of desired behaviors in teaching. Both Collins & Stevens (1982) and Brown & Palincsar
(1989) have described effective teaching methods—inquiry teaching and reciprocal teaching
respectively— in which students developed good questioning tcchniques after having these
behaviors modeled for them.

A second reason for teaching with questions is their value in establishing a context for
learning. Posing thought-provoking questions of students (not detail or fill-in-the-blank questions)
provides students the opportunity to construct their own hypotheses. A well-designed learning
environment can assist students to explore the hypothescs they construct in responsc to questic ns
and to lcam from the successcs or failures of their hypotheses. Exploring their own hypotheses
provides students with an uncqualed opportunity for learning from information they cncounter.
Students’ hypotheses provide them with 1) a frame of reference for cvaluating new information, 2)
an interest in this new information stemming from their commitment to their own hypotheses,
and 3) a framework for integrating new knowledge with their existing knowledge.

To summarize, two reasons for teaching with questions are to help students to leamn to ask
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good questions and to establish meaningful contexts for learning. Creanimate is not the first
system to explore questioning in computer-based learning environments. Earlier efforts include
Stevens & Collins (1977) and Clancey (1987) who explored questioning strategies on the gart of
the computer, and Ferguson et al. (1992), Graesser, Langston, and Lang (1991) and Moore &
Swartout (1990) who have all developed strategies for allowing students to pose questions.

Stories in teaching

Good parents and good teachers all use stories to convey lessons. Almost everybody
remembers learning some important lesson from a fable as a child. Teaching with stories comes
as naturally and unconsciously as learning from them. Teaching with stories supports case-based
reasoning. The theory of case-based reasoning argues that people solve problems, construct plans,
and understand new situations by making reference to similar previous experiences, called cases. In
domains as varied as car mechanics, medicine, catering, and architecture, researchers have shown
that people solve problems and make decisions by reference to previous cases (Kolodner, 1991).
Experience is one way that people enlarge their personal case libraries; hearing stories is another.
In this paper, I use story to refer to any communication that conveys a case from one individual to
another. The term story distinguishes cases that are obtained through communication from cases
that are obtained through cxperience. Traditionally, stories have been told orally, but new
technologies allow us to convey stories through dramatic visual media.

Since people reason from cases when they deal with complex domains, it follows that good
teaching should provide them with sufficiently broad case libraries. A sufficiently broad case
library contains a large enough range of cases to allow someone to operate effectively in a
domains. While experience is one way to develop a library of cases, it can be inefficient as a
means of exposing a student to a broad enongh range of cases. As an alternative, cases can be
presented secondhand, in the form of stories. To be effective, however, a story must be presented
in a meaningful context. Conveying a story in context helps a student to understand its point and
to store it in his memory in a way that will allow him to retricve it at the right time in the futare.

Stories can be used two ways in teaching, to create context and to respond to context. The
former is the technique employed by the well-known case method of business and law schools,
while the latter is what is rcferred to in this paper as case-based teaching. In the case method, a
story is presented to establish a problem situation. Learning takes place through the cxploration
of solutions to that problem within the context provided by the story. In case-based teaching, the
context is provided by a task and stories are presented in the course of exploring that task. Stories
that respond to context are presented at the momeni that they are relevant to the student’s situation
and they help the student to learn from his or her situation.

An Architecture for Teaching with Questions and Stories

To ask questions and tell stories effectively, timing is critical. Being asked the right question
at the right time or hearing the right story at the right time can cause someone to think morc
deeply about something, think about it in a new way, or put seemingly disparatc eclements
together. Using insights from research in artificial intelligence, we have developed an architecture
that takes advantage of the high information content of vidco stories and places them in a
meaningful Iearning context through the use of thought-provoking questions. The key to this
ability is an underlying knowledge representation that enables a tcaching system to «dentify
appropriate questions to ask and present stories that follow through on the learning context
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established by the questions.
Identifying Appropriate Questions
The following transcript shows two questions that appeared in a Creanimate dialogue:

If you could create a new animal by taking an existing animal
and changing it some way, what would you make?

Studant: A FROG THAT CAN FIGHT
That's a good idea, is there a reason why you want your frog to
fight?

Student: SO IT CAN PROTECT ITS SELF

How you would like your frog to fight?
Student: BY JUMPING UP ON HIM

In this dialogue, we see that Creanimate responded to a student’s request for a {rog that can
fight, by identifying two relevant explanation questions. The first question is “Why fight?” and
the second is, “How to fight?” Because fighting belongs 10 a concuptual category that is called a
behavior in Creanimate, the system identifics two types of relevant questions. The first question
is aimed at connecting the behavior fight? with a survival goal, e.g. mating, eating, or avoiding
danger. The second question is aimed at connecting it with 4 more primitive action, e.g., biting,
scratching, or running. Creanimate’s knowledge representation enables it to identify appropriate
questions. Iis vepresentation links together concepts in pairs. Since behaviors in Creanimate’s
knowlcdge base can be combined with higher-level survival goals and lower-level actions, the
student's request for a frog that can fight triggers two questions aimed at connecting the behavior
fight with other concepts. (This process is described in detail in Edelson, 1593) After the student
resolves the first question, Creanimate poses the second . Subsequent changes lead to new
questions. In the transcript above, the student goes on to make his frog fight by biting other
animals. This answer in turn raises the question of how it will bite.

By posing appropriate explanation questions in response to students’ creations, Creanimate
establishes a powerful context for leamning. The combination of a student’s investment in his
animal and the curiosity that is evoked by a thought-provoking question provides an excellent
opportunity for teaching with vivid, multimedia stories.

The Right Story at the Right Time

In additicn to allowing Creanimate to identify appropriate questions to ask, the expressiveness
of the knowledge representation in Creanim:ile cnables it to evaluate students’ open-ended
responses to questions and o present appropriate video storics in response. Consider the following
fragment taken from the same transcript as the previous cxample:

That's a good idea, is there a reason why you want your f{rag .o
fight?

2 1n this paper, concepts from the Creanimate knowledge base appear in italics.
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Student: SO IT CAN PROTECT ITS SELF

That's a gcod idea. Bees protect themselves by fighting enemies.
Would you like to see that?

Student: YES

[VIDEO: "BEES EXPEL WASP"]

In this example, the system examines its knowledge base and ascertains that protecting itself
is one of the behaviors supported by fighting. In addition, it recognizes that it has a video that
shows bees fighting enemies to protect themselves, and it offers the student the opportunity to see
this story confirming his hypothesis. The Creanimate storyteller retricves this story by searching
the indices in its story librarv. An index in a case-based teaching system is a label for a story that
contains information about the circumstances in which the story would be appropriate to tell a
student.

In the Creanimate system, an important part of the index for every story describes the content
of that video. In the case of the Bees Expel Wasp story in the example above, the index teils the
system that in this video, the animal bee is shown fighting enemies in order to protect itself.
This index contains a great deal of other information including the fact that these bees use their
stingers in order to sting and that they work together in order to fight enemies. However, this
additional information is not relevant to the current explanation question and the student’s current
answer. An important aspect of the Creanimate knowledge representation is its information is
stored in abstraction hierarchies. Therefore, the system knows that fighting enemies, fighting
predators, and fighting males for dominance are all types of fighting. So, when a student asks for
an animal that fights, it is able to suggest or recognize each of these as reasons for the student’s
animal to fight. When the student answered the question, “Why fight?” with “protect itself”,
Creanimate was able to ascertain both that protecting oneself is a reason for fighting, and that the
Bees Expel Wasp stoi ; shows a specicic example of that.

Of course, students respond in different ways to Creanimate's questions. Some students are
timid in proposing answers or may not have any ideas, so Creanimate gives them the opportunity
to say, “Give me some suggestions.” When they do, Creanimate shows storics that suggest
possible answers. Students can see several answers to each explanation question and pick the one
that they like for their animal. Alternatively, students sometimes propose answers that
Creanimate can not verify as correct. These unverifiable answers are also treated as opportunitics
to show stories, as in the following transcript.

How would you like your frog to fight?

Student: BY JUMPING UP ON HIM

I don't know any animals that jump to fight, but I do know why
some animals jump.

Salmon jurp. Do you know why salmon jump?

(I think this video is funny. )

The process by which Creanimate identifies relevant stories is called reminding, and the
system includes several reminding strategies. The two that were shown above are called example
reminang strategies becausc they present examples of the answers being discussed. In addition to
example remindings, Creanimate also employs incidental remindings. Incidental remindings are
peripheral to the main discussior: of the explanation question, but they help expose students to
new things in the same way that human teachers do. The following is an example of an incidental
reminkling from a different Creanimate dialogue:




...What would you make?

Student: A bear with wings

Actually there are mammals that have wings. For example, fiying
foxes have leathery wings.

Is that something you would like to see?

This is an example of an incidental reminding strategy called expectation-violation reminding,
because the story violates the expectation that mammals do not have wings. To allow Creanimate
to present remindings of this sort, indices contain information about expectations that are violated
by a particular story. The reminding strategies in Creanimate are described in more detail in
Edelson (1992;1993).

Resuits and Conclusion

The system described in this paper has been implemented as a prototype and is currently
undergoing testing. The transcripts presented in this paper were all drawn from actual student
sessions. Evaluations of the system are being conducted to inform the next stages of development
and to evaluate the motivational and instructional effectiveness of the system. To date, Crcanimate
has been tested in two controlled evaluations involving a total of approximately 60 students and
has been used by hundreds of individuals in informal settings. The response to the system by both
students and teachers has been extremely favorable. Students maintain complete concentration for
sessions of 45 minutes or longer. Their reactions to the system are dramatic. They react to the
stories with a range of emotions including delight, fear, revulsion, and amazement. These
reactions illustrate the power of video stories to captivate children and enhance their leaming.

What transcripts and descriptions fail to convey, of course, is the drama of the stories that
Creanimate presents. The videos of animals in the wild employed by Creanimate are an excellent
example of the superiority of visual media over less dynamic techniques for conveying knowledge.
Children and adults alike find these clips riveting. The challenge of constructing multimedia
systems like Creanimate is placing this powerful media in a meaningful context for lcarning. In
Creanimate, the explanation questions concerning students’ animals 2stablish this contexi, and the
reminding strategies present stories that capitalize on this context. With Creanimate, students do
not receive information in a predetermined, inflexible order as in traditional, linear video, and they
do not see it in a detached context in which they have no motivation for learning. Rather, they sce
video clips in the context of a discussicn in which they are invested, in response to questions that
encourage them to construct and explore their own hypotheses. Students’ discussions provide
them with both a perspective from which to integrate new knowledge and a motivation to absorb
it. The vividness of the media assists them to retain it. The aim of Creanimate is to provide
students with both an understanding of the basic relationships that underlic animal adaptation and
cases to reason with when they think about this subject. The questions teach relationships and the
stories provide cases.
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Background

In 1984, the author applied for six months secondment from lecturing in physics to spend
some time looking at how computers could be used in physics education at university level. In
the beginning, the motivation was certainly that of wanting to spend a peaceful time away from
the hurley-burley of the teaching year, playing with computers. That was not to be, for it was
put to me by my Head of Department, quite forcefully, that 1 raight achieve somethmg useful
by seeking out success stories from physics departments in other universities to do with their
own uses of computers in support of teaching and learning. Although this sounded a most
unexciting and uninteresting task, I succumbed to pressure and sought help from the reference
librarians to track down university physics departments with more than a handful of physics
graduates per year, and where English was used in communication. The six hundred
departments fitting these criteria were then sent a questionnaire.

Of the one hundred and fifty replies, the most striking and useful was that from the United
States Air Force Academy, in Colorado Springs. With a very large cadet intake numbering
some 1,200, they had experienced for years rather poor examination results in first year physics.
They achieved very marked improvemenis in examination performance by giving their students
access to numeric variable physics problems, delivered via a simple network to the screens of
a number of IBM P{s. Improvements of 60% to 100% in examination performance were
reported in parts of the curriculum where the comiputer exercises were avallable with no change
in exam performance where no computer tutorials had been developed.!

This remarkable story of success formed the basis of arguments which I then began to put
forward to senior management within QUT. in essence, these arguments were:

- with rapidly increasing enrolments, and funding per student decreasing, class sizes
were increasing, and teaching staff were having increasing difficulty coping with the
challenges presented by large classes;

- evidence was now available to show that low-cost, off-the-shelf, industry standard
computer technology could be used in large classes to produce marked improvements
in examination marks in very large first year university physics classes;

- as a technological institution, the community at large had an expectation that we
would be involved in using computers in the education process;

- if we were to be well advanced in CBE in, say, ten years time, we necded to make
a start soon.

= 3
In mid-1985, followmg a wide range of consuitations and discussion papers, funding was
found for a pilot project in CBE. Six months later, following an intensive period of laying down
the basics of how the project would be set up, managed etc., investigating networking solutions,
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authoring systems and other sundry items, twenty computers were delivered at 3 pm on
Christmas Eve, 1985.

The Beginnings

By ecarly February 1986, the computers were installed in a room in the Library, were
connected to a Novell server, and first year undergraduate engineering students were using
numeric variable question-and-answer tutorials, adapted from pre-existing paper-based tutorial
exercises. The XT-compatible computers had CGA color screens and booted from a floppy
disk given to the student in exchange for his or her student identity card from a Library loans
desk adjacent to the CBE Facility, as it was called. Each tutorial had a number of questions,
each question had a help screen, and students’ scores were recorded. Lecturers were provided
with print-outs of students’ scores each week. Tutorials were available only for a limited period,
to encourage students to work steadily throughout semester. Students could book a machine
at a time of their own choosing, and could obtain a print-out of questions they had failed to
answer correctly, together with their answer and the correct answer. Students were always given
the correct answer on screen. Substantial improvements in examination performance {(from 47
to 56%) were obtained at the end of first semester, compared with previous years.

Within a few weeks, lecturers from other disciplines had begun to ask if similar projects
could be set up for them - question-and-answer tutorials aimed at revision, drill-and-practize,
and self-assessment for the students. All wanted weekly reposts of student progress, which
could be automatically generated. By the end of 1986, thirteen projects were active or in
development, and 10,000 hours of screen-based tutorials had been delivered. Clearly, some
hidden seam of demand had been tapped.

Since 1986, the QUT CBE project has grown enormously due to a number of factors,
including strong support from the management of QUT, the choice of good networking software
Novell Netware), realising the importance of systems support staff to look after delivery issues,
and choosing an authoring system with excellent customer support (Microcraft’s AUTHOR).
Growth of usage can be shown in the following table:

1986 1990 1992

Staff (F/T equiv.) 1% 10 22
FCs delivering CBE 20 60 400+
Student Usage (Hours) 10,000 98,000 219,000
File-server 80186 (1x40Mb) 80386 (400Mb) 3x80436 (1Gb)

In 1993, CBE Section is a service organisation comparable with the university’s Library or
Computing Services organisations. CBE services have been extended to multiple labs on five
campuses at QUT; this number is growing all the time and in the future any PC attached to the
campus backbones will have access to CBE fileservers.

Production Methods

The approach to the production of software has undergone substantial change over the past
two years. Development and consulting work for outside organisations has precipitated the
development of new standards for prcduction of CBE materials for the Section. Graphic artists
have been employed to concentrate on high quality scrcen design. The standards developed
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contain a number of on-screen features which enhance the "look and feel” of the materials. The
graphic artists join applications programmers, operations and systems staff, quality revicwers
and instructional designers to form development teams, including lecturers as content and
pedagogy experts. The graphic artists have produced a Style Manual which explains how
graphic design principles can be applied to screen-based CBE development. This manual
includes explanations of preferred colours, colour combinations, and layouts for computer
screens. Previous papers have detailed other aspects of the QUT approach {see bibliography).

Instructionally, QUT’s CBE projects have traditionally been question and answer tutorials
which allow students in large classes to do reinforcement, self-assessment and revision. Reports
are sent to lecturers weekly giving information on students’ efforts, and on questions that
consistently prove difficult. Some projects have more instruction built into them in the form
of reference and help screens. On-screen instruction has proved to be more expensive for
Faculties than question-and-answer materials, since CBE Section makes a cost recovery charge
on all development work. Given growing student numbers and limited resources for the
Faculties, the cost of screen-based instruction may prove a short-lived barrier to its use, since
programmer productivity is rapidly improving with standardised procedures, higher level and
faster authoring systems and the decreasing costs of technology.

Authoring tools in use other than AUTHOR are Multimedia ToolBook, IconAuthor, and
Questionmark by BBC Software. Evaluations of cthers are currently taking place. Projects
being developed in ToolBook include nursing case study approaches using decision paths and
situations whe.> «tudents can write text to a data base for marking by a lecturer. Questionmark
has been used for multiple choice examinations where movement through the questions is
flexible. IconAuthor is the basis of our video-disc based language learning labs.

At the present time the Section is becoming involved in the use of video and sound in CBE
tutorials as well as CD-ROM as an access alternative. Two netwurked multimedia labs, based
on interactive videodisk and CD-ROM drives with Soundblaster cards are under construction
at the time of writing, and progress will be discussed at the conference. The primary use of
these labs will initially be for foreign language teaching, based on US Air Force Academy
methodologies. However, QUT’s pedagogical aims are different from those of the Academy,
and at the time of presentation of this paper, newly developed software aimed at giving lecturers
simple and time-efficient methods for software production should be available for
demonstration.

Multi-Media: The Pros and Cons

Pressure from a number of sources including vendors and teaching staff are pushing QUT
towards exploiting multi-media in CBE. Admittedly, multi-media can do a number of things
that are impossible or very difficult to do by any other means; Stan Smith’s classic videodisc
from the University of Illinois allowing students to mix dangerous chemicals springs to mind.
Simulations, processes, guided exploration of inherently multi-media data such as sound or film
archives, and cultural aspects of teaching, such as are necessary in foreign language learning,
are all excellent ways of delivering quality educational and training experiences. In education,
the down side is - COST, including the additicnal development time needed.

Material for use by trainee aircraft pilots is cost-effective even if it costs, say, $100,000 per
hour of material, and is delivered on a $3,000,000 simulator. With first year business students
learning the principles of accountancy the cost-effectiveness equation is very different. For one
thing, there are thousands of students, requiring hundreds of delivery machines. For another
thing, in some areas, the content of the material is quite ephemeral. My university will not give
me large sums of money to spend on developing expensive materials to educate a few students
in an arca where the content will change next year, meaning substantial modification. What it
DOES give me is large sums of money to develop lots of simple material (capable of being
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delivered and managed on low-cost PC networks) for thousands of students in content-stable
areas. And there’s the rub. The education budget is smaller than the militery budget; it’s
harder to justify multi-media. We will, however, be moving further into multi-media, in specific
projects where the cost can be justifird. We will certainly be producing our own CD-ROMs
with digitised images and audio and data, for sale in the university’s bookshops.

Delivery System

The delivery system used for CBE at QUT has evolved over a number of years to meet
the following needs:

o Geod response time. Students who have to wait for screen updates lose
concentration and interest.

o Minimal down time. CBE material is available from a number of labs. A crashed
file server or faulty cabling can cause loss of assessable results for students working on
the system at the time of the fault, and cause frustration and hinder acceptance for
others who try to use the system when it is not available.

Transparent access from any lab or campus. Simple and uniform access allows use
from an unfamiliar lab when other labs are busy. Students can access the material
from the campus which is closest to them. In many cases this is not the same campus
at which they attend lectures.

sntegrity of collected results. Academic staff often use the results obtained via
CBE for student assessment, or as a pointer to students with problems. We need to
minimise the opportunity for students to hack into and corrupt or fake results.

Virus prevention. Shared personal computing facilities can often act as computer
virus incubators. Car-ful use of disk and network access rights can go a long way to
reducing the risks.

Ease of use. Users come from a wide range of backgrounds; many seem never to
have seen a computer before. The system needs to be very simple to use, and there
needs to be adequate help available to assist the computer-phobic user.

Ease of management. Higher education, more so than other industries, needs to
make better use of technology to improve productivity. A high priority has been placed
on automating as many processes as possible, and making things easy to manage to
reduce support staffing needs.

The current system

Each set of materials constitutes a project with an individual access account on a Novell file
server. This account has the minimum network access rights needed to run the software.

Access is only available via a Project Menu access program. This calculates and displays
an appropriate menu, obtains the student number, and passes it to the project software. It also
controls concurrent access restrictions for programs which have a limited licensing arrangement,
or which have a low priority. Access via other means is prevented by having all accounts
protected by a randomly encrypted password. The Project Menu is the only program which can
decrypt these passwords and log the user in. This ensures that setup software is run, and helps
prevent the user having direct access to writable files from DOS.

PCs in labs owned and operated by external departments get local laboratory specific
services from a file server managed by the same department. This file server may be Novell
NetWare, Digital Pathworks or Microsoft LAN Manager based. In the case of Novell NetWare
based labs, we call this file server the home file server. For these labs, a standard script is
executed from the home file server. This sets up local services such as printing, temporary




writable work space, and the location of the command shell. This arrangement allows
laboratory specific services to be managed independently by the faculties operating the
laboratories.

In the case of Pathworks or LAN Manager based labs, the Novell protocol stack is also
loaded on these PCs. Digital’s DLL or Microsoft’s NDIS layer is used to do the protocol
multiplexing necessary to allow sharing of the Ethernet card by the two protocol stacks. For
these labs, the local services for the command shell, printing and workspace must be set up
before logging into the CBE file server.

There is one CBE file server for each campus. Using NetWare Name Service, these are
managed as a single domain. This means that all created accounts appear on each file server,
and have the same login scripts and passwords. A program running every few hours
synchronises courseware files and access rights across the servers automatically.

Each server services a local laboratory via a direct Ethernet connection, and a number of
other labs via the campus Ethernet network. A campus specific batch file locally stored for
each lab, CBE.BAT, tries to attach to the closest CBE server. If that ic not available, one from
another campus will be used transparently. All PCs in public labs are equipped with boot
PROMSs, which helps to reduce the incidence of computer virus infections.

Backups are performed to Video 8 tape installed on one of the servers. A full backup of
this server is performed, with only the smaller server specific areas of the other servers being
backed up across the inter-campus network link. This results in minimal network traffic due
to backups.

A crude e-mail facility is available for students to report problems and give feedback to
operations staff. The ability for staff to send messages to individual users is also available.
Users cannot send messages to each other.

An automated booking system runs on the lab operated by CBE Section. This lab contains
80 PCs, and is used very heavily throughout semester. The booking system smooths demand
and reduces the need for queuing. Students can book PCs for individual use up to two weeks
in advance. Staff can book a group of PCs for class use. Modifications to the boot PROMs
prevent users from booting via floppy disk and bypassing the booking system’s authorisation,
and also prevent the spread of boot sector viruses. Disk access can be enabled later via
software if needed. A small resident timer program set by the booking system locks up the PC
at the end of the booking after providing a 10 minute warning. This forces the students to be
re-authorised by the hbooking system and gives others who have pre-booked the chance to use
the system. A bookings-only PC is available for making bookings when the lab is full.

Student enrolment details are obtained from the University’s Student Information System
automatically each evening. A list of required subjects is maintained on the CBE file server.
A process running under UNIX on the administration system obtains these requests via FTP,
extracts the student details required from the master database, and transfers the results back
via FTP. The information is imported into Author’s enrolment database each day, so our
details are never much more than a day behind those of the central University system. At the
start of semester when central enrolment processing is still occurring, some details are put in
by hand as required.

Second or third year Information Technology students are employed casually as Lab
Advisors to assist users with various problems from finding the power switch to diagnosing
configuration problems and recovering lost or corrupted files. This helps users feel more
comfortable, especially at the beginning of the semester when there are many new users.

An audit trail of usage is logged by the file servers. Reports can be obtained showing
usage by campus, lab, project, or time. This is used in the management of the labs, network
and file servers for predicting growth.

Reports on student results from CBE exercisc -, are produced regularly and mailed to
academic staff involved with the subject.




DEET Study on the Impact of CBE on QUT

In 1991 the Commonwealth Government funded a study of the use of Computer Based
Education in Australian Higher Education with particular reference to the QUT CBE project
through the Evaluations and Investigations Program of the Department of Employment,
Education and Training. The report from this year long study will shortly be published by the
Australian Government Publishing Service. The study includes surveys of Australian higher
education institutions, of QUT staff and QUT students.

The following extracts, published with the permission of the Commonwealth of Australia,
provide a broad picture of the report’s findings.

"Student users of computer based education at QUT use four kinds of material; question
and answer tutorials as part of a subject, other learning materials such as simulations,
commercial software packages such as WordPerfect, and information services such as databases
on CD-ROM. The student <t vey examined the use of each of these four, finding that the great
majority of students use question and answer tutorials and that this number is significantly more
than those using the other services.

Data provided by students on the extent to which their use of CBE helped to keep  breast
of work, was used to follow up lectures, was used for revision, etc are provided. Overall the
student assessment, which is qualitative as well as quantitative, is positive to an unanticipated
degree, with the main dissatisfactions being expressed with the accessibility of the service rather
than the nature of the learring experience provided by it."

"The nature of involvement by teaching staff is described, including the principal motivation
for the adoption of CBE as a teaching technique. Staff indicate a range of responses on issues
such as the amount of teaching time involved in the use of CBE, the amount of time spent
marking, the extent to which CBE has changed teaching workloads, the extent that CBE has
changed interaction with students, affected student learning, affected student performance etc.
The assessment of staff attitudes to the use of CBE is strongly positive, a similar finding to that
concerning student attitudes."

Summary

Six years down the track, CBE at QUT is no longer an experiment. It is a heavily used
service which is as much a part of the educational fabric of the university as lectures or the
Library. In its future is increasing uses of multi-media, aimed very pragmatically at areas where
it pays! As the executive summary of the DEET report previously mentioned puts it:

"Computer based education has been the subject of debate for some time. Its
implementation at QUT in terms of delivery, and high degree of student exposure is somewhat
unusual. It has attracted considerable interest from ocher higher education institutions both
within Australia and overseas. In the ¢ ontext of developments elsewhere, the case of QUT is
distinguished to some degree by its concentration on service and delivery to a proportionately
greater degree than on production and nvention. ....the rapid growth of CBE at this institution
of higher cducation may, in time, come to be seen as a precursor to much more pervasive
paradigm shifts in education towards greater learner centred activity and educational outcomes
of ever improving quality."
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Trends in Computer Graphics

DIE'TER W. FELLNER
Department of Compuier Science,
Unaversity of Boan, D-5300 Bonn I, Germany

Advances in the development of image synthesis algorithms, hardware processing power, user
interfaces, multithreaded operating systems and integrated media have introduced graphics
techniques to almost every discipline as well as fueled demand for graphics applications
that take advantage of these capabilities. In fact, 3D graphics will most likely become
a mainstream desktop (workstation as well as PC) technology. In spite of the valuable
progress that has been achieved in the field of computer graphics, a number of important
problems remains to be addressed. Focusing on tmage synthiesis (i.c. excluding multimedia
and visualization) we will discuss sonie recent developments.

Rendering

Image synthesis has gradually evolved from heuristic shading models (flat, Gouraud, Phong
shading) to models with a basis in physical veality. By the first half of the last decade physi-
cally hased reflection madels had been applied to computer rendering [3, 10]. Distributed ray
tracing provided a common framework within which a large number of previously difficult
physical effects could be simulated. including gloss, penumbra, depth of field, and motion
blur [9]. In spite of many successes. however, image synthesis remained unable to simulate
indirect *ambient” illumination provided by light reflected among the many diffuse surfaces
that typically make up an environment,

One important conscquence ol the trend towards physical accuracy was an increase in
the attention paid to results avaiiable in the fields of physics and engineering. It was thermal
enginecring that finally provided the basis for radiosity, the first image synthesis approach
to accurately simulate diffuse interreflection.

For the purposcs of radiosity, introduced to computer graphics by [14], surfaces are
assumed to he Lambertian diffuse reflectors, i.e., to reflect light with equal intensity in all
directions. Surfaces are subdivided into discrete patches for which the radiosity. or cnergy
per unit area leaving the surface, is assumed to be constant. A radiosity equation then
expresses the patch radiosity as the sum of energy contributions from all other patches:

n
BoA = B+ ey BjAj Ry
j=t

with B; the radiosity of surface ¢ (energy per unit area), A;. A; the area of surface 7 and j,
E; the emitted energy per unit area, py the reflectivity of surface ¢, and Fj; the form-factor
from surface j to surface i giving the fraction of the energy leaving patch j that arrives at
patch 1.
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A radiosity eqaation exists for every patch in the environment. The resulting system of
siroultancous equations represents the interchange of energy via interreflection and emission
for the environment. Solving the system of equations gives the patch radiosities, which
provide a discrete representation of the diffuse shading of the scene. Being view-independent
(the shading of Lambertian surfaces does not depend on the view direction). the radiosity
miethod is an object-space shading algorithn. Once the system of equations has been solved,
the shading of all surfaces is known and it is possible to view the shaded scene from any eye
position without recomputing the illumination. By passing the shaded patcaes to a graphics
accelerator a shaded scene can be walked through at interactive rates.

An efficient solution for the treatment of shadows has been introduced by the hemi-cube
algorithm [7]. The form-factors from a given patch are determined by projecting all other
patches onto the five faces of a hemi-cube positioned above the given patch. Occlusion
is taken into account hy scan converting the projected polygons into a z-buffer for each
face of the hemi-cube. The form-factor to a given patch can be determined by summing a
contribution for each liemi-cube pixel in which the patch is visible.

The high computational complexity (form-factors must be computed from every patch
to every other patch resulting in a time complexity of O(n?); computation and storage
of all form-factors before solving the svstem of equations also requires O(n?) storage) was
addressed by the progressive radiosity approach [6]. - the conventional gathering radiosity
approach the radiosity equations are solved using Ganss-Seidel iteration. At cach step the
radiosity of a single patch is updated based on the current radiosities of all other patches,
thus gathering illumination from all other patches into a single receiving patch.

In the progressive shooliig radiosity approach, on the other hand. the solution repeatedly
exccutes the following steps:

1. select patch with greatest reflected and/or emitted energy

2. compute form-factors from that patch to all other patches

3. based on form-factors, add contribution from source patch to radiosity of every other patch

4. for display purposes only add an estimated ambient term based on the total unshot radiosity

to the path radiosity

At each step the illumination provided by a single patch is distributed (shot out) to all other
patches in the scene. In the early steps the source patches chosen will be thie light emitters.
Sibsequent steps will select secondary sources, starting with those surfaces that reccived the
most light directly from the light sources. Since each solution step updates the radinsity of
all surfaces, the increasingly accurate result can be displayed following each step. Together
with the estimated radiosity of all surfaces which haven't received anything so far useful
images can be produced very carly in the solution process.

Adding specular reflection to radiosity is typically hased on the observation that view-
independent and view-dependent shading methods have complimmentary strengths and weak-
nesses. Radiosity, a view-independent method. has the advantage for shacing diffuse sur-
faces. Ray tracing, a view-dependent method, has the advantage for shading specular sur-
faces. In a two-pass algoritlim (first described by [33]) the shading of diffuse surfaces is
determined during a view-independent first pass, and the shading of specular surfaces is
added during a view-dependent second pass,

A simple example of such an algorithm computes diffuse shading using a standard radios-
ity solution and adds specular shading during ray tracing of a particular view. Whenever
a ray hits a diffuse patel, the diffuse intensity is determined by interpolating front the pre-
computed patch vadiositios. This value is then used by the ray tracer’s shading equation in
place of the normal diffuse component. Although this siniple scheme can producee impressive
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results, it does not completely solve the general shading problem It ignores the illumination
of diffuse surfaces by light reflected or refracted hy specular surfaces. To include this type
of effect, the radiosity soluticn itself must be extended to account for the illumination of
diffuse surfaces by light reflected via specular surfaces [27, 28, 25).

Recent developments in radiosity have been directed towards improving the quality and
speed of the algorithm. linproved sampling methods are providing more accurate shading
and parallel and hardware implementations are achieving very fast solution times.

The hemi-cube algorithm is a uniform sampling method. since it computes form-factors
by testing visibility at the regular spaced hemi-cube pixels. Thus it can produce aliasing,
particularly where small bright sources of light provide a great deal of illumination. To
overcome the aliasing inherent in the hemi-cube algorithm, the z-buffer must be replaced by
a more flexible method of determining patch visibility. Ray casting is one approach providing
a basis for non-uniform, adaptive and stochastic sampling [34]. A different approach to
improving the quality of from-factors for progressive radiosity is a combination of the hemi-
cnbe algorithm and an analytic forni-factor equation [1].

Although the ability to ‘walk around” in static scenes using precomputed solutions to the
rachosity equation is quite important for many applications, new approaches are necessary
for scenes where the geometry is constantly changing. Existing solutions address the problem
of automatic patel subdivison in arcas of high intensity gradients like shadow houndaries
[8]. View-dependent or iniportanee-driven solutions compute the radiosity of directly visible
surfaces to high aceuracy, while sarfaces with an indireet affeet are computed 1o a lower
accuracy according to their contribution [30].

While most hardware hased speed improvements are variations of the z-buffer techique
(i.e. currently available ardware graplies engines are used to perfornn the expensive hemi-
cithbe computation). the Pixel-Planes 5 architecture takes a different approach of dircetly
compnting the form-factors using Nusselt's analog [13]. The resulting speed per renderer is
approximately 100,000 hemi-cubc. per second thus providing real-time radiosity.

Modeling and Animation

The increasing availability of computer graphies in general together with the dramatic change
of the price/perforinance ratio has concealed the fact that important aspects of realistic 3D
compnter graphics still have to be considered as hard problems. One of the big challenges in
that field is to make complex modeling accessible at a large seale (as well as to make simple
modeling casy).

Artiﬁ9¥a1 Life and L-Systems

Some of the most impressive examples for artificial life techniques to generate complex
graphics medeling botanic forins are hased on L-systems, introduced by A. Lindenmayer
as a theoretical framework for studying the development of multi-cellular organisins [22).
Enhanced with geometrie features, L-system based plant models are detailed enough to
allow realistic visnalization of plant structures by standard nimage syuthesis technigues [12).

Experiments witl artiticial Lilfe coald vield new approaches to computer animation. As
an example, the hehavior of Hocking bats in the movie Bafman Returns could be simulated
based on a few simple rules [23]. Executing these rules for cach bat, the aggregation of bats
simulates a flocking heliavior found in group of birds.

Another approach to artificial life is based on genetic algoritiins, Parameter sets are
mutated and/or mated and so are synibolic expressions to create a varety of complex 2D
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and 3D images/models {29].

Particle Systems

Particles are objects that have mass, position, and velocity, and respoud to forees, but
Lhave no spatiai extent. Because of their simplicity, particles belong to the easiest objects
to simulate. By applying forces to each particle (e.g. according to aerodynamics {35]) it
will exhibit velocity, momentum. and acceleration. Integrating applied forces over time (in
accordance with Newton’s Laws of Motion) the particle systemn can be animated properly
reacting to forces such as gravity or obstacles. Further attributes of a particle could be color
and age to control the appearance and iifetime of each particle.

In other approaches the particles interact through the use of spring and damping elements
to produce deformable models which exhibit plasticity, and bending [16]. Based on ideas
from molecular dynamics particle systenis have been used to model liquids and to mimic the
offects of heat on selids {32]. By incorporating material dependent inter-particle constraints
particle systems can be used to sinmlate specific properties such as those found in the draping
of cloth [4]. Recently introduced oriented particle systems overcome the tendency to form
solids and prefer to form surfaces instead {31].

Digital Image Warping

I'he term describes methods to defortn images to arbitrary shapes and serves »s the basis for
a variety of applications. In “traditional’ computer graphics fexfurc mapping which is one
form of image warping has been used for some time. Wit the Michacel Jackson video “Black
or White” morphing (derived from ‘metamorphosis’) {37, 2] has become a widely known and
popular technique for animating 2D images. Having realized that the triangulation based
deformation frequently used is just a special case of scattered data interpolation methods
applied to deformation, current rescarch focuses on the construction of suitable mapping
functions {24].

Graphics Hardware

Graphics applications such as flight simulation, virtual reality, and computer-aided design
demand high frame rates (> 30 ) as well as high quality rendering. Future systems must
he able to gencrate high-resolution images from large data sets (in the order of millions
of primitives) with realistic rendering techniques such as P' ag shading, texturing, and
antialiasing.

In order to achieve this goal architectures have to overcome two bottlenecks: fleating-
point performance for the processing of the scene’s geometry and low bandwidth to the
frame buffer. The need for parallel solutions becones obvious with the following example
[20]: the rendering of a scene containing 100,000 triangles (assuming an average size of 50
pixels) updated at 30 1z requires approximately 350 MFLOPs for the geometry processing,
750 million integer operations for the rasterization, and 150 million frame buffer accesses
(includes clearing a 1280 x 1024 screen).

General purpose CPUs are hecoming fast enough and, as with Intel’s i860 [15]. will have
graphics enhancements added so that a collection of sucli processors can provide high perfor-
mance graphics including imaging. video, advanced rendering, etc. Specialized hardware will
«till be able to outperform snch devices, but may be cost-effective only for high-performance
real-time applications.
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After wireframe and shaded polygons graphics hardware hias reached the stage of texture
mapped and anti-aliased polygons at ‘real-time’ speed enabling the implementation of ex-
perimental user interfaces like virtual reality. Texture ospecmll_\ aids in surface perception
and offers a powerful degree of freedont for data visualization.

Significant bandwidth improvenients will be achieved when the rendering engine and pixel
memory are merged on the same chip. In such a configuration, entire spans of a texture-
mapped polygon might be rendered in parallel on a single chip [19], or entire polygons might
be rendered as in Pixel Planes [13. 21].

The currently dominant architecture for display systems focuses on ‘engines,’ typically
featuring a geometry processor whose output is fed to a raster processor. The components
nsed to implement these two cleinents vary widely but the basic structure has remained
nnchanged over the last decade

Rocent architectures emmpioy ebyect-parallelism for geometry processing: primitives are
distributed over a parallel array of processors, which perform modeling and viewing trans-
wormation and clipping. Rasterization is based on image composition where each rasterizer
computes a full-screen image of a subset of the primitives. Based on visibility, (lleqo images

~ve combined in logarlthnnc tinme to form the final image [20].

Additional gain in speed can be achieved by deferred shading, a general technique for
speeding up the display process: caleulations for complex shading models are postponed
and only applied to the visible parts of the surfaces. Regardless how many surfaces “cover’
a single pixel, shading is performed just once [26].

Tasks which are not speeialized or whicll require machines with extreme random-access
bandwidth may be done on general-puepose massively-parallel multiprocessors. Advanced
shading effects which ave predonmnantly geometrie (e.g  global illnmination models) and
path planning are typical examples. 1t is not clear whether graphics hardware will evolve to
divectly attack sieh glohal problens, or whether general-purpose massively-parallel proces-
sors will get there first.

Another open problem for designers of graphics hardware systems is the identification of
new printitive e'ements of the next generation architectures which could he a ray, a voxel, a
non-uniform rational B-Spline (NURBS) surface, or a solid texture,

If graphics hardware and algorithins continue to improve at current speed one could
argue that a ‘graphics building block™ priced at § 200 might become available within a few
vears {5]. Such a module would L based on RISC technology and multiple parallel data
paths and consist of program memories, double-huffered true-color screen memories with
z-buffer, and speciatized hardware for real-time 2D and 31 high-end. textured graphics
as well ax for image processing cotmpression, and eneryption. With a price tag like this
alinost every computer could be equiped with a graphies module of unprecedented power
and functionality.

Software Architecture

31 application development has not yet become a mainstream technology for everyday ap-
plication and user interfuee development. One reason for this limited growth is that the
compntational and rendering requirements of 3N are heyoud the performa ce capabilities
of most machines. The other major reason for the slow proliferation of 3D is that soft-
ware libraries available today do not provide a plnvrramnnnb model that is appropriate for
widespread use by developers not familiar with 31 graphies Trogramming. The latest gen-
eration of RISC-based workstations and personal compnters are quite capable of meeting

e
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the 3D performance challenge. As the hardware gets (aster, soltware will become the critical
factor in the further growth of 31 application development.

Currently available software libraries are of two types. Hardware drawing liliraries, such
as SGI’s GL, HP's Starbase, and SUN's YGL, provide pixel and graphics primitive drawing
commands as a software layer above hardware devices (typically a frame buffer). Structured
drawing libraries, such as GRS aud PIHGS+ [17], provide structured drawing commands
that are abstracted from the low level hardware interface.

All of these systems, however, are variants of display list technology. Designed to simplify
the task of building applications using syunthetic 3D graphics. these models imply that the
same program organization and methods of user interaction are suitable for all graphics
applications. While these techniques have served the graphics community well, they are
heing stretehed by the size and conmplexity of today’s applications. In addition, they appear
to be inadequate for dealing with new issues such as multinnedia, time-critical computing,
and asynchronous user input.

The next gencration of 3D software toolkits will be ahjcet-based rather than drawing
bhased [36]. They will be composed of extensible sets of editable 3D objects that perform
a variely of operations. Rendering will be one of the many operations that each olbjects
implements. The 31 objects will be huilding blocks that lend themselves to programmer
enstomization through techniques such as subelassing,

For example, to customize a cay tracer hased on abject-oriented design the application
programmer only needs to know the hasie fnetionality of a geometric objeet suelr aray tracer
ix capable to render. Tn [1] the following wethods (defined i virtual base class Object) have
fo be provided for cach new object: bounding.vol() returns the hounding volime, intersect()
computes the intersection hetwreen the object and a ray, check_intersect() jn=t perforins an
interscetion test, surface_normal() compntes the normal to the surface at a given point,
triangulate() appends a triangnlar approximation of the ohject to a triangle strip list,

A new objeet can be introduced by a) providing the class definition of the new ohject
according to the above miles (ie. deriving it from class Object) and ) by adding syntactic
rules to the scene deseription granmar from which the (yace based) parser of the scene
description is generated. These two steps are sufficient for any new object. No otlier parts
of the ray tracer have to he studied or even modified by the progranmer.

Future object-oriented toolkits will blur the enrrent distinetions hetween 2D, 3D, win-
dows, and user interface programming. New object-oriented systems will treat all of these as
similar objects that perforn rendering, pieking, event handling. animation, grouping, geowi-
elry computations, and other intrinsie functions. The programmer’s task will be primarily
focused on solving the application problems, rather than spending excessive amonnts of time
on the graphics and user interface implementation. Purthermore, creating 31 ohjects tha
have physical behavior will he much easier and thus more prevalent. Applications witl rely
less on indirect panel-driven user interfaces and instead provide direet manipulation 30 user
interfaces that behave muel like objects in the real world.

Another limitation of existing graphics application progrannmer’s interfaces (APIs) is
their inability to deal with multiple media and theiv synehronization as well as other as-

peets of time-critical and mteractive computing. ‘The high processing power and networking
capabilities that will be available in allordable desktop machines in the near future will
enable distributed applications characterized by much move powerful and effective hnman-

machine interfaces. These new generation user interfaces will employ tine-critical computa-
tion, present audible and visual data, and allow the tinte-critical sensing of hnnnan gestures
for intimate interaction,
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Time-critical computing requires specifving the timeliness of conmipitations to the oper-
ating system, whicli theu st apply elaborate secheduling of resoirees to complete within a
specified deadline. Furtherinare, in cases of systenr overload, graceflly degrading the qual-
ity of a computation (obtaining enly an approxiimation to the actual result), is acceptable in
order to meet the deadlive. Tncaddition, it is essential to acliieve time-critical computing i
i general purpose, imulti-tasking, and networked computer euviromnent, and not in special
purpose systems. Only in this way can we maintain compatibility with the existing body of
software.

3D graphics systems are essentially synthetic media syst>ms that make use of highly
interactive and compact mathematical inodels, creating media streams. This is in contrast
ta presampled media systems, based on the reception, compression, transmission, and de-
compression of media streams. \While time 1s implicit with presampled media, 31 graphics
svstems must incorporate explicit time modeling to achieve the synclironization and fusion
hetween synthetic media and other nedia streams.

In next generation graphics systems ease of use will be a eritical factor as interactive 3D
i= applied to new application arcas. While advances in hardware is making interactive 3D
sraphics systems more affordable, the expense of developing applications which incorporate
A0 is stll quite ligh. One renson being that existing APIs require a high degree of graphics
programining expertise 1o nse. Wlhat s needed dnstead, s o Toundation for inleractive
araphies that enables individuals who e uot computer graphies soplisticates to easily
inecarporate dynamic 3D imagerys no ther applieations applications that may be highly
interactive and imagery that is Jriven by the application data,

Standards

[Histarieally, software deve lopers wath 3D graphies regqurements could either hise their ap-
plications on (propoetany )y heastwane deaswg libeares o onc piternationally stanedaredized)
structured drawing libeaoes oo anion devddopers with s lngh performance requireiment
tvpically toak thee first approaeh ol absorbed the exrra costs of porting and supporting the
different platform’s graplues envirenments, Custamers for whon portability and eost were
most important selected the international standard approach, but suffered in performance
I SOTNe CAses,

PEX is a 3D techuology hased on PHIGS, The X Consortinm, the governing organization
for PEX, defined PENED an AP o PEN offering a staudardized approach for low level
graphies rendering. PEXTD with approxuuately 800 fanetions promises igh perforimance 31
tnmediate mode rendering i an N cnv nonment, something PHHGS Lias Taeked. A traditional
criticisim of the PHIGS and PEN standards is that individual companies have implemented
vendor specific verstons whicl mmade poatability diffieult.

Silicon Graphies, the comnpany with the Teading proprictary APL decided to license its
RIS Graphies Library 1o the Campnter tndustey. Openty ], the pnblicly available version
of this techimology, Tias beeu reasehiteeted 1o heeome wintdow svsten independent and thus
vendor neutral, OpenGl s & rendering only AP with all of the advanced graphices features
from earlier releases. SG has ereated a governing organization, the Architecture Review
Board composed of PC and work<tation companios, i an attempt to ereate an open platforn
for all licensees. Tn July 1992 the hoard released the first specification of OpenGl with
approximately 200 functions

With SUN and HP lavoring PENX and SGEand IBM promoting OpenGlL it will be the
software vendors” vote whiel AP will be the more sneeessful one.
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ISO completed its work on first generation graphices standards with the standardization
of PHIGS4. In response to the need for a coordinated method for addressing all aspects of
multi-niedia objects 1SO lias started the work on second generation graphics standards with
an initial draft for a Presentation Environment for Multi-Media Objects, called PPIEMO
[18]. Within the context of PREMO a multi-media object consists of static or dynamic
araphics, synthetic graphics of all types, andio, still images, moving images including video,
or any other content type or combination of content types. ‘The multi-part document intents
{o support a wide range of multi-iedia applications {(frony simple drawings up to full motion
video) in a consistent way. Sonie parts are expected to reach 1S status as early as 1996.
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Introduction

Advancements in computer and information technology are having a profound cffect on the
manner in which instruction is delivered in a growing number of university classrooms. Hi-tech,
multimedia, instructional delivery sysziems are gradually eclipsing conventional methods of
instruction and will soon replace the lecterns and blackboards that have bec.. the hallmark of university
classrooms the world over for several centurics.

In the summer of 1988, as a result of a grant awarded by the IBM Corporation, Western
Connecticut Staie University became one of the first universities to depart fron past practice and
formally make the transition to a "new-age" classroom'. Under the conditions of the grant, the
university received an experimental, integrated, hi-tech electronic classroom that had been previously
used exclusively for in-house training of corporate executives at IBM’s Management Training Center
in Armonk, New York. Inreturn, the university ficld-tested the classroom’s effectiveness, developed
courseware compatible with the system, and served as a demonstration site for what many regard as
a prototype for classrooms of the future.

In this presentation I will report on the IBM/WCSU "Advanced Technology Classroom" Project
(cf. Fischer, 1993). In doing so, I will first describe the components and configuration of the system
and point out what makes the system unique. Following that, I will indicate how this innovative
instructional system capitalizes on established principles of learning. Finally, I will describe some
of the research we have conducted examining the efficacy cf the system.

Description of the Classroom

The "Advanced Technology Classroom" is an integrated, multimedia, interactive, instructional
delivery system. In the ATC a large (4ft X 4ft), high-resolution video screen replaces the traditional
blackboard. A specially designed electronic podium containing a central microcomputer serves as
the master control panel for the classroom. From this podium, the instructor can control and coordinate
all components of the system.

What makes the podium unique is its ability to orchestrate seamless, multimedia presentations
without requiring the instructor to independently activate each component of the instructional
sequence. The instructor can, for example, present information either on the electronic blackboard
using a sonic pen or on the video screen where comyputer-gencrated graphics, videotape or material
from laser disks can be used to illustrate key concepts and ideas. Without leaving the podium the
instructor can, as an example, present introductory information from an audio cassctte, follow this
immediatcly by a videotzpe/laser disk segment illustrating the concept, and follow this, in turn, with
instructor-prepared visuals and graphics that highlight the key points that were introduced. The
instructor can access scanned images, full-motion video, digitized images, and computer-generated
graphics from the podium as well as from a remote, hand-held unit.

Each student’s desk in the "Advanced Technology Classroom” is equipped with a student
response unit which can be used by students to respond to variable-choice formatted questions posed
by the instructor. These student keypad units are not designed to take the place of normal

'1BM awarded the Advanced Technology Classroom Grant to Western Connecticut State University
as the result of a proposal submitted by Drs. R. Benson, G. Buccini, and M. Fischer in April, 1988.
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pupil-instructor interaction, but are used instcad to keep the instructor apprised of how well each
student is comprehending information during the course of the lesson. The microcomputer built into
the podium informs the instructor of each student’s response to the keypad questions and, in addition,
provides summary data on the performance of the class as a whole. Access to these data allows the
instructor to make "on-line" decisions regarding the pace of instruction; the instructor can ascertain
when to move on to new information or when to provide further explication of topics not fully
comprchended. This feature of the system eliminates the need for instructors to scan the faces of the
class in search of nonverbal cues that might signal frustration or confusion.

The design of the ATC also allows the instructor to share the keypad question results with the
class. The instructor can display on screen not only a histogram indicating what percentage of the
class answered a particular keypad question correctly (or incorrectly), but also comparison data
showing how the class compares to previous classes responding to the same question.

An additional feature of WestConn’s ATC is that each student’s desk contains a personal
computer. The PC unit is mounted under a specially designed desk®. A glass top on the desk permits
the student to view a recessed screen; a slide-out drawer contains the keyboard. The advantage of
this design is that the visual field in the classroom is not obstructed by PC hardware that might
otherwise prevent normal viewing and interaction. The desks in the ATC are arranged in a
U-formation to facilitate high levels of interactivity. The PCs in the ATC are networked within the
classroom (LAN) and connected to the university Mainframe providing both local and campus-wide
connectivity.

Pedagogical Features of the System

There is a paradox in the fact that while learning theorists long ago identificd the critical elements
essential for facilitating learning (Gagne, 1970; Hilgard & Bower, 1966), these clements are often
ignored in the design and delivery of instruction, particularly at the university level. Perhaps, it is
because most faculty at the university level holda Ph.D. degree and Ph.D. programs are not structured
or intended to prepare teachers (Lewis & Altbach, 1992). For optimal learning to take place, there
has to be a careful marriage between the structure of the lesson and established principles of learning.
Perhaps the greatest virtue of the ATC s its capability for weaving basic principles of learning into
the fabric of a lesson/course.

One exan ple of the ATC’s capability for capitalizing on established principles of learning is its
provisions for- nteractivity (Horowitz, 1988). Basically, interactivity refers to the dynamic exchange
that takes place between the learner and other components of the system; the extent to which the
learnerbecomes an active participant in the learning process. Interactivity may include several kinds
of engagement: a learner may engage the content/materials of the lesson, a learner may engage the
instructor who is directing the lesson, or a learner may engage other students participating in the
lesson. Each form of interactivity plays an important role in maximizing opportunities for learning.

The design of the "Advanced Technology Classroom" enhances opportunities for all forms of
interactivity. In the ATC students interact with the instructor not only through the traditional mode
of questions and answers exchanged during instruction, but also through the use of keypad response
units and student PCs. The incorporation of periodic keypad questions into a lesson forces full
participation by all members of the class and provides the instructor with a more accurate indication
of student progress than could be attained through sampling that is based solely on voluntary
responses. An inherent benefit of the keypad units is the confidentiality they provide to students,
since responses to keypad questions are essentially confidential (only the instructor knows). This
means that students can respond to questions without fear of being publicly embarrassed by an
incorrect answer. In a conventional classroom a sizeable number of students withdraw from
participation, in part, for this reason.

Interactivity with the content/materials, the instructor, and with other members of the class is
also facilitated by the U-formation of the classroom desks and by the accessibility of personal
computers. The personal computers play an especially important role in fostering interactivity. There
are, for example, numerous software packages that cnable students in math classes to analyze data

*The personal computers and special desks for the ATC were acquired through a State of Connecticut,
Department of Higher Education, High Technology Program Grant awarded to M. Fischer in August,
1989.
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that the instructor has provided as part of a lesson. There are also software programs that enable
students to use their PCs to type in their own thoughts or comments on a particular topic which can
then be released by the student for inspection by the instructor or by the class-as-a-whole. Classroom
PCs can be used for library searches and for a multitude of other instructional purposes during the
course of a lesson.

A related pedagogical virtue of the ATC is that it allows students to monitor their own progress.
The increased opportunities for interactivity provide students with a steady streamn of feedback on
the correctness or incorrectness of their responses. This immediate feedback serves to either reinforce
prior learning or, alternatively, signal the student that more study and practice are necessary.

The ATC is also ideal for assisting the instructor in making the lesson relevant and meaningful.
With its capability for utilizing multimedia, the ATC can make the learning experience dimensionally
richer. With much greater facility than would be possible in a conventional college classroom, the
ATC can open the door to a wide range of experiences. Students can be taken to distant locations
around the globe to see "first-hand" the events and conditions they are studying. They can meet the
experts in their discipline and hear personal accounts of their contributions. They can be exposed to
broad applications of the principles and theories they are studying. In short, the learning experience
can be made to transcend the classroom. By transcending the boundaries atherwise imposed by space
and time, the ATC provides access to a larger body of information in ways not possible in a traditional
classroom. The end result is an enriched experiential base for learning.

The ability of the ATC to present first-hand information is by no means trivial. Since the
beginning of time, instruction has centered heavily on information handed down from an
indeterminable number of sources. The person acting as instructor served both as the repository for
information and the conduit through which that information was communicated to the student. In
serving in this dual role, the instructor (not the information) was the focus of the lesson, as well as
the interface through which the learner came in contact with information. The depth and purity of
the information presented rested entircly on the accuracy of the insfructor’s sources (whatever they
might be) and on the instructor’s ability to communicate the information with minimal distortion.
With instructional systems such as the ATC, we move closer than ever before to the purest form of
information transfer, to instruction that is first-hand and experiential, as opposed to second-hand and
anecdotal.

Yetanother pedagogical virtue of the system is its capability for catering to individual differences
in learning styles. It accomplishes this in a number of ways. First, the very nature of the system
encourages the instructor to present information both auditorially and visually. Though itis customary
for instructors in traditional classrooms to periodically back-up their spoken lectures with a variety
of visuals, there is a tendency to rely primarily on the auditory mode of presenting information. The
design and operation of the ATC tends to strike a better balance in how information is communicated.
In doing so, the ATC manages to accommodate both students who are auditory learners as well as
those who learn best when information is presented visually. Indeed, there is a body of literature
suggesting that for all students, learning is facilitated when abstract concepts are visually broken
down into more concrete, digestible units (Arnheim, 1969). Through what has been termed
"conceptual visualization" the learner comes to more readily apprehend concepts that would remain
unclear in the absence of visual dissection.

A second way in which the system meets the needs of students with different lcaming styles is
its capability for accommodating both extraverted and introverted learners. While extraverted learners
tend to be more comfortable participating in classroom interactions, their introverted counterparts
are usually more reluctant to engage either the teacher or their fellow classmates (Eysenck, 1976).
The incorporation of the keypad units into the ATC affords an opportunity for introverted students
to participate covertly in the lesson without having to sacrifice whatever need they might have for
anonymity.

A final pedagogical benefit of the ATC, and one that is extremely important, is its impact on
the structure and organization of the lesson. Since the use of the ATC requirces pre-programming the
system for the presentation of instructional materials, the instructor is obliged to pay strict attention
to the structure and orchestration of each lesson. As a consequence, instructors using the ATC tend
to have a greater awareness of the structural integrity of their lessons that those whose presentation
format allows them to be more casual about how course content will be presented.

Student and Faculty Reactions to the System




Given the many pedagogical features of the ATC, the question remains, is it effective? To
answer this question faculty participating in the ATC project at WestConn administered a survey to
students taking courses in the "Advanced Technology Classroom®." The survey asked students to
evaluate specific features of the ATC and to rate the overall effectiveness of the ATC as compared
to a more traditional classroon setting. The features that were examined included: the effectiveness
of the computer-based visuals, the impact of the ATC on the organization and sequencing of
instruction, the effectiveness of the keypad response units, and the effectiveness of the ATC in
fostering interest and motivation.

Students were asked to respond to each survey item by indicating their rating on a 7-point Likert
scale. Three points on the scale were pre-labeled to assist students in arriving at their decisions. A
low rating of "1" indicated that, for the feature under consideration, instruction in the ATC was "much
less effective” as compared to a regular classroom. A rating of "4", the mid-point on the scale,
indicated that the two instructional environments were perceived as being "the same.” A high rating
of "7", indicated that the ATC was perceived to be "much better” with regard 1o the feature under
consideration.

The results of the survey indicated a high degree of student satisfaction with the ATC. For each
feature examined, 90 percent (or higher) of the students rated the ATC as being better than the
traditiona! classroom with the majority of responses clustering around "6" or "7" on the seven-point
scale. Anecdotal remarks from students included comments such as: "sparks interest", "sticks in
your mind", "keeps all students involved®, "allows maximum participation", and "shows us things
we wouldn’t see otherwise."

Like students, instructors teaching in the ATC also had positive reactions about the instructicial
system. All of the instructors involved with the ATC project felt that the electron.c classroom
stimulated student-learning. They reported increased attentiveness from their students and a greater
number of unsolicited statements extolling the virtues of the classroom. Instructors reported, in
addition, that the sysicm enhanced their instructional effectivencss by promoting greater classroom
efficiency. They found less of a need to repeat information and received fewer requests from students
for clarifying examples. The time that would otherwise have been allocated for these activitics was
therefore available to use for other purposes, such as providing additional instruction or engaging in
other class activities. Although the time savings reported varied across instructors, it ranged trom 5
to 15 minutes of additional time per class period.

Indeed, the ATC was so well received by students, faculty, and administration that it scrved as
a catalyst in initiating campus-wide interest in information technology systems and provided the
impetus for the installation of additional hi-tech classrooms at the university.

*The results reported here are based on data collected by Drs. G. Buccini, J. Cilliza, and M. Fischer.
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Abstract

This document describes what we call an Interactive Information Center (1IC). An evaluation
of both cultural and economic aspects has led us to believe that a major requirement of our
modern industrial societies, i.e. the rapid disscmination of knowledge and skills, can no longer
be met by educational institutions which exclusively rely on classical training schemes, even if
modern technologies are used (i.e. computer support).

In our opinion training should be preceded by the use of new infrastructures, which
interactively illustrate the purpose knowledge and skill have in our society. We are referring to
new infrastructures for motivation, games, experiment, simulation, counseling etc. The
Interactive Information Center has been devised for the purpose of encouraging people to search
for suitable information methodically (e.g. training and education), stimulating interaction with
simulations and having advisory dialogues with peoplc or machines. Finally, it is a guide to a
modern specialized, yet holistic training programme.

1. Introduction: A New Diagnosis:
Categories for a New Modelling of Socio-cultural Systems

"Modern societies are characterized by their continuous endeavours to improve
and renew the basic structures needed for the evolutionary progress of all members
of the community. In their ideal form they represent the unity of education and
training, i.e. the unity of rational knowledge, technical skill and humane attitude.
Only in the openness und dynamic development of modern societies can
opportunities arise to realize the highest goals: fo contribute to the development
of and connection between cultural and material growth.” johann Gdtschl




20th century societies may be characterized by wechnological and social developments, which
led to a new understanding of rationality (Gétschl, 1992). Some reasons for the reformulation
and transformation of the concept of rationality are:

a) the increase of dynamics and complexity (connectivity) of systems

b) the understanding of the limits of regulation and control (sclf-organizational processes in
physical, biological and socio-cultural systems)

¢) the understanding of the limits of predictability (e.g. chaos-theory)

d) the understanding of the necessity of the increase of justification and evaluation and
transparency

¢) the understanding of the nccessity of new forms of decision-making

f) the understanding of the correspondence of the increase of knowledge and the increase of
competience of decision-makers

The consequences of a new concept of rationality represent a new world-view. A new world-
view is necessary because it possibly offers new solutions to the various problems of nature and
mankind (e.g. ecological, socio-cultural, multi-cultural, economic, political, scientific, existential
problems).

The question is how we construct or generate initial conditions for such an adequate wor/d-
view, adequate to the various problems around us.

Technological and scientific progress in our society moves so fast that an individual with an
"ordinary" world-view has a rather reduced chance to locate and "culturalize” his or her position
between the dynamics of nature, society, technology and the emergence of humanity.

This leads to a deficiency of self-determination of (wo)man, which in turn leads to
estrangement, ignorance and chaotic behavior (Postman, 1992).

In crder to use and transform the categorial changes of the world it is necessary to crcate a new
infrastructure, which enhances the process of diffusion of scientific and technological knowledge
into all levels of society. We suggest therefore to establish Interactive Information Centers in
connection with existing institutions of higher education and training.

We feel there is an urgent need for new concepts of and instruments for the dissemination of
information, because the "half-decay-rate" of knowledge has been reduced to less than six years
in key areas of knowledge, e.g. biology, chemistry, medicine and information and computer
science. This implies that even specialists who are unwilling or unable to keep up their studies in
their own ficlds of knowledge have but 25% of the information available in this field after about
twelve years.

In the field of computer science the development cycle of new hardware has been reduced to a
merc 18 months. Because of the computerization of all dimensions of life it is evident that the
dynamics of knowledge-transformation will further increase.

Therefore, it is necessary to develop new and efficient methods for the dissemination of
knowledge, both in the form of specific training programs and in the form of "lifelong study".
This situation is complicated by the fact that existing professions increasingly change their
profile and that new professions emerge. Morcover, contradictory demands are made on learners
as both expert training and holistic intcgration of knowledge are required.

Modern industrial societies thus face four major challenges:

1. There is an urgent need for the improvement of the dissemination of information.

2. There is a growing demand for information retrieval and/or the retrieval of structured
information (knowledge).

3. The restructuring of existing professions and the emergence of new professions should be
supported by suitable institutions of training.

. Social developments should not be seen as isolated cvents but as being interdependent

processes. The answer is neither "universal knowledge" nor "specialized expertise”. A new
type of expert training is required: one that generates understanding of general aspects and




interdependencies and at the same time imparts mecthods for knowledge acquisition
management to help acquire knowledge quickly and according to the level of one's needs.

2. A New Conceptionai and Instrumental Reaction:
The Interactive Information Ceater and Its Three Components:
Motivation, Simulation and Training

As a possible answer to these challenges, we suggest the establishment of an /nteractive
Information Center (IIC). It consists of three components: a Motivation Center (MC), which
provides the trainee with information in a lively and entertaining way ("edutainment”, "info-
tainment") and arouses the desire to acquire further knowledge; a Simulation Center (SC), which
enables the user to experiment with the virtual images of real processes of life and imparts
insight by offering him advise, counseling and special information; and a Training Center (TC),
which provides intense, continuously up-dated, in-depth training schemes for the participants,
who are well prepared and motivated.

In the following three sections (3-5) the three sub-centers, Motivation Center, Simulation
Center and Training Center, will be discussed separately. In sections 6 and 7 we will summarize
the way the three sub-centers are coordinated and suggest further steps to be taken.

3. The Motivation Center

The Motivation Center (MC) is based upon the imperative of a "person-centered approach".
One might simplify matters and say that the Motivation Center brings together people by means
of high tech environment in a playful and eniertaining fashion. People who are visiting the MC
learn how to communicate in a new qualitative dimension. Only in the process of communication
do motivational structures evolve, see (Gétschl, 1992, 1990, 1987). Therefore it is necessary to
start a highly individualized communication process by means of computer animations, computer
simulations, interactive art objects, virtual reality environments, see (Maurer & Carlson, 1992;
Hattinger et al, 1990) etc. The MC should grasp the people’s focus of attention and provoke them
to communicate and play. The communicational and game-like interactions should initiate self-
organizing motivational structures for more innovative life-dynamics and life-styles, see (Gerken,
1990), which should result in innovative economic potentials for finding new products and new
services. The high-tech scenario offers open motivational structures for initial and further
teining.

Computer-oriented infrastructurcs such as the Electronic CAFE (Communication Access for
Everybody), see (Barry, 1991; Foresta, 1991; Maupas, 1992), the Viewseum, see (Maurer &
Williams, 1991), The Networked Virtual Art Museum, see (Loeffler, 1992) or the Ars Electronica
Center, see (Leopoldseder et al, 1993) are based on networked services such as the transmitting
of high-quality digital information over ISDN telephone lines. These networks may realize long
distance, multi-cultural and multi-user virtual reality environments,. which may generate new
qualities of psychological counseling, training and education, information on different
occupations and career prospects in different countrics, general information on the latest
developments in the international job market, etc. One of the main components of the Motivation
Center in terms of infrastructure is a substantial hypermedia system (HS). It provides
comprehensive information in the form of video clips, images, encyclopedic data, diagrams and
cartographic data on all aspects of modern life etc. The main advantage of such a hypermedia
system is that it is so easy to handle that even newcomers to computing can cope. It is fun to
wock with, and thus creates and enhances motivation, see (Maurer, 1992) and (Maurer et al,
1992).

The communication facilities of the hypermedia system permit an extensive exchange of ideas
and access to even remote data, paving the way for more advanced uses (sec section 4).




4. The Simulation Center

The Simulation Center (SC) is based upon the imperative of a computer-supported processing of
"world-information" which is relevant in cultural and economic terms. This imperative is put
into practice by the following elements:

a) Application of high-performance PC networks which permit access to various data bases and
thus make the local processing of data possible. This function may be part of the hypermedia
system outlined in section 3. This "orthogonal” application enables the user of the MC to
proceed to the SC easily.

Advice and recommendations for the user given both by people and by computers. Computer-
supported counseling might be carried out by means of a computer conference with
hypermedia systems (HS) and virtual reality systems (VRS).

Formation of models of rea' ~~onr.nic processes by using computer simulations or by means
of cooperative "games" alouy, ... . 1es of VRS, where the computer has a guiding function.

5. The Training Center

The Training Center (TC) is based upon the idea that in the shortest possible time the trainees
should reach a satisfactory level of training. This would be a level that suits his or her job
situation and/or the general short-term and mediuin-term labour market conditions in the best
possible manner. This idea might be realized by the following elements:
a) Dynamic planning of training in the field of applied information science
b) Holistic fashioning of training contents
¢) Dynamic cooperation between the IIC and the economic sector
d) Realization of a)-c) by means of spccial training programs (training, courses, seminars,
tutorials etc.) with HS and VRS as general infrastructure for group discussion, electronic
library, etc.
The trainees use the whole networked infrastructure of the IIC. Training rooms are designed as

“classrooms of the future", see (Maurer & Williams, 1991): About 9-12 trainees are sitting
around an oval desk with built-in computer-terminals which are connected to a HS.

Explanations of the trainer are visualized at the terminal-display. Trainees have permanently
local and remote access to encyclopedic data, various forms of dictionaries, a global bulletin
board system, etc. and are connected to other infrastructures like the IIC.

6. The Holistic Integration of the Three Components

The idea of the IIC is based upon the insight that the traditional and classical training centers do
no longer suffice to make the trainee experience the current and realize the future developments
of modern society and put this knowledge into practice in his or her professional life. Our society
is developing and changing rapidly, and its complexity is increasing. Therefore, it has become
necessary to create the right conditions for modern education before training.

These conditions are: motivation of the individual to acquire more knowledge and skill through
interactive technologics and $imulations. The Motivation Center opens the trainee's eyes to the
possible applications of computers, increases his or her interest in working with the computer
and prepares him or her for the development of his or her personal interests in the Simulation
Center. In a similar way the Simulation Center prepares the user for the core of the IIC, the
Training Center.

Thus, the IIC can also be secn as a kind of channcl in which a continuous diffusion of
information of various kinds takes place. By means of the playful handling of high tech, this
channel leads the visitors and users of the IIC from the motivation component (MC) to the




simulation component (SC), where complex ideas may be tentatively tested with the highest
degree of rationality and precision in HS and VRS. When these simulations reach a level of
quality close to what can really be imagined, the trainee qualifies for specific training in the
Training Center (TC). This process may be illustrated as follows: see attached diagram.

1Hc
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7. Outlook

With the IIC’s key intention in mind we plan to carry out a comparative analysis of several
international activities in the constructing of new hypermedia and virtual reality infrastructures,
such as the Ars Electronica Center in Linz/Austria (start of construction in 1993), the Electronic
CAFE in Paris/France (in operation), the Networked Virtual Art Museum in Pittsburgh/USA
(planned), the Interactive Communication Center in Japan (planned), and we are working with
the emerging technology of virtual reality and cyberspacc systems in combination with
hypermedia systems. The authors are involved in several such projects. The concept of the

Interactive Information Center (planned, Graz/Austria) is the conclusion of a networked cultural-
economic approach.

At this moment we are in the process of installing an international high-level Advisory Board.
In a first 1IC conference the members of the Advisory Board will communicate their ideas about
the 1IC and its subcomponents. Plans for the conference will be made after the members of the
Advisory Board have been nominated. At the same time we are sctting up an Executive Council
for operational purposes, which will sec to the local realization of the IIC.

8. References

Barry, J. (1991). Arts and Access and Coffee, Too. Electronic Café Lets Artists Interface
Internationally. /nternational Herald Tribune, October 8, 1991, 10-11

Foresta, D. (1991). The Many Worlds of Ari, Science and the New Technologies. LEONARDO,
Vol. 24, No. 2, 139-144 ,

Foresta, D. (1991). Mondes Multiples. Edition BaS avec le concours de la F.E.M.1.S.

Gerken, G. (1990). Abschied vom Marketing. Interfusion statt Marketing. Econ Verlag,
Diisseldorf, Wien, New York.

Gétschl, J. (1992). Das wissenschaftlich-rationale Denken. Elemente auf dem Wege zu einer
Wissenschafiskultur. In: Mant! [Hrsg.]: Politik in Osterreich. Dic Zweite Republik: Bestand
und Wandel. Béhlau Verlag, Wien, K6lIn, Graz, 645-660




Gétschl, J. (1990). Zur philosophischen Bedeutung des Paradigmas der Selbstorganisation fiir
den Zusammenhang von Naturverstindnis und Selbstversttindnis. In: Krohn, W., Kiippers, G.
[Hrsg.]: Selbstorganisation. Aspekte einer wissenschaftlichen Revolution.
Braunschweig/Wiesbaden, Vieweg, 181-202

Gotschl, J. (1987). Zum Subjekt-Objekt-Problem von transzendentaler und evolutiondrer
Erkenntnistheorie. Elemente einer Konvergenzvermutung von transzendentaler und
evolutiondrer Erkenntnisthecorien. In: Lttterfelds, W. [Hrsg.]: Transzendentale oder
evolutiondre Erkenntnistheorie. Darmstadt, Wiss. Buchges., 285-306

Gotschl, J. (1992). The Study of Nature and the Emergence of World View - Philosophical
Reflections on E. Schrodinger’s Approach. In: Gétschl, J. [Ed]: Erwin Schrédinger’'s World
View. The Dynamics of Knowledge and Reality; Theory and Decision Library. Series A:
Philosophy and Methodology of the Social Sciences; Dordrecht, Kluwer Academic
Publishers, 173-182

Hattinger, G., Russel, M., Schopf, C., Weibel, P. [Hg.] (1990). Ars Electronica 1990: Band II:
Virtuelle Welten. Veritas-Verlag Linz.

Leopoldseder, H., Janko, S., Konigstorfer, T., Schépf, C. (1993). AEC, Ars Electronica Center,
Projektstudie. Zusammenfassende Darstellung der Projektstudie auf Basis des ART + COM
Konzeptes, der Marketingstudie und der Einzelstudien, AEC-Verein, c/o ORF andesstudio
Oberbsterreich, A-4010 Linz, Franckstr. 2a, March 1993

Loeffler, C. E. (1992). The Networked Virtual At Museum. Project at the Carnegie Mellon
University, Pittsburgh, Department of Telecommunications and Virtual Reality

Maurer, H. & Williams, M. (1991). Hypermedia Systems and Other Computer Support as
Infrastructure for Museums. J. MCA /4, 117-137

Maurer, H. {1992). Why Hypermedia Systems are Important. JCCAL '92 Proc. LNCS 602,
Springer, 1-15

Maurer, H., Kappe, F., Scherbakov, N. (1992). Hyper PC - A New Training Tool and its
Integration in a Large Hypermedia System. ETTE '92 Paris.

Maurer, H. & Carlson, P. (1992). Computer Visualization, A Missing Organ, and Cyber-
Equivalency. Collegiate Microcomputer, Volume X Number 2, May 1992

Maupas, P. (1992). Réseau numérique. Les artistes partagent leurs écrans. 0/ INFORMATIQUE,
Nr. 1200, 21 Février 1992, p. 29

Postman, N. (1992). Das Technopel. Die Macht der Technologien und die Entmiindigung der
Gesellschaft; Frankfurt am Main, S. Fischer,




A Hypertext-Based Approach to Computer Science Education
Unifying Programming Principles

WENDY A. L. FOWLER and RICHARD H. FOWLER
Department of Mathematics and Computer Science
University of Texas - Pan American, Edinburg, TX 78539, USA
Internet: fowler @ panamli.panam.edu

Introduction

Introductory computer science courses must provide students both a theoretical foundation
for study of the discipline and more concrete skills necessary to begin implementing programs.
To achieve these goals, students must learn general problem solving skills, algorithm design,
and an implementation language. Additionally, software engineering and program design tech-

ques should be learned from the cutset, and the beginning student must learn the basic soft~
ware tools for programming and design. Maintaining a balance and perspective among these
somewhat disparate skills is one of the principal challenges of the introductory courses.

A number of studies have investigated novice programming in general and the more spe-
cific issues of teaching programming in a computer science curriculum (Baile, 1991; Soloway &
Spohrer, 1989; Koffman, Miller & Wardle, 1984). The Association for Computing Machinery's
Computing Curricula 1991 (Tucker, 1990) points out that programming encompasses all of the
activities involved in the description, development, and implementation of algorithmic solutions
to problems. The difficuily inherent in teaching program and algorithm design at the same time
as program implementation is central to the issues of teaching programming. This difficulty is
exacerbated by introductory computer science courses and texts that structure the presentation of
design and programming principles around the introduction of a particular programming lan-
guage. It is difficult to avoid this structuring, but for the student learning his or her first pro-
graming language there is an understandable tendency to loose sight of abstract concepts when
trying to implement an algorithm in a particular language.

The challenge of teaching programming in the introductory courses lies in simultaneously
teaching 1) general problem solving skills, 2) algorithm design, 3) program design, 4) a pro-
gramming language in which to implement algorithms as programs, and 5) software tool use
that supports design and implementation. Attempts to separate the teaching of these skills have
typically focused on separating program design from the other facets. In general, this has re-
sulted in students' acquiring better design skills (Baile, 1991).

The separation of program design and description from implementation is one of goals of
computer aided software engineering (CASE) (Bochm, 1981). This suggests that commercially
available CASE tools might play a role in the introductory computer scicnce courses (Sidbury,
Plishka & Beidler, 1989). Yet, commercially available CASE tools have some potential draw-
backs: complexity of the CASE environment, an interaction style possibly different from other
elements of the programming environment, documentation that is not appropriate for introduc-
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tory students (Mynatt & Leventhal, 1990), and expense for both the sofiware itself and the sup-
porting hardware (Kiper, Lutz & Etlinger, 1992).

Student oriented software tools have been implemented that overcome some of these draw-
backs. In a system designed for the beginning student the implicit enforcement of design meth-
odology characteristic of CASE systems can be morce closely matched to the needs of the student.
Carrasquel, Roberts, and Panc (1989) describe a visually based systemn designed for students in
introductory courses. The system allows students to enter and cdit a structured design that
specifies data and control flow among modules. The system can also interact with other pro-
grams for data display and code entry. Schweitzer and Teel (1989) developed a system for teach-
ing structurcd design that automates several aspects of design and code gencration. The SODA
system (Hohmann, Guzdial, & Soloway, 1992) closely tics students to a computer aided design
(CAD) model of program design and development. Programs that support student's design and
implementation tasks in the introductory courses are a natural extension of a tool based ap-
proach automating some aspects of programming,

An Environment Integrating Design, Programming Language, and Hypertext

The environment we are using for our introductory programming courscs provides students
with a closcly integrated suite of pedagogically oriented programs. The programs and the inter-
relationships among programs are designed to support the independent development of cacli of
the skills necessary for programming, while keeping more abstract concepts of computer science
in sight. The environment integrates design and programming tools with a hypertext of lecture
material and '-boratory excrciscs.

Figurc 1 below shows the principal componcnts of the cnvironment. Design Tool, in the up-
per left corner, is a student oriented CASE tool focusing on visually based structured program
design. It scrves as a vehicle to develop skills in problem solving by problem decomposition and
incorporates a pscudocode language designed for the beginning student.

The hypertext notebook is shown in the lower right of the screen. It includes all material
presented in classroom lectures organized as hypertext. The notebook is used concurrently with
Design Tool and the programming language environment and incorporates the materials used in
student laboratory exercises. Each student has his or her own copy that can be annotated. The
Pascal programming environment is shown in the upper right. Information can be eas:ly trans-
ferred among each component of the environment.

Design Tool

Design Tool provides a visually based system for problem solving using problem decompo-
sition, program design via structure charts, data flow checking, Pascal code gencration, and rc-
port production. To facilitate separating the tasks students must master in learning to program,
students' first experiences with the laboratory's environment are a series of exercises using De-
sign Tool in problem decomposition. In comgleting design exercises, students are introduced to
the diagramming and report writing facilitics of Design Tool, as well as the general windowing
and editing environment, before learning the Pascal language facilities.

Design Tool provides general tree display facilities for module creation and deletion, reor-
dering and repositioning of modules, collapsing and cxpanding subtrees and windows, and vari-
ous layouts of the tree structure. As shown in Figure 1, an overview diagram of the entire struc-
ture is always in view orienting the displayed modules to the complete program design. The
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overvicw also provides navigation facilities for moving within the module structure. The display
facilities for panning, using the overview, and zooming in and out on parts of the structure are
designed to facilitate the student's keeping track of the overall design during development.
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Figure 1. A typical screen showing the components of the student environment.
The upper left window is the student oriented program design and problem
solving tool showing an overview of the completc design and the student's ar-
rangement of the design and coce. The upper right window is the Pascal editor
with code transferred from Design Tool. The hypertext in the lower right is
opened to a section giving a tutorial overview of a programming construct.

A student ori <t2d pscudocode language, centering on data flow and consistency, is avail-
able in Design Tool. A complete Pascal program module can be generated automatically from
«he pseudocode. Default values for language elements allow the student to design moderately
complex problem solutions and generate most of the Pascal code very early. These early exer-
cises serve to reinforce the lesson that programming focuses on problem solution and design and
not the particular programming language or hardware.

CASE software is typically designed to tie its user, more or less rigidly, to a particular de-
sign methodology (Vessey, Jarvenpaa & Tractinsky, 1992). In Design Tool several constraint
and consistency checking options can be used to enforce a particular methodology. For example,
during the early weeks of the course, modules can only be created using a top down methodol-
ogy. The student is required to start at the top of the module hierarchy, only adding modules di-
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rectly below existing modules. Relaxing various constraints enforced by the system, regarding
the availability and consistency of data, gives the user more freedom in the design of programs.
With no module creation or data flow constraints, the system can be used as a sketchpad in cre-
ating and connecting modules. Data flow and consistency for module sets can be checked at the
request of the user. Finally, the student's design created in Design Tool can be printed and used
as his or her written design assignment. Subsequently, the design is used as the basis of the im-
plementation. The information in each module can be copied directly into the program file when
code is generated, serving as documentation and a guide for the developing program.

Hypertext Notcbook

The hypertext serves to integrate concepts introducec ia the classroom and text with the
design and programming environment. The notebook contains the course lecture material and
supplements: course syllabus, schedule, laboratory exercises, programming assignments, and a
large set of designs and example programs. The system in which the hypertext is implemented
allows the direct transfer of information to both Design Tool and the programming environ-
ment. Laberatory exercises are based on transferring programs and designs from the notebook to
the programming environment. Students are required to exploit the integrated nature of the
learning environment by using Design Tool to interactively examine program structure by exe-
cuting example programs. Students are also encouraged to annotate their copies of the hypertext
for study.

The hypertext is structured to reflect the sequence and scope of lectures. General lecture
topics scrve to organize the text by unit. Within units, main lecture points serve as organization
points from wiich students can explore concepts in greater detail. Each unit provides numerous
examples illustrating newly introduced concepts that build on previous examples and concepts.
Students can experiment with the programs by copying them directly inio the programming en-
vironment, and then compiling and executing the code. All examples used in the lecturc are in
the hypertext so that during lecture students can focus on a program's explanation and discus-
sion and later use the hypertext to review and annotate  le.

One element of the hypertext is Quick Look scr  ,, as shown in Figure 1. A Quick Look
provides a brief explication of a concept introduced in class and the text. The hypertext includes
a series of these for the control and data structures presented in the course. The Quick Look
screens provide a readily available and easy to use help facility for programming language se-
mantics and data structure concepts analogous to the programming language syntax help facili-
ties included in most programming language environments. These screens can be displayed to-
gether with corresponding laboratory exercises to help students gain a greater understanding of
the implementation of concepts. Key concepts on the Quick Look screens are linked to more de-
tailed information in the hypertext.

The development of the hypertext was in part motivated by a curriculum restructuring fol-
lowing the suggestions of the Association for Computing Machinery's Curricula '91, During the
course of authoring the hypertext, frequent referral to Curricula '91 suggested that for our own
use it might be useful to have that document on-line. To meet this need, the printed document
was scanned and converted to hypertext. We maintain a separate instructor's copy of the course
hypertext that incorporates links to the Curricula '91 hypertext.




Discussion

The structure of our introductory courses, based on an environment using a hypertext to in-
tegrate skills, is designed to address the challenges faced by beginning computer science stu-
dents in developing programming expertise. The goal of the environment is to facilitate a peda-
gogy that allows instruction to focus on each of a set of somewhat disparate skills. The early in-
troduction of program development tools as an integral part of program implementation serves
as a foundation for a tool based approach used in more complex software development environ-
ments.

Design Tool is the first program students interact with, and the first weeks of the course fo-
cus on developing problem solving skills using problem decomposition. The use of this visually
based environment for problem solving togethcr with the hypertext is typically greeted with an
enthusiasm that can help overcome some of i naiural frustrations in learning any new software
system. The repository of program designs ir the hypertext notebook provides examples of
complete designs for study in the early weeks. The first exposure to the programming language
facilities entails transferring and executing programs from the student's hypertext notebook.
This is designed to attenuate some of the difficulty in developing skills using the language facil-
ity, a "training wheels" approach.

The code generation facilities of Design Tool are designed to allow students to focus on al-
gorithm development. Much of the potential for errors in data flow among modules is eliminated
by constraint checking in Design Tool before moving to the implementation facilities. As stu-
dents progress to the development of more complex designs, the strictly top dowr. constraints of
problem solving and module development are relaxed. This allows a design methodology reflect-
ing both top-down and bottom-up program development appropriate for module reuse and a dif-
ferent design methodology. Finally, the hypertext notebook serves as a facility to physically and
conceptually relate the more abstract concepts introduced in the course to the details of the
design and implementation e€nvironment.

Over the past year we have used student questionnaires to assess student response to the
tools and attitudes towards design and implementation concepts. Students have also completed
pre-test and post-test exercises, and a standardized series of assignments and exams. Each se-
mester students are required to complete three design assignments prior to any programming.
Nine programming assignments are completed, each emphasizing specific control and data
structures. Each programming assignment must include a preliminary design document. While
we have not completed our evaluation, we present a brief review of our findings to date.

We have seen an improvement in modular design. The number of designs submitted has in-
creased and the quality and completeness of each design has improved. Students using the suite
of tools show an increase in the efficiency of their programming as measured by time to com-
plete programs. On the first few programs, time spent designing the solution has increased by 20
to 30 minutes. but the time spent programming has decreased on average by one hour. For larger
programming assignments, students have again increased their design time by 20 to 30 minutes,
but have decreased the time to complete a program by two to five hours. Design Tool facilitates
the design process and provides the students with a framework to organize their problem solu-
tion prior to entering the actual coding phase.

Student use of the hypertext has increased overall utilization of the laboratory. While the
time spent in programming may have decreased, the time working in lab and experimenting
with programming concepts has increased. Students spend a slightly greater number of hours in
lab each week, and the distribution of the time on various activities has changed. While less time
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is spent on actual assignments, there is an increase in time spent investigating the concepts dis-
cussed in class, as well as other concepts not yet introduced. It is not uncommon for 10% - 20%
of the class to include design or programming concepts not yet introduced in class in their pro-
grams. This exploration seems to be facilitated by the hypertext with its easy access to example
programs and conceptual information. Students have indicated that they find the increasing
levels of detail in concept presentation, the multiple examples of each programming concept,
and the executable examples supporting each concept useful. Not only can they view the text of
the program, but they can copy the programs into the programming environment and observe
the results of the execution.

Future Directions

To further support students in the mastery of design and implementation skills, we are de-
veloping an algorithm animator which will be integrated with the hypertext, Design Tool, and
the Pascal programming environment. The animator's visual display of data and control flow
will provide an additional representation of the concepts introduced in the course. As with the
other components of the learning environment, the animator is designed to supply a bridge be-
tween abstract concepts and more concrete representations.
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The AT&T Teaching Theater
at the University of Maryland at College Park

WALTER GILBERT
Computer Science Center
University of Maryland at College Park 20742-2411, USA

The University of Maryland at College Park, with the financial support of AT&T, has
designed, constructed, and is using a classroom which features technology 10 transform lectures
and learning. A network of computers, highly integrated with a broad array of audio/visual
equipment, is set in an attractive atmosphere to encourage creative approaches to instruction. The
room, The AT&T Teaching Theater, is an important step in extending to the lecture cnvironment
the benefits of technology that are revolutionizing other aspects of education.

The AT&T Teaching Theater stands out in many ways from the high-tech classrooms that exist
elsewhere in higher education:

Goal: The major goal of the Teaching Theater is to improve the lecture process by
changing it from its traditional unidirectional information flow to involve more collabora-
tion. The availability of both anonymous and personalized intercommunication between
the instructor and the students, and among the students themselves, creates unique and
empowering classroom dynamics.

Availability: The AT&T Teaching Theater is a Campus resource; it use is not restricted
to any particular discipline. Courses from Anthropology to Zoology are candidates for
the kind of transformation the facility supports. Academic disciplines that have used it
thus far include Anthropology, Computer Scicnce, Engineering, English, History, Housing
and Design, Information Systems Management, Library and Information Service, Mathe-
matics, Psychology, and Zoology.

Support: An intcgral feature of the Teaching Theater is its support siaff who are
dedicated to keeping the facility current and responding to the creative requirements of
faculty and students. With additional support from The Center for Teaching Excellence,
another UMCP effort aimed at improving instruction, an active program has been cstab-
lished to assist faculty in preparing to use the Teaching Theater effectively. The room
is never used without the presence of an experienced support person

Research: Support is available for designing, implementing, and evaluating research
projects involving the AT&T Teaching Theater. Installed facilitics provide multiple ways
of recording class sessions for later analysis.
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Background

The focus of the AT&T Teaching Theater on improving lectures is difficult for many people
to comprehend initially. A common first reaction when presented with a classroom which has
exceptional computing and audio/video capacity is to imagine an expanded computer classroom
or dazzling multi-media presentations. It often takes an extended discussion to clarify the concept
of really changing the way lectures are done. Also, since faculty have rarcly ever experienced a
lecture enhanced with lectureware, they can easily revert to focusing on the computers as
computers instead of as lecture-assisting tools. The bottom line is that the AT&T Teaching Theater
is intended to bring faculty and students closer together and to magnify the role of the instructor
rather than substitute for the instructor and take over parts of the teaching process.

The lecture itself is probably the last of the educational processes to be substantially affected
by technology. Every other arca, from custom publishing of textbooks to doing homework, has
been driven by, or at least improved by, technology. While the addition of sophisticated
audio/video presentation and computer demonstrations has improved the quantity and diversity of
information directed from the instructor to the student, these mechanisms still support only a one-
way flow and offer littlc opportunity for students to benefit from the contributions of their peers.
Additionally, they offer no support for the instructor to assess class understanding and the effec-
tiveness and pertinence of his or her teaching cfforts.

Available software permits an instructor to quickly assess the level of preparedness of the class
by asking a question and recciving anonymous responses from all students, not just the traditional
hand-raisers. These responses can be simple votes (yes/no), multiple choices, or short written
statements.  Softwarc designed for group brainstorming is easily diverted to a varicty of
collaborative processes. Just the ability for all students to “talk” simultancously and revicw their
collective statements as the “discussion” proceeds can be a valuable process.

In the typical lecturce setting, class responsc is oftcn biased by the uncven distribution of
students who actively participate in the classroom. This bias can color both the instructor’s and
other students’ perceptions about the general level of understanding. Rescarch at Maryland and
clsewhere shows that classroom participation by women and minorities is consistently lower than
average. One of the design goals of the Teaching Theater is to support and capitalize on si-
multancous, anonymous input from students.

The AT&T Teaching Theater relegates sophisticated technology to a status similar to that of
books and chalk, permitting it to be useful to faculty in virtually every discipline. The question
a potential instructor must ask is: “Can my goals for this class be better accomplished using
collaborative techniques and improved communication among the students, myself, and their class-
mates?” This is a much more difficult question to ponder than “Will my students better understand
soil conservation by having access to the SoilCon software in the classroom?”

The AT&T Teaching Theater is a fertile field for developing and testing new teaching concepts
and methodologics. It is a dynamic and evolving environment, and maintaining this evolution is
onc of the key features in its planning. The active support and development effort will keep the
facility from backsliding to a nice computcr classroom and will allow it to serve as an evolving
prototype for other Campus efforts. Already, three additional classrooms based on the AT&T
Teaching Theater experience are being designed for the new Business and Management Building
and the new Plant Sciences Building. The lessons learned in the design and construction of the
AT&T Teaching Theater are being used productively to reduce costs and to avoid subtle pitfalls
in designing and equipping these new rooms.




The AT&T Teaching Theater offers unique research opportunities in the study of classroom
behavior, teaching strategies, comparative methodologies, effectiveness of technology, and other
heretofore unaddressable issues. When appropriate, a detailed record of a class session can be
made on video tape and most computer activity can be logged for future analysis. Support is
available for faculty interested in using the unique aspects of the Teaching Theater for creative re-
search.

Some Examples of Use

To schedule the room to teach a class for an entire semester, faculty must submit a proposal
;0 the Steering Committee describing what they intend to do in the AT&T Teaching Theater that
they could not do in a regular campus computer classroom, A/V room, or computer lab.
Scheduling is managed by the project team.

Faculty have adapted to the AT&T Teaching Theater in a wide variety of ways, several never
imagined during the design phase of the project. One professor has established a hypertext
environment on all of the computers in the room. The home screen leads to the syllabus (which
leads to detailed class notes, etc.), supplemental readings, a class roster including a picture and
brief background of each student, a note-taking area, the list of assignments, several specific
applications, and other items. He also integrates A/V sources into his presentations.

Another professor uses A/V for presentation of case studies and tools from VisionQuest, a
group decision-support package, to support multiple discussion groups in the room. Her technique
depends heavily on anonymous interactions.

Other professors use collaborative writing tools in creative ways, and one professor has
developed a group software programming cnvironment that permits students to collaboratively
create and test complex programs.

Specifications

The AT&T Teaching Theater can accommodate 40 students at 20 custom-designed student
desks. The desks are cantilevered so that there arc no supports to restrict chair movement; the
front row of desks is wheelchair accessible. The computer monitors are recessed into the desk tops
so that they provide no visual obstruction. Student chairs are five-caster swivel chairs which
promote student interaction and somewhat compensate for the disadvantages of the theater style
of room layout.

The instructor’s console is designed to encourage experimentation with the layout of equipment
and controls. -

The room is 39°x24’, this geometry restricted the configuration of student desks to four rows
of five. Each of the last three rows is tiered five inches above the row in front of it to improve
sight lines to the front. The ceiling is low: 7°6" in the rear and 9" in the front.

The AT&T Teaching Theater is in room 3140 of the Engineering Classroom Building, space
generously provided by the Electrical Enginecring Department. There are two adjacent support
rooms. Onc houses all the computers and the other houses the A/V equipment and provides space
for the support personnel. The monitors, keyboards, and mice are operated over cables up to 45
feet long. Removing the computers from the room has many, many advantages.




Computers

Each of the 20 student desks is supported by an AT&T 25MHz 386-based computer with math
coprocessor, SMB of memory, and 142MB of local hard disk space. Each computer has a 17"
high-resolution color monitor, keyboard, and mouse. Windows 3.1 is the normal operating envi-
ronment. The instructor has two computers, each 33MHz 386-based computers with larger
memory and disks. The nctwork server is a 33MHz 386 with 32MB of memory and about 3GB
of disk space.

Networks

All the computers in the AT&T Teaching Theater are attached to the Campus optical fiber-
based (Internet) network and to an AT&T StarLAN network with a local Novell server. These
connections give students and faculty access to all nctwork-based information sources and
collaborative software applications.

Students and faculty can access their file storage on the Novell server from any of the
approximately 40 computer rooms on Campus which have Novell networks, particularly those in
the many workstation labs. In this way, students can print materials acquired during class sessions
without having to wait in line after class. They can also transfer files to or from their Teaching
Theater disk space, thus permitting them to set up class materials without having to manipuiate
floppy disks during class. The availability of FTP permits dial-up access to files.

Audio/Video Projection

All the video equipment in the Teaching Theater, even the “overhead” projector, produces
NTSC (standard television) images. All images can be projected on cither or both of two 4%’x6”
rear-projection screens in the front of the room.

The image from any computer in the room can be projected onto either or both screens; the
two projectors support up to 1024x768 resolution. The instructor can switch the image from any
student monitor to the front desk and can switch the image from the instructor’s monitor to any
or all student systems. The students’ keyboards and micc can similarly be switched. The
instructor can also blank all students’ screens.

All cquipment is controlled by a convenient touch screen on the instructor’s desk or a
hand-held remote control. The audio/video equipment in the AT&T Teaching Theater includes:

two high-resolution projectors an S-VHS vidco tape player

a U-Matic (3/4") vidco tape player a laser disc player

a broadcast television antenna connection to the campus video cable
a 35mm slide projector (video image) an overhead projector (video image)
a compact disc (CD) player an audio tape player

a sterco speaker system a closed captioning decoder

Recording and Teleconferencing
The Teaching Theater has three remotely controlled video cameras, one in the front of the

room and two in the rear. Onc of the rear cameras is normally focuse. on the whiteboard, the
other two can be used to monitor classroom activity. All three cameras can be used for recording




and teleconferencing. Several ceiling microphones pick up student voices; the instructor can wear
a poriable, radio-linked microphone. Acoustic feedback is not possible because the microphones
are not linked to the speakers in the room.

The cameras and microphones are controlled from a production console containing an S-VHS
recorder, special-effects generator, and related equipment. The consolc is in the rear-projection
area.

Environment

By removing the computers and audio/visual equipment from the classroom to adjacent areas,
the classroom was optimized for human comfort whilc the equipment areas were optimized for
clectronics. Specifically, the fumiture does not have to accommodate computers with their noise
and cooling requircments, the acoustics do not have to provide

Room lighting is divided into eight separately controllable zones: six incandescent, each
continuously variable from full off to full on, and two fluorescent, on/off. An infinite varicty of
lighting moods can be created and controlled by the touch-screen controller on the instructor’s
desk.

The acoustics of the AT&T Teaching Theater have been carefully optimized for speech. In
addition, the room is very well isolated from outside noise and has a custom-designed air handling
system to minimize internal noise. This includes lined air ducts, turning vanes, and a low air
velocity.

All computer and key A/V equipment is powered by a 12.5KV A uninterruptable power supply
(UPS). This isolates them from transient power intcrruptions and damaging spikes. It also
provides a comfortable shut-down period when long outages occur.

Future Plans

The Campus is currently constructing the IBM Tcaching Theater as part of a Total Quality
grant from IBM. It very closcly resembles the AT&T Teaching Theater in design, function, and
support. Its scating is in two concentric horseshoes instead of four theater-style rows. This
configuration is preferred because it promotes collaboration and interaction between students. The
geometry of the AT&T room did not permit the usc of a horseshoe configuration.

Construction is beginning on a new Plant Sciences Building which will contain two similar
classrooms. The larger will closely resemble the AT&T and IBM Teaching Theaters while the
smaller is a seminar room seating 12 in a single horseshoe. They share a common A/V-computcr
room. They will available in Fall, 1995.




Layering Tools for Analyzing Video Data:
Making Sense of Inscrutable Video Using a Significance Measure

RICKI GOLDMAN-SEGALL
Faculty of Education, University of British Columbia
Vancouver, BC, Canada V6T 174

This paper proposes a new orientation in the development of software tools for researchers who
code, annotate, and analyze video data. The direction presented addresses a core problem in the
use of video data: how to make sense of the chunked clusters of video that are difficult to interpret
contextually and even more difficult to interpret when sharing data with collaborators. The claim
made is that dealing with video data is fundamentally different in kind than working with text-
driven data due to the multi-grained nature of video. As researchers code and annotate their data,
vidco chunks can be delincated and weighted. These layered structures will help us "see" what
video data are significant, and for whom, to the total body of video data. Significance is defined by
the users who will decide for themselves upon categories that relate to the task at hand. Adding the
significant measure will aid the work of collaborators sharing the same video and text by building

layered interpretations,
' The Problem:

Analyzing the Significance and Contextual Nature
of Video Chunks of Data is Complex

A theoretical approach for understanding the significance of specific chunks of video data to
the entire video study needs to be developed.! This situation is an impediment to our relying upon
video data to draw conclusions. The problem I would like to address is that, until we find a way to
determine the significance of certain video chunks to a large video stream, the conclusions we
draw may not be representative of the whole body of work. To ov:rcome this problem, we need
first to examine why working with video is inherently different from working with text data, then
to explore the needs of users who are working with video data, and lastly to propose a model for
designing software with visual aids in a database that will help determine the significance of a
given chunk of data to overall objectives in a given study. What is needed are tools that help us
decide whether a closing of the eyelids is a twitch, a wink, or a conspiratorial communication, as
Clifford Geertz might ask (Geertz, 1973). Geertz appropriated the term thick descriptions (first
coined by Oxford scholar, Gilbert Ryle [Ryle, 1971]) to address issues of validity in cthnographic
descriptions of cultures. For Geertz, a thick description of the closing of the eye lids would enable
the reader of a text to come understand what that gesture might have meant for the blinker.
However, in Works and Lives, Geertz underscores that the meaning is tied to the writer's version of
the event (1988). In dealing with video data, thus, the meaning is ascribed by the writer of the text.
To build tools for video analysis, we must come to terms with who is the video rescarcher, who
shot the video, when, where, and for what purpose—paying particular attention to the context in
which the event was recorded.

! In Goldman-Segall (1989b, & 1990) a theoretical model of building layers of video data to thickly describe
the meaning of videotaped events was first recommended. These works describe the refining of a video
analysis tool, Learning Constellations ] (LC 1) which was originally designed in 1989 by my colleagues and
I at the MIT Media Lab to analyze specific video data I had collected of children in a Boston clementary
school. LC 2, is a generic tool for video analysis, is being tuilt in MERLin, the multimedia cthnographic
research lab in the Facultly of Education at UBC. The focus of MERLIn is to develop tools for an emerging
community of video ethnographers.
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Conventional text-based computational tools will not handle video data because video data are
inherently different from text data. Compare the five minutc text transcript of an interview of a
child named John with the data from a five minute interview of him recorded on video. The text
transcript is relatively easy to code, annotate with comments, file, store, retrieve. To analyze the
data contextually, the researcher who is trying to come up with a theory of a child's use of the
word "amazing” might have to consider the following: How is this word used to link ideas? Does
saying "amazing" give John time to pause in order to think about the next topic? How does this
word show curiosity about the world? What do we know about John's interest in one subject
compared to another? We can easily imagine the researcher (who is analyzing only text) searching
through hours of text transcripts to check for other instances of the use of "amazing." It would not
be t0o difficult to compare John's use of the word with another child's. It would not be problematic
to search and link relevant annotations of other researchers who may have commented on John's
use of "amazing." Making textual annotation to a chunk of data would not necessarily present a
problem.

To analyzc this video stream, we need t0 be able to interpret not only what John is saying to
us when he uses the word "amazing,” but what he is doing — hoping that what he does will give
us clues about what he means. We need to be able to determine which pieces are significant, if we
are to make meaning for video later. Therefore, what we need are tools that will "weigh" or “layer"
the significance of video data so that our conclusions are based upon what a child means when he
says “amazing" and then slaps his hand on his thigh and pauses, staring into space. To share our
interpretations of these kinds of events, we need semantic visual tools for communicating to others
what we thought was significant about what we found.

Describing the Obstacle:
Interpreting Visual Images is More Difficult than Interpreting Text

What needs to happen in the development of softwarc tools so that we will be able to interpret
video as intuitively as we do text? To answer this question, we need first to overcome a central
obstacle: interpreting visual images is fundamentally more difficult than interpreting text.

The problem is that we have not found a systematic mcthod for interpreting visual images.
Landau (1989) in About Faces: The Evolution of the Human Face explores the evolution of facial
gestures of humans and primates. In this book, one finds a multitude of illustraticns of facial
expressions and a meaning assigned to each. As is clear from the title, Landau belicves that these
gestures are the result of our earlier history, linking us with primatzs. (One cxample is the facial
geaure with the lips exposing the tecth, According to Landau, this "smile" was once the gesture
. #; +potential cncmies 1o stay away.) Landau's interpretations of facial gesturcs do not address
—. . and cultural differences. The issue facing a rescarcher using visual data is to find a way to
.-«2rpret a given gesture or visual representation. If we are to make meaning from our visual data,
~e need less to have a universal taxonomy of what gestures mean, and morc a method of
exploring the meaning for that person within a given culture.

What does it mean to interpret visual images and attach a meaning to what we see? The job of
interpreting signs is as old as our humanity. The carlicst records we have that people made sense
of the world through interpreting images are the paintings on cave walls. Some paintings told
storics about great hunts; some taught others wherc to look for food or shelter; and some
communicated to other travelers the best route to another scttlement. In this last example, these
early paintings were navigational tools for cxploring the physical and spiritual terrain. In fact,
what we do today with mullimedia software tools that usc visual images is quite similar. We
construct narratives; we educate; and we try to design pathways for navigation through data.

Our historical obsession with the power of the visual representation is perhiaps most clearly
described in the bible: one of the ten commandments is not to create or worship a graven image. In
pre-biblical times, each god or goddess had a physical manifestation. In becoming a monotheistic
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religion, Judaism and then Christianity forbade the worship of the represcntation of deities or even
the representation of ‘one deity. Elliot Soloway, when talking about children using multimedia,
says that "those who create the images are empowered” (Soloway, 1992). The fear of the high
priests was that people should not have the power to create their own representations.

The legacy of the biblical non-pictorial texts is that they lessened the multiplicity of
interpretation that was intrinsically connected to the power of visual icons. However, it should be
pointed out that the Byblos alphabet of the ancient Semites is a system requiring a great deal of
interpretation — it is a systern of letters standing for sounds that have no letters for vowels. Illich
and Sanders (1989, p. 12) say that meaning is "breathed into" the semantic Byblos text by the
reader. This is reminiscent of Jerome Bruner's (1986, p. 7.) statement about that the text is
"loosened in the mind of the reader.” In the Byblos text, meaning is understood by analyzing the
word in relation the whole sentence and chapter.

When Greek merchants took this writing system back to Greece, they altered the script by
adding letters for vowels.

The Greeks froze the flow of speech itself on the page. The [Hebrew] scroll had been sounded thus far
through an act of interpretation of the letters... The Jew searches with his eyes for inaudible roots in
order to flesh them out with his breath. The Greek picks the sound form the page and searches for the
invisible ideas in the sounds the letters command him to make (pp. 12-13).

Historically, representing knowledge moved—from—eading pictures (such as, Egyptian
hieroglyphics and Mesopotamian ideograms) to the Semitic system of reading words with
consonants that needed to be contextually read to be understood. When the Greeks assigned a
fixed vowel to each word, the role of the reader became less interpretive. With this progression,
meaning was less likely to be constructed by the reader and more likely to be assigned by the
author of the text. The challenge of the re-introducing the visual into our texts is that interpretation
may once again become the prerogative of the viewer.

Addressing the Problem:
Building Tools to Organize and Interpret Visual Data

Hierarchical, Narrative, Relational and Hermeneutical A proaches

The power to build images and manipulate visual data has changed hands with the use of the
computer. The computer has become a tool to manipulate visual or text-based items; it is "a
facility for machine support of arbitrary cross-linking between items.” (Conklin, 1987; Drexler,
1987). Those items or objecis can be text, sound, or visual units. A range of approaches has been
taken to deal with the manipulation of video and text data. I will describe several approaches that
are hierarchical, narrative, and relational in structure.

A hierarchical approach is exemplified in a multimedia authoring system called HyperG
(Maurer, 1992). Maurcer and his team at the University of Technology in Graz, Austria arc
concerned less with building powerful meta-systems for accessing a large amount and an extensive
range of data. In HyperG cach item — a word or a picture — is attached to a structure. A structure
belongs to a parent structure. Navigation is handled cither by following the hyperlinks attached on
a document or by browsing through what Maurer calls "the structure hierarchy" consisting of
documents, clusters, and paths. The design of HyperG is an enginecring problem: how does a
given structure support various activities? Maurer tackles the problem by establishing a
hierarchical model for scarching and browsing data of all kinds.

In a more narrative vein, Davenport, Smith, and Pincever (1991, p. 69) define linking as a
"user-directed form of storytelling." Davenport and colleagues have approached the problem of
how to make stories of digital video by applying the cinematographer’s point of view and by
building tools that a cinematographer would need to build film narratives. They describe what
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happens to the film editor when putting together individual shots to tell a story. Then, they ask
what would happen if one could build "machine-generated, multi-threaded parallel narratives that
users can adjust through linking" (1991, p. 73). Would multi-threaded parallel narratives build
layers or strata upon the base story-line, they ask? This notion of layering the multiple meanings of
a film event or stratifying the content was first described by Goldman-Segall (1989b), while
working with Davenport. She built upon Geertz's and Ryle's use of the term, thick descriptions.

We hypermedia ethnographers may want to find ways to build systems which delineate the consistency
of the smallest unit, or as it could be called, the content granularity. . . Geertz's thick descriptions may
be the conceptual ool we need in our designing of interactive systems. Thick descriptions are
descriptions which are layered and textured enough for readers/viewers to draw conclusions and uncover
the intentions of a given act. event, or process. (p. 118)

Other approaches suggest more relational and interactive methods of constructing meaning
from visual data. Lippman (1989), who first coined the word, granularity, lists five conditions of
an interactive system. These conditions are: interruptibility—ability to interrupi and maintain
focus; granularity—ability to define the smallest grain or chunk; limiied look-ahead—ability to
sec the next step; graceful degradation —ability to have a graceful way of concluding; and at
minimum, the illusion of infinitude in choices when describing interactive linking tools. The
underlying assumption in the interactive approach is that the structures should to respond like
ncural nctworks. In this paradigm, what we know is constructed by interacting with and relating to
visual and text driven media in diverse ways.

Building tools to organize and link visual data is quite a different task from building to
interpret them. Interpretation tools require more than adopting a structural meta-approach, whether
it be hierarchical, narrative, or relational. What I propose is that tools be designed with a
hermenutical approach where the goal is to make meaning by understanding the significance of the
bits and pieces. The reader/viewer co-constructs meaning by assigning a weight to each piece. This
approach ties Lippman's notion of granularity to Geertz's (1973) notion of thick descriptions. You
get closer to understanding the richness of an event by first being able to describe it grain by grain.
The contextual additions to the grain or atom add the texture of the meaning. In fact, the exercise
of assigning mcaning. is similar to constructing the meaning of a poem. The reader first "finds" the
literal sense of the events by tracing the storyline. (These elements are the grains or chunks of
data.) To appreciate the meaning, the reader layers her or his understanding by "breathing into" (as
Illich and Sanders would say) the tone, the subtleties, and the genre.

Another way of layering our understanding occurs during the process of interpretation when
multiple users comment upon, or annotate, the same video stream. As they annotate, they thicken
the data because each user interprets the same event quite differently. Multimedia designers are
now beginning to realize that diverse users manipulate video data differently. The likelihood of
conclusions being the same is minuscule. Users may build analyses that "fall into the same range"
(Geertz, 1973) but they are not necessarily the same. For example, different users may agree that
John's use of the word ‘amazing’ represents awe and wonder, but they may still think other
interpretations are possible. New applications of video tools will need to be developed to help
users incorporate the plethora of varied and various interpretations.

Systems for Annotating Video Data: CVideo; VANNA: Learning Constellations

Relevant work in the development of tools for chunking, linking, annotating, and navigation -
through video data is not very extensive to date. Harrison and Baecker (1992) divide the tools into
1) those which are notation systems for representing material from videotapes— such as the Heath
Notation System (Heath, 1986; Heath and Luff, 1991), and 2) those which are video analysis
systems for controlling the video, coding it in some way, and then having some additional tools to
help in the analysis. This second group includes: GALATEA, a graphic system for analyzing and
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marking up vidco of biological phcnomenon (Potel, Sayre, and MacKay, 1980), The
GroupAnalyscr that allows those interested in analyzing group dynamics the ability to create and
display animated diagrams (L.osada and Markovitz, 1990), EVA for both on-linc real time coding
and off-time more detailed coding (Mackay, 1989), U-Test designed as a usability testing system
for real time on-line coding (Kennedy, 1989), and Virtual VCR with a system of tagging and
making short comments (Buxton and Moran, 1990). This second group of vidco analysis tools also
includes three other systems:
CVideo

Randy Trigg from Xcrox Parc and Jeremy Roschelle from the Institute for Rescarch in
Learning (IRL) in Palo Alto have been designing an annotation system since 1989 (Trigg, 1989;
Roschelle, Trig and Pca, 1990). CVideo, previously called Videonoter, was prototyped by
Roschelle and relcased as a commercial package in 1992, With CVideo, a researcher can keep a
running log of video by marking in and out (start and end) points of video and being able to locate
previously logged video casily. CVideo also enables researchers to add both transcripts and
annotations in a window. One can casily find a location on the video by using a moveable bar to
scan the video. Unfortunately, CVideo does not link chunks of video together into groupings.
Moreover, it does not include a specific feature of VideoNoter which allowed the user the ability to
move categories in what looked like a miniaturc database. However, CVideo keceps a clear linear
record of video data for further analysis at a later date. Another advantage to C'Video is that it can
access and control video from Hi8/VHS video sources and vidcodisc players, a feature to also be
found in the next two applications as well.
VANNA

VANNA is the Video ANNotation and Analysis Tool (1991-1992) prototyped and designed
by Harrison working with Baccker at thc University of Toronto. Not available yet as a commercial
package, it is a tool to code and annotate video. In its most portable configuration, it can be casily
uscd hooking up a video camcorder with an cxternal mini-monitor to a Mac Powerbook using the
playback on the vidco camera. Harrison has built in an abundance of input devices ranging from
the finger on a touch screen, the mouse, the keyboard, to a digital stylus. Its most interesting
featurc is that it supports real time annotation and coding of data. It also has a system of
annotations that can be added later. VANNA was designed following a scrics of human uscr tests,
including brainstorming sessions, with many versions occurring over a short time.

Learning Constellations 1:

Learning Constellations 1 (1989a, Goldmann-Scgall ct.al.). LC 1 was the first vidco
annotation system built which supported the analysis of an entire body of data of a rescarcher
using ethnographic style video data on videodiscs. Scveral hours of selected video data on
videodiscs were analyzed in order to build detailed case studies. What made these case studies
unique was that a gesture or subtle movement could be viewed as the researcher was writing about
the children Views changed upon reviewing the same data. However, when the researcher necded
not only her mental passive image of John to guide my description, she could, in an instance, have
the raw video in front of her, reflecting back the initial experience.

In short, using the first version of Learning Constellations, the researcher was able to:

1) choose the start and end points called the chunks and choose the ordering of chunks, 2) scarch
through transcripts, topics and participant names attached to cach video <. unk, 3) link video
together into clusters called constellations, 4) browse, vicw, and/or build annotations and
groupings of vidco, 5) analyze the data from many diverse points of vicw, 6) examine the same
documentation with collaborators adding ncw levels of meaning by including their own written
observations to the existing descriptions, and 7) usc the tool as a presentation device to show
sclected video data.




Revisions to Learning Constellations 1

Revising Learning Constellations required more than the idea of what needed improvement. It
requircd a laboratory environment and a collaborative group of video cthnographers to direct the
design. This new lab, MERLin, was established in 1991. Working with Goldman-Segall, Monika
Marcovici, programmer, describes the new design of LC2 in the following way:

The overall goal in the redesign was to give more power o its users, not only by adding new features to
it, but by making existing functions casier to access and more flexible. The advantage of an object
oricented environment such as HyperCard, the development platform for Learning Constellations, is the
possibility to free the user from the types of constraints such as orders of operations, and remembering
specific commands, to permit him or her to create, select and manipulate data comfortably. Thus, the
revision of Learning Constellations ! exploits the modularity of HyperCard more fully, in order to fulfill
the goals of the new design. Continuing this with a database, File Flex, the database used has extended
the usual capacities of Hypercard.

SPECIFIC CHANGES

Generlc Nature The previous version of Learning Constellations was not easily applicable to other
arcas of research. The data were inextricably intertwined with the actual program. The redesign of
Learning Constellations scparates the program from the actual data, making it possible to create new
rescarch environments for other applications.

Data Structure The primary redesign invslved a change in the data structure. A relational database
engine is linked with the program and operates in the background. This results in significantly faster data
searches permitting more sophisticated types of queries, links. and ways of sorting the “chunks” of data
in the database. In the previous version, the data was first classified by its type {video or text), and then
tracked as an entry in a list. In the revised version, a star can be any discrete element of data (c.g.,
video, text, sounds, pictures, or digitized video sequences) and can e described, found in a scarch,
browsed, sorted, edited, deleted, and annotated. Regardless of the types of information involved, each
star chunk is accessed and played in an identical manner; data are analyzed in terms of their content and
meaning, regardless of type or the way that it was recorded.

"The Significance Measure" A critical goal of Leaning Constellations is 10 assist in the navigation
through countless pieces if data, to draw out significant picces and to connect them in order to help draw
conclusions and build theories. The “Significance Mcasure” is a tool which researchers may usc to rate
the significance of a certain topic or participant in a chunk of information. The significance is recorded
by sliding a button on a colored vertical scale, from a saturated color at the very top (corresponding to a
rating of *10™) to an unsaturated color at the bottom. The color matches the color that has been
assigned 1o the category. In this way, the rescarcher is provided with visual clues in her or his building
of significance. Searching for data containing a certain keyword will not only provide a random list of
matching dats, but will sort the data in a list according to its rating in relation to the criteria in question,
In addition, information such as “the most important themes” for a specific contributor, or author” will
now be possible {See [llustration #1).

Pop Up and Pull Down Menus One possible source of error and frustration in LC / was that a majority
of the data in the system was entered by its users typing into it. Possible errors could occur anywhere
from the typing of the login name, in-points and out-points of a video sclection (usually a five digit
number), to the typing in of the participants and the names of topics. Any of these errors could cause
data 1o be lost during scarches where the criteria are spelled differently. By creating “point and click”
pop-up and pull-down menus whenever possible, there is substantially less typing on the user’s part, and
the chance for error is minimized. Selecting participants and topics from a menu rather than typing them
is also less straining for users and encourages more accurate indexing of the data,

Annotation with sound or text. In keeping with the consistency in use of the various media available,
since text and video notes are presently available as annotation tools in LC 1, sound annotation is also
being added to the new version.

Text Format This feature will permit simple import of existing word processed documents into the
Constellations database.

Customized Search As in the previous version, it is possible to navigate through the star chunks by
clicking on a given participant or topic from the list or by going to the next star with this information.
The new system accommodates multiple search criteria, such as searching for a group of stars,
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constellations, or annotations created by certain authors, referring to a number of participants and topics.
The researcher simply selects the desired topics, participants, or authors from their index columns, and a
list of stars matching the highlighted specifications are available for browsing and navigating through
the data. Moreover, the clicking changes the data in the quadrant but the page does not keep changing.

LC 2, an exemplar of this is already been implemented. The model works in the following
manner: A user navigates through a chunk of video creating or browsing through individual
chunks, but not leaving a base “home card” with four main Quadrants (See Illustration #1).

In the upper left quadrant, the user: 1)selects the data type (text, video, picture sound); 2)
chunks out the data according to its type by entering start and end points; 3) describes each chunk
by filling in topics, participates and transcripts, and; 4) rates the significance of each topic and
participant, according to her or his own particular research agenda. In the upper right Quadrant, the
data always appear. Whether a Quick Time movie or a pict file, the data appear in the same place.
In the lower right Quadrant, the database is found. A complete list of users, topics and participants
remains visible. Scrolling windows and subheadings make the visual search possible. Clicking on
items from any of the three categories in the database brings up a list in the lower left Quadrant.
Therefore, the lower left Quadrant is the table with those star chunks that were found in the search
conducted in the lower right side. Moreover, when clicking on any star chunk in this Quadrant, the
user is brought to that ~hunk. The data appear in the upper right Quadrant. The local knowledge
information fills into the upper left Quadrant. '

In our next version, labels of stars will "live” in a three dimensional co-ordinate system
(resembling the galaxy under investigation) where each axis represents another measure. The
researcher will be able to create a view of the visual data that expresses the relevance of each
section of video. In a possible scenario, the three dimensional graph could act much like
MultiLogo agents — with individual stars reacting to each other in much the same way as do
Resnick's (1991a, 1991b) concurrent turtles do.
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Illustration #1: Significance Measure Icon is the vertical bar in upper left Quadrant (directly below Star Icon).
It rates the importance of items in the Topics, Participants, Constellations, and Annotations Windows. Data is
displayed in upper right Quad. Databasc in lower right Quad. Results of searching database are displayed in
lower left Quad. Clicking on an item displays itemn and brings up specific data.
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Projections:
Significance Tools that Layer Data

In Learning Constellations 2, laying tools have been designed so that they visually represent
the significance of specific video data to the body of the data. As a result, layered frameworks for
how 1o build systems that can "weigh" specific data are being developed.

In the furure, those of us concemed with video data will need to pay attention to the problems
that have already been solved using existing tools and methods of video analysis (e.g., CVideo,
VANNA, Learning Constellations, and more recently, Elliot's [1992] video streamer and shot
parser). Moreover, we will need to design and implement a mechanism that communicates from
the annotations to a visually-based database structure where layers of data can be easily accessed,
simultancously taking the user back to the contextual information (which supports a general
understanding of the meaning of the video event). In other words, we need to begin to address how
we analyze video streams of data after we have placed them, accessed them, and linked them. In
the testing phase, we will need to study the ways in which individual rescarchers from a variety of
domains learn to know which aspects of their video data are significant to them. Then, we need to
irnplement a system of layered descriptions that would provide them with visual clues.

Layering the significance will address the needs of either the individual researcher or multiple
uscrs sharing video. A team of users can, at a glance, check out how important a given chunk of
video or text is to a collaborating colleague.

Significant tools will substantially support the work of multiple users interested in building
more sophisticated methods of managing the multi-grained intangible nature of this electronic
medium.

This research is supported by a strategic research grant (#5-81457) from the Natural Science and
Engineering Research Council (NSERC) of Canada.
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The Knowledge Board:
Using Hypertext as an " Intelligent" Workspace for Writing
Issues-Based Prose
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/

This paper describes the conceptual design and prototype implementation of a set of
"knowledge templates” which integrate a body of texts (whose knowledge footprint and
interconnections have been made cxplicit through hypertext) and a set of cognitive-support tools
for composing an issucs-oricnted, analytical text which either codifics, extends, or mediates among
various source texts. Becausc this “intelligent” workspace serves as an cngine, it can provide
scaffolding for many design or problem-solving tasks characterized by these cognitive activitics:

« Verbal reasoning skills, such as comparison, contrast, analysis, synthesis, and identifying
patterns in bodies of information.

= Mectacognitive abilitics, such as value assessment, discrimination, classification, judgment,

as applied 1o qualitative and quantitative decision making.

System Overview

The Task: The rhetoric task modeled by this software involves a type of writing familiar to
managers, investigative reporters, engineers, and rescarchers -- to name just a few. In issuc-based
wriling, source documents become the raw materials in composing a position paper, an cvaluative
summary, an interpretive response. The Knowledge Board is the prototype of a
comprchensive, integrated writing environment providing cognitive support for profcssionals who
create complex documents as part of their job. It differs from many other computer-aided writing
tools in that it is an cnd-to-cnd development tool. It assists the writer throughout the process,
from generation of ideas to production of connected prose.

Cognitive Models: Recasoning with Ianguage requires not only ingesting information but
also understanding content well cnough to draw inferences and to apply concepts in different
contexts. These critical skills, augmented by domain-specific knowledge, are the foundation of
mature lcarning stratcgics and cxpert behavior patterns for reading and writing.  Several major
cognitive studies in the past decade have examined how verbal reasoning happens (Anderson, 1983;
Berciter and Scardamalia, 1987; Flower and Hayes, 1980). This project uscs a problem-solving
paradigm to cxplain writing and emphasizes the power of representation or reification in helping
the writer to move gracefully through the activity spaces of the task.

Software Components: As indicated by Figure 1, the completec Knowledge Board
uses Berciter & Scardamaltia's (1987) notion of a content space (cssentially, summarizing,
analyzing, and synthesizing information about the topic) and a rhetoric space (esscntially, planning
and organizing the domain information into a logically and stylistically appropriate formal
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artifact). Six distinct cognition enhancers work in tandem to help with the mental overload. Each
element is more fully explained in the next six segments. The artificial neural network technology
which preprocesses the textbase into a cluster hierarchy is described in Carlson and The (1991).

Content Space Rhetoric Space

Cluster Browser Hierarchical

E2 3 .

[ ] A.
B

2.
Organization
Mapping
® Description
® Comparison
® Causal Anxlysis

Concept
Synthesizer

=8

infermation '
Threader

2

Figure 1. System overview of the Knowledge Board
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Revision
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CD » @

Problem-Solving Space

Cluster Browser

Analogous to the convention of "view" in DBMS, this component helps the writer to locate
specific concepts in a collection of source texts. (The assumption is that the writer has given the
source documents a cursory reading prior to beginning a writing task.) Unlike traditional print
technology, the Cluster Browser guides navigation through a textbase by extracting a
knowledge footprint for the cntire corpus of source materials.

Each source text is processed through an artificial ncural network trained to categorize
sentences based on their level of specificity. The resultant database represents a deconstruction of
the source texts: linear sequence is abandoned and boundaries between documents are dissolved.
Sentences are stored as collections of statements based on their level of specificity (Level 1. .. n).

The writer querics the resultant database using keywords and phrases. This produces a visual
representation of the “hits" -- using color coding, positioning, and labeling to indicate source text
and potential content for each targeted statement. In other words, the user can determine from this
high-level abstraction all probable topic sentences containing a keyword; all probable sub-topic
sentences containing a keyword; all probable support or example statements containing a keyword;
and from which source text cach statement comes. At the resultant concept browser map, the user
can click on any button and be taken directly to the linked statement in situ at the source text.

Concept Synthesis

Figure 2 oricnts this explanation of how Concept Synthesis works. Whilc examining a
statement and its context in a scrollable window (1), the writer can pop out an automated notecard
and make annotations. Each notecard rccords the target statement's keyword (2) and level (2).
The card also records the statement itsclf (3). A scrollable field, provides space for whatever
comments the writer wants to make at this point (4). This exercisc aims to consolidatc ideas
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around central concepts introduced in the source texts. However, the exercise also serves as a
brainstorming session in that the writer is encouraged to try out various permutations and
elaborations on the core concepts. To prod thinking at this point, the writer can request a set of
prompts based on known invention heuristics. Some of these are actually extended exercises that
appear in an overlapping window. Howecver, if the communication is merely a short "hint," the

guidance appears in a separate dialoguc box (5). While these aids foster exploration, they also
focus the author's thinking.

m

202 2 X XX X
XXX XX
XXX
XXM XX
2023 XXX X X

@ Cluster Map

Notecard Manipulatien

Yarious combinations ef
keywerds and levels

® Sort
® Examine
® Edit

Figure 2. Components of the Concept Synthesizer

It is especially important to note that even at this relatively carly stage in the knowledge
design, the writer can perform two powerful operations. She can return to the cluster browser at
any given time and review existing keyword maps or construct new ones -- thus viewing the
writing space from a high level of abstraction. Or, she can move down to a more specific level to
manipulate a sct of notecards. Not only can the writer sort and filter the cards, she can try o=t
different ordering and save each “trial run” as a separate filc.

Information Threader

After a rcasonable period of working with the Cluster Browser and its complement, the
Concept Synthesizer, the writer may start to feel overwhelmed by the sheer amount of data
and "vicws" generated. The Information Threader (sec Figure 3) begins the sculpting process
for the final text by coaching the writer to see potential structures.

The writer sclects a keyword that scems to be of major importance for the source texts.
Notecards from the intersection of keyword and Level 1 statements are activated, and the writer
reviews the individual sentences in a scrolling window (2). Prompts aid the writer to perform
mental operations such as "comparison” and "contrast” (1) or "inclusion" and "exclusion" in order
to formulate an “issues” statement reflecting the concerns of these cluster-specific, top-level
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scntences (3). Modeling the notion of basic inquiry, this exercise leads the writer to conflate --
using the dimensions of similarity and difference (comparison and contrast) as pruning criteria.
The result is a collection of possible thesis and/or topic statements.

rra ‘ Sentence 1

Sentence 2
Sentence 3
Sentence 4
‘ Sentence n

]——(I)
1

Prompt Box ]
r (2)

Notecards

issue
Sentences Statement (3)

[ Top Leve) Statement
I

Statement List of
Under Links
Consideration

Figure 3. Componcnts of the Information Threader

Having gencrated at least one "issuc” statemene (i), the writer moves to a second interface
where the 1S is displayed in a window (4). Two scrollable windows present information/data (5)
and a list of possible relationships (6) to the IS, as illustrated by: Generalizes, Specializes,
Replaces, Questions, Supports, Responds 1o, Refers to, Objects to, Suggested by, Equal to, No
Relationship (Conklin & Begeman, 1988). The "data” window draws its input from the
annotations made on the Level 2, 3, and 4 cards for the sclected keyword. The writer sharpens the
meaning of cach annotation, pruncs the excess, and assigns a relationship to the IS.

Hierarchical Planning

Writing from sources is a multi-deminsional task. Several modcls for composition
acknowledge this complexity by positing layers of cognitive activitics which the writer moves
through as she hones the product in different levels of refinement (e.g. Bereiter & Scardamalia,
1987, Streitz, 1989). The Hierarchical Planner marks a major transition in the process
modeled in the Knowledge Board. It is a ncxus at which the information structures woven in
the "thinking and threading" scgment must be reconceptualized to meet the requisites of lincar text.
Smith, et al. (1987) discuss this change as a transition from a semantic net (essentially 3-D mental
structure) to a hierarchical outline (essentially 2-D concrete representation).  Figure 4 illustrates
how this scgment helps the writer to make this all-important transition from an implicit mental
modcl to an cxplicit cultural artifact.

In the previous secgment, the writer composed original statements that both interpreted and
subsumed the intent of various clusters of Level 1 source statements. The writer also sorted
through her annotations and both selected and categorized ideas relevant to the thesis/topic
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sentences. The result is a web of nodes (containing ideas and inferences based on sources but now
in the writer's words) and links (the emergent "knowledge structure” the writer is fabricating).
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Figure 4. Componcnts of the Hicrarchical Planncr

The Information Threader uses the Procedural Hicrarchical 1BIS paradigm (PHI) described by
McCall (1990). Therefore, the web is quasi-hicrarchical even at its inception. However, deriving
an outline from the reticulate structure is not as simple as flattening the web. The semantic net
being woven is a rich -- but tentative -- knowledge representation, mapping the "belief” structures
of an author working at a given time on a given subject. Though algorithms exist for transferring
semantic ncts into tree structures, a formalism which simply collapses the content and divests the
context from the many complex judgments and intricate decisions may be too "ham-handed" for
this application. It is concgivable that a tool can be built to interpret the predicate expressions of
the web. For cxample, if a Position has two Arguments, linked by "refutes,” the entity "_refutes
(A1, A2) might indicatc a pro/con rhetoric strategy is cmerging in this link.

-

Organization Mapping

Different theorists have suggested process models for how writing takes place. Flower and
Hayes (1980) werc among the first to gain national attention by using cognitive theory to account
for writing. While no single theory has proven robust cnough to displace all the rest, one
generalization scems cléar: the process is cyclical rather than lincar, with certain cognitive
manipulations being recursive. Such is the case with the notion of organization.

After exploring the subject domain (the source texts) and working out a richly interconnected
belicf structure drawn from the background texts, the writer must shift her attention to constructing
a textual artifact that meets a set of external constraints and social expectations. Kooperschmidt
(1985) characterizes this transition as a switch from cognitive macro structures to rhetoric micro
structures.

Similar to the drafting stage of writing, Organization Mapping helps the writer to focus
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more intensely on the requisites of the logical form and the social conventions of text. Rhetoric
and discourse studies have produced fairly detailed descriptions of the logical forms used in blocks
of text (c.g., causal analysis, classification, comparison, definition, description, narration, and the
like).

The interface displays two windows. One uses the concept maps and associated list of
prompts to “advisc" the writer. The second window displays cither the KWIC version (keyword in
context) of the collapsed semantic network or the full, concatenated text. The writer works not
only with organizational featurcs and with cxpression and stylistics but also with such
situation-specific concems as audicnce analysis and purpose.

Revision Heuristics

The difference between copy-editing and revision is casily characterized. Revision usually
refers to more substantial changes, such as improving style, adding to or subtracting from the
content, rearranging parts, or completely writing. These more global, decp-structured revision
activitics are associated with higher-order cognitive skills (disceming patterns in bodies of
information, exercising judgment, analysis, synthesis, and other mctacognitive activities).
Heuristic Revision compriscs a suite of tools for improving both coherence and cxpression.
These tools arc strategic (cncouraging a re-thinking of high-level issues, such as purpose,
point-of-vicw, audicnce analysis, voice, focus, and form) and tactical (including techniques of
elaboration, such as level of detail, cxamples, support, flow, and balancce).

Issue Trees: A major tool in critical-path management, this version of an issue trce
visualizes the conceptual flow of the paper and the branches or decision points in the logic. This
tool helps with balance by identifying choice points that arc cither underdeveloped or absent.

Given/New Discourse Analysis: The Praguc School (among others) identifics the
patterns of previously mentioned materials versus new ideas as a formalism defining inter-sentence
relationships -- the essence of meaning and understanding/4gr text. Patterns of keywords and their
synonyms can be modeled using graph theory (o create a tool that detects "semantic gaps” in a
lincar scquence of sentences. This tool also suggests alternative orderings of sentences when
appropriatc.

Macro-Structures: Mcyer (1982) devises a taxonomy of lexical clements that signal
structure in text. Thesc "terms” (something like transitional words and phrases in traditional
grammar) act as links joining chunks of content into scmantically rccognizable units (c.g.
collection, description, causation, problem/solution, and comparison). This tool isolates cuc
words and then superimposes a map of links over a specified block of text displayed on the screen.

System Characteristics

Models "Effective” Behaviors: Experls arc proficient at deconstruction -- that is,
partitioning the task into clemental components. The expert works on the picces for a time, steps
back to compare interim results with higher-leve! goals, consolidates gains, jettisons unrcalistic
expectlations or excess constraints, reorders plans (this might include satisficing), and moves back
1o working on the pieces again. The cycle takes place over and over during the problem-solving
session. The expert excels where the novice fails because of this flexibility, this capacity to move
smoothly between top-down and bottom-up strategies. In essence, the Knowledge Board
provides an cxploratory world where the writer is helped to discover (and hence to emulate) the
empowering strategics of an cxpert writer. Like a set of "training wheels for the mind" (Carroll,
1990), the embedded tutors in this integrated environment provide balance and confidence.
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Integrates Knowledge Tools: Commercial packages offering the writer a collection of
tools (such as the analysis routines in the Writer's Workbench) have been around for some time
now. Nevertheless, it is important to recognize that these tools arc separate entitics. While the
writer is free to pick and choose among them, the tools are not integrated nor are they supported by
Al interpreters. In other words, work dore with one tool does not translate scamlessly to the
"world" of another tool. At a minimum, this is inconvenient. More telling for a worker or a
learner, gains in one stage of composing arc not easily consolidated and carried forward to the next
stage. In fact, the welter of detail generated by some tools or heuristic routines may constitute a
step backwards because the writer has to deal with (1) the cognitive overload of multiple versions
or even contradictory instances of the same thoughts and (2) a potentially recurrent dis-integration
of thoughts constructed while working with different tools or heuristic devices.

Computerized writing environments are still in their infancy and can be represented by the

/Writing Environment (WE), developed at the University of North Carolina, Chapel Hill, (Schuler

& Smith, 1990) and CSILE (Computer-Supported Intentional Learning Environments) developed
at the Center for Applied Cognitive Science in Toronto, Ont., Canada (Scardamalia, 1991).
Unlike the packages mentioned in the above paragraph, a writing environment's suite of tools is
integrated into a rigorously structured cognitive model of writing. A well-designed environment
orchestrates the writing process by emulating stages of thinking. Few existing writing
environments include conventional Al applications (c.g., cxpert systems). Nevertheless, because
the whole of the Knowledge Board supports and guides the activitics of thinking, these
knowledge-making habitats could be characterized as "intelligent.”

Future Considerations

The Knowledge Board offers several "knowledge-weaving" paradigms, each designed to
meet the requisites of a particular category of cognitive task and to exploit the talents represented
by the particular user. Parts of the Knowledge Board "workspace" arc prototyped in
ToolBook™, using a set of specially created templates which "interpret” the information patterns
inherent in a richly interwoven textbase. However, increased experience and development should
contribute to a system which:

« Treats the "web" generated by the automatic linking feature as a semantic network.

* Encourages the users the "customize” the web though scarch and retrieval options.

« Incorporatcs an enhanced graphical interface for "browsing” the knowledge space.

» Uses Al formalisms along with the suitc of templates to guide a knowledge worker in

creating a synthesis from a multiplicity of sources.

A key concern is squeczing more functionality out of the basic patterns of the hyperweb
cnvironment. Adding scaffolding (more traditional forms of inteiligent tutoring) at crucial
transitions in the process would allow the system to monitor the individual's interaction with
information, mediatc among anomalies, model a domain expert's heuristics, and moderate conflict
resolutions among competing stratcgies (thereby reducing cognitive overload by helping to manage
the process).

More comprehensive theoretical research questions of interest include:

« Exploring the notion of "Al in reverse" (or knowledge tools that teach ) in order to predict
what new models of instruction are likely to emerge from intelligent hypertext -- e.g., the
notion of a partnership rather than a master-apprentice relationship (Salomon, 1988).
Unlike expert systems, hypertext is flexible, tolerant, and advisory. The system mediates
between the human and the knowledgebase, while the human exercises "best judgment” in
the choices. This partnership definition of "interactive" will create new decision-making and
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knowledge-management strategies and styles.

+ Examining the relationship between spatial reasoning and literacy in virtual text
environments. Because much of advanced hypertext depends heavily on the concept of
information as environment, this new literacy may require the mapping of cognitive skills
normally used in Euclidian space onto an information space.
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TEAMSS: Enabling Middle School Teachers to Use and Repurpose
Interactive Videodisks in Science Classrooms
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New interactive multimedia materials are presented in conferences and professional publications as
having the potential to revolutionize if not just revitalize, k-12 education (Beeman et al, 1987). The
opportunity to provide dramatic, clear images or vidcos as part of a classroom experience and the ability to
order them according to users preferences and to intertwine them with other computer augmented
instructions seems to offer a amazingly rich educational environment.

Unfortunately much of this material is offered to teachers who were educated in the BC (Before
Computers) gencration (Heller & Martin, 1984), Even though there have been many inservice and
preservice programs to train teachers how to use the new technology, (Bitter & Yohe, 1989), research has
shown that these programs have not been totally successful in bringing about real change in the classroom
(OTA, 1988; Criswell, 1989; Martin, 1988) Studies looking at change related to computer use in the
classroom by teachers indicate that teachers need to be presented material appropriate to their level of
concern if they are to institutionalize it into their teaching practice in any substantive way (Heller &
Martin, 1987)

Teachers must move at their own pace through stages of concern that are first self-directed, then
task-directed and finally, impact-directed (Heller & Martin, 1987). Self directed concerns deal with the effect
of the innovation upon seif. In the case of computer technology in the classsoom, teachers have expressed
concemns that they would be unable to leamn the technology, they would be replaced by the technology, or
their students would know more about computers than they they would. Task-directed concerns deal with
innovation as it related to a particular environment. At this level, teachers would start to focus on how they
might actually use and manage the technology in their particular classrooms. It is at the level of impact-
directed concerns, however, that real change can take place. Those concerns deal with the impact of the
innovation across a set of environments, such as a school or district. Teachers at that level of concern are
interested in collaborating with colleagues to investigate how the innovation can be refocused and refined to
meet diverse needs across the curriculum,

Teachers involved with any educational innovation will go through these progressive stages of
concern, and such concerns must be taken into account during teacher training is it is to be successful.
Clearly, not all individuals are at the same stage of concemn at the same time. This lack of uniformity of
concern among a set of participants at a workshop will cause the same workshop to be a highly successful
experience for some, while others may view the same workshop as frustrating or inappropriaie for their
needs,. This can be true even if the participants come from the same teaching population and teach the same
kinds of students. Thus, when looking at a new technology, such as the use of interactive videodisk, it is
important to be sensitive to the varying needs and concems of the participants when designing training for
them.

In addition to the fact that individuals have different needs conceming the use of inteiactive
videodisk in their classrooms, they also differ in their ability to effect change in their school or school
system. For example, a classroom teacher who returns from a workshop full of enthusiasm and ready to
incorporate the new material into the classroom may not have the knowledge necessary to work through the
administration system and red-tape to obtain the neccssary hardware and materials in order to utilize the
workshop information. As a novice teacher, they may not have the teaching experience to see how to best
use the information in their school setting. Often only one person from a specific school or school setting
attends an workshop and once back in the home school that person has to deal with all the aspects of
incorporating an innovation into the system. This lonesome situation can deter many enthusiastic teachers
from following through with the material. Even if there is a supportive administrator, the administrator
rarely has deep knowledge about the innovation and their commitment to the project is frequently not at the
same level as the workshop participant.

Y
PN




Based on these ispects of individual differences - stages of concem and familiarity with the system
- and the need for support once a workshop is over, we developed an in-service, year long program to work
with middle school educators as they leamed to use and repurpose interactive videodisks in their scicnce
classrooms. The title of the program, The TEAMSS Project: Teacher Enhanced Applications for Middle
School Science, unders sores our belief that it is the teacher/educator and not the technology that enhances
classroom leaming opsortunities and that workshops that empower teachers are the most effective.

Workshop Description

Audience

This program was designed to appeal to teams of teachers/educators from the same school or
school systerr. Each team consisted of three members: a novice teacher, a master teacher and an
administra’. 7. Each team member came to the program with specific strengths designed to predict success
for the teaw. The novice teacher is someone who has less than 5 years teaching experience in his or her
current discipline. This category includes someone who has just entered the teaching profession as well as
someonc who is now in a new teaching setting, not strictly identifiable with their training. Very often in
middle school, to meet the demand for science teachers and demands of the unions, science teachers are
assigned from amongst teachers who do not have science education backgrounds or even backgrounds in the
liberal arts. The novice teacher brings recent academic training to the team at best and enthusiasm for
teaching and an appreciation of the challenge of new materials at least. The master teacher is someone with
many years of experience in the present science classroom. Rarely is the master teacher rewarded for
excellent teaching by being given the opportunity to teach other teachers. In fact, when master teachers are
identified they are often rewarded by being moved out of the classroom into administration positions,
thereby curtailing their contact with other classroom teachers. The master teacher, therefore, brings
classroom experience and insight to the team. The final member of the team is an administrator. This
person has a broader view of the educational process in this school or school system. Administratoss rarcly
get opportunitics to work closely with those tcachers who report to them. Further, typical administrator
workshops, especially about technology, usually only address the scope of the technology and rarely go into
depth on its use or application. The administrator brings to the team the ability to work through the system
and to "make things happen. '

Each of the three types of participant also had something unique to gain from this experience. The
novice teacher can gain both specific content information about using computers and interactive videodisk
for science education as well as establish new connections in the professional networks of teacher/educators
that can be called upon for guidance. The master teacher can gain recognition for good work and a 'shot in
the arm' from exposure to new classtoom materials. The administrator can gain reinforcements about the
personnel in their charge as well as decp information about the use of videodisk in the classroom.

In order to maximize the networking aspect of this workshop, groups of teams into two larger
groups and travelled through the workshop together. The two cohorts met during certain all group activities
such as weekly bull sessions and guest lectures. Figure 1 shows the demographics for the participants in the
first two years of the project. All participants receive three graduate credits, a summer stipend to defray lost
wages from workshop participation and a mini-grant to enable participants to attend a conference of their
choice. In addition, team meinbers who live too far from the summer program are offered room and board.

Position 1991 Participants 1992 Participants
Novice Teacher 19 10
Master Teacher 17 18
Administrator 7 8
Peer Mentors - 3
Number of multilevel teams 12 15
Number of individual projects 1 2
Average years teaching 12.0 14.5
Average years computing 2.8 4.0
Computer usage per week
school 4.4 hours 6.5 hours
out of school 6.6 43
student use 2.7 38

Figure 1: Participant demographics
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Program

The year-long workshop consists of three phases: a four week summer program, a fall follow-up
program and a spring follow up program. The summer schedule (Figure 2) consisted of three strands: a
computer skills strand, a videodisk skills strand and a cooperative education/content strand. The timing of
these strands was rotated for each group of tcams each day to insure that all participants got to work on
specific strands during their most productive time of day at least some times during the week.

In the video laboratory participants had access to Pioneer 2200 videodisk players connected to
Macintosh computers, Each station had a 13 inch video monitor for the player and one station had a 27 inch
video monitor to be used as a demonstration station. While the intent of the workshop was to enable
teachers to use and re-use interactive videodisk (level 3 videodisks) in their classroom the first task in the
video lab was to introduce the teachers to videodisks (level 1 videodisks) and how to use them. Teachers had
to be shown how to operate the player, how to open, load and closc the player drawer and how to play a
vigeo sequence.

One of the most frustrating aspects of using an new material in the classroom is the lack of time
teachers usually have to really study the material and become familiar with the contents. To address this
issue while increasing the teachers skills using the videodisk player, we began by using the remote control
device and created a scries of scavenger hunts in which the teachers were to find a variety of facts or features
on one of the disks from the Smithsonian Institute. Teachers were asked to report the frame number in
which they found the answer to a specific question and they were also asked to identify sequences of frames
which they might be able to use in their classroom and why. This activity took more than two hours but it
allowed each team to become completely familiar with the contents of one of the disks. We specificaily
chose the disks from the Smithsonian because they were inexpensive and we felt that the teams could
purchase them if they found one they liked. In addition, our proximity to the Smithsonian and to the
collections made it possible for teachers to plan on using one of these disks before a class field trip.

Beyond having the time to become familiar with the specific content of these disks, we wanted to
encourage teachers to find ways of incorporating the material into their existing way of presenting materials
in class. In addition, we wanted to emphasize how easy it might be to extend their current lessons with
videodisk material. To accomplish this, the second major video lab activity centered around using the bar
code reader. At first we only used the barcoder with those disks that came with a barcode catalog (eg
BioScience). We then gave each team a barcode creation program (compliments of Pioneer). This allowed
teachers to make barcodes for sections of materials they found interesting. We encouraged tcams to take the
textbooks that were currently in use in their home classrooms and create a series of barcodes (o underscore a
section in those texts.

In preparation for writing their own computer interface to videodisk material, we wanted teachers to
become familiar with many of the existing presentations and metaphors for presentation. There are a great
many level 3 videodisk packages already developed and available to schools. These usually include a
videodisk, a text of materials and some type of computer interface to enable students and teachers to use the
video material in a hypertext type fashion. In the next activity, teachers reviewed the computer based
videodisk material prepared by many publishers. We identified one level 3 videodisk (Visual Almanac by
Apple) because of its sampler nature and urged all tcachers to review the material on this disk even though
some of the material dealt with curricula outside the sciences. We wanted teachers to see the breadth of
possibilitics of topics to cover and presentation techniques and begin to consider how they might structure
their own interactive videodisk presentation,

By this time, the teachers were fecling rather confident in their skills related to using the videodisk
player and the computer. While the video lab materials were being presented, the teams were also working
on their Hypercard skills. By this time in the project, they were ready to combine their computer skills and
their video skills to create their own projects which re-used the videodisks in ways they felt suited their
particular classroom. Choosing a topic turmed out to be the most difficult aspect of the 4 week workshop.
Teams met with the principal investigators to define and refine their topics and to discuss the development
and presentation. Once the projects were defined, there was a team presentation for peer review. All of this
was intended to short circuit the development time and enable teams to finish a project in the remaining two
weeks. Once the projects were completed, the teams presented the working version to the other
participants. Some of the projects were also shown at the workshop banquet to which their supervisors were
invited.

Once the workshop was over, each team was expected to bring the workshop information back to
their particular school or school setting. The fall follow up program was designed to help teams plan an in
service day for their own school and to review the successes and failures that each team had experienced in
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trying to establish interactive videodisk in their science classrooms. The spring follow up program, which
was created in response to the participant's request, focused on skills needed for computer based image
capture.

Examples of Materials Developed

As noted in Figure 1, there were a total of 27 group projects and 3 indepx ~ent projects developed
by the participants over the two years. During the 1991 session the focus of the w. __ing was intended to be
on life sciences and in 1992 the focus was on physical sciences. The majority of the projects reflect this
dichototny. Typical topics of the interactive programs developed include light, simple machines, sound and
weather in the physical sciences and insects, the food chain, plants, seeds structure, and dinosaurs in the life
sciences. There were a few topics which could not be categorized into either physical or life science: model
or theory development, science careers and the role of black scientists in the history of science.

The design of almost all of the projects was similar. They began with some sort of title or attract-
screen (see Figure 3) and followed this with a teaching sequence (figure 4) and finished with a test sequence
(figure 5). During the teaching, they often showed a short section of videodisk material as expletive of the
topic described on the computer screen. For example in the project on the food chain (figure 4) once textual
material was presented concerning producers and consumers, students could click on an on-screen button and
the video monitor would show a clip of typical producers in the food chain.




Day 3

Day 4
Day §

Week 2:
Day 2

Day 2

Day 4
Day 5

Week 3:

Week 4:
Day 1

Day 2
Day 3
Day 4

Day 5

9:00 to 10:30; 10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45-

Introduction to project lunch computer skills check daily
ML VL lunch CL SC

macpaint introduction to eval.
macwrite videodisk

ML VL lunch CL sC

Introduction  Using barcodes

to Hypercard

ML VL lunch CL SC

Hypercard Barcoders Bull Session

ML VL lunch CL SC

Open Lab Open Lab
9:00 to 10:30; 10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -

ML VL lunch CL SC daily
Hypercard Computer Control

buttons

ML VL lunch CL sc eval.
Hypercard Computer Control

backgr., fields

ML VL lunch CL SC

Hypercard Computer Control

backgr., ficlds

ML VL lunch CL sC

Compirs in Ed. Open Lab Bull Session

ML VL lunch CL SC

Hypercard Hypercard

scripting scripting

9:00 to0 10:30; 10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -

ML VL lunch CL sC

All day guest demonstration and lecture by Tom Boudrot, Videodisc producer
ML VL lunch CL SC

Laptop demo Hypercard control

ML VL lunch CL SC

HyperCard Hypercard
variables linking stacks
VL

ML lunch CL SC
Open Lab Lego/Logo Bull Session
ML VL tunch CL SC

Open Labs  Peer review of proposed project
9:00 to 10:30; 10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -

ML VL lunch CL SC

Open Labs Evaluation of Software lecture

ML VL lunch CL SC

Open Labs Open Labs

ML VL lunch CL SC

Open Labs Open Labs

ML VL lunch CL SC

Open Labs Project Presentations Bull Session
ML VL lunch CL SC

Project Presentations Final Evaluation

Figure 2, Typical summer workshop group schedule
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Evaluation of the Workshop

Participants responded to daily and weekly evaluations as well as evaluations at the end of the
program. The anonymous reports indicated how well a respondee 11t he or she was doing in relation to the
content being delivered. It also asked for a report on how well the team was functioning as a team. These
reports heiped the project leaders to make microscopic changes to the warkshop on a daily basis to meet the
individual needs. The weekly ‘bull session’ was held every Thursday. The concerns reported at these
meetings were often able to be addressed before the weekend insuring that the participants felt the workshop
was very responsive to their needs.

Participants also recorded in a learning log in which they were encouraged to reflect on their own
growth. It was a place for the teachers to reflect on how they were being taught, how this new information
fit into their current scheme of things and how they might use this new information. At times, specific
questions were posed to the participants for journal reflection and at other times they were encouraged to
write freely. Any pages that they did not wish read were to be stapled together.

The evaluations held after the summer workshop were used to help plan the content for the fall
follow-up. In fact the spring follow-up event was created in response to team members’ requests for
additional material and contact time.

Findings

All teachers reported confidence in using the videodisk player (Heller & Martin, 1992) and felt that
they could present this material in their classrooms and to other teachers in their schools without the help
of the workshop principal investigators. For some this really meant only being able to use the videodisk
player with the remote control. For the majority of the participants this meant being able to use already
produced materials. For a small group, this meant being confident that they could create, on their own and
outside of the workshop environment, materials using Hypercard to control and present videodisk content.

The informal debriefing at the follow up sessions identified three specific and common problems
faced by teacher/educators as they retumed to the classroom. The first was the lack of equipment. Even
though each TEAMSS participant had the commitment of an administrator to insure that the participant
would have access to the equipment before the participant was accepted to the program, finding hardware,
making it work and locating a specific videodisk was an almost universal problem. Typically, the teams
from larger school systems faired worse in establishing access to equipment. Very often the administrator
who promised the material was no longer the administrator to whom the teacher/educator reported. The
most successful t.ams were those from small (or private) school systems or those whose senior
administrators had visited the program during the summer’s final banquet at which participants demonstrated
their projects.

The second most common problem that the participanis faced centered on finding the time to share
their knowledge with others in their school setting. Most team members were immediately identified as a
local school resource and many of their peers wanted to have them demonsirate interactive videodisk
materials in their classroom. Team members reported that they used time they had set aside to further their
own videodisk use in order to help colleagues.

The final problem faced by teams was the lack of other programs to help them advance their own
education in the new media. By the end of the second year after the completion of the program, many team
members were asking about advanced workshops in such areas as videodisk mastering and the use of CD
ROM materials.

The most curious aspect of this project is the type of materials that the teams chose to develop.
Even though the project offered many models of interactive videodisk, including database surveys,
presentations, games and tutorials, almost every project had a test phase as part of the material. Does this
mean that when pressed, teachers see the simplest model of education as one which presents materials and
then tests the student’s comprehension? Are teachers so acculturated that they are constantly "teaching to the
test™? When asked, these teachers indicated that they never give a test immediately after presenting a topic
and certainly not in the same lesson. They present a topic, review it and then, perhaps, give a quiz or test.
On the other hand, they do use questions and other clues to decide how much leaming is going on on the
part of the students. It may be the lack of external clues using the computer based materials that prompted
teams to include the test section. However, even if the ests were an attempt to simulate this external clue
teachers use to to determine whether learning is taking place, it is still curious that teams chose the anxiety-
producing term "test” to identify this section in their program.
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Thia rathar waditional use of new technology suggests that most of the teachers/sducainn and
adnunistmtorsmtheworkslnparesullatthemk-duectedstageofcmccmmrehuomovsdeodxsk
technology. They were still attempting to make it fit into their regular teaching paradigm rather than re-
£xamining and redefining the paradigm to realize the full potential of the new technology. In addition, this
emphasis upon the traditional tutorial followed by testing raises concerns in light of the research that
suggests that the kind of computer programs children are exposed to send subtle messages to them about
their self worth, sense of control and comnputer capabilities (Becker, 1990, Martin, 1991)

Suggestions for Future Programs

The basic program design utilizing team participation and cooperative learning seems to have been
successful and should form the basis of future programs.The three most common problems identified by the
teams participants: lack of equipment, high demand on the 'facilitators time, and lack of programs building
on the workshop skills, are a good starting point for developing new content areas. Based on interest
expressed by the teachers, the first content change should focus on including videodisk mastering or other
methods of collecting and presenting primary images.

Future programs should include reflection on how teachers perceive the role of computers in their
classroom and how they might harness computer power to their own ends. The fact that so many projects
included a testing phase leads us to suggest that teachers need time to look critically at the pedagogic
message of computer materials as well as the information content. Only when these two spheres are
addressed will computer material become integral to the teaching that takes place in the classroom.
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"La Plaza" A Software Design for an Educational Neiwork
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A major cfforl in education is under way in Chile. The World Bank and the Chilean
Government have started a 5 ycar Program in 1992 whose key objeclive is to enhance the
efficiency, quality and equity of primary education in selected schools in targeted urban and rural
low-income arcas. Part of this initiative is a project that will explore the role of computers and
communications in a sample of about 100 primary schools in a few Chilean regions. The project
will be cvaluated every year in order 1o eventually expand it 10 the whole Chilean educational
system. Three major aspects were considered during the project’s design:

1. The Chilean cducational reality: its high degree of administrative centralization, a large
number of rural and isolated schools, poorly motivaled tcachers, school abandonment, low
cducational performance indexes, few opportunilies for local innovation, eic. The cultural, geogra-
phical, social and cthnical diversily was also considered (Mufioz, 1988).

This realily offers ncw opportunitics for compuler uscs. Basically, computer networks may
reduce social and professional isolation, they can be used for collaborative projects among teachers,
students and other community members, they can enhance people's world vision and they can also
be used as a lool in cducational projects (Fisher & Lipson, 1984).

On the other hand, this heterogencous reality imposed a carcful design of the way the
compulers would be introduced al cach school. At cach site, the role, the value and the uses of the
compulers may vary. The size of the project, about 100 schools, was determined in order to cover
a comprehensive part of this reality. Thus, il the project succeeds, it should be possible to expand
it to cover more of the same.

2. The world wide experience in compulers in education (O.T.A., 1989) and its status in
Chile was revised in order 10 assess other large scale cfforts and to look for trends in usage,
training, lcchnology and cvaluation mechanisms. The last decade was regarded as one with high
expectations and few significant results in terms of the role, value or cffectiveness of computers in
schools (Hirschbuhl & Konet, 1990). In Chilc almost 30% of schoc's in Santiago (which has
40% of the population) have old 8 bit computers and very few softwarc. Teachers are mainly self-
traincd and the computers arc basically used in extracurricular aclivities for teaching Basic and
Logo (Sanchez, 1991; dc la Puente & Araya, 1991).

A redefinition of the role of the computer in education as a means and not as an end for the
learning process, was the resull of this analysis. This redefinition scems Lo be a strong trend in
ncw projects of computers and education (McAnge, Harringlon & Pierson, 1990; Ruth &
Ronkin, 1992).

3. The ncw opportunilics of modern technology. Computers of the nineties include
enhanced capabilitics allowing ncw ways tor using them in schools. In particular multimedia -inte-
grating Lext, sound, animation and live video in a mullidimensional associative spacc- and commu-
nications (Park, 1991; Ambron & Hooper, 1990; Nclson & Palumbo, 1992; Gillete, 1992), for
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collaborative projecis among geographically dispersed schools (O.T.A., 1989). In this respect, the
local communication companics arc rapidly improving and cxpanding their telephone systems, and
some are installing large fiber optics nctworks. It is also important to note that the new available
compuling capabilitics, such as the ability to run short video scquences with no special hardware
on small machines, were found a few years ago on only high-end workstations. This fast evolution
led us to design for the {uture, and W use today's best technology.

Thesc three considerations led us to proposce two main goals for the project:

1. Starting in 1992, gradually develop a computer nciwork comprising primary schools and
rescarch centers in four Chilcan regions, using modern computers and the public telephone system.
Forcign schools should be linked using the Internet facilities as a galeway. The network should
gradually cxpand until it recaches about 100 schools covering a varicty of cultural, geographical,
social and cthnical communitics. It is also expected that at Ieast 10 rescarch centers (universities
and institutions) related o education and community development initiatives will join the network
to participate in collaborative projects. The network has a hicrarchical architecture, with national,
regional, community and school nodes, and it operates asinchronously, once or twice a day and
mainly during the night. This modce of operation, having most of the traffic over night, is due to
cheaper traffic rates and because of the availability of the telephones in the schools.

It is important 1 emphasize the ¢fTort on providing very simple to use human-interfaces,

building an abstraction over the operating system and the communication platform. Training on
how 1o become a computer user and how 10 ke advantage of the communication system and the
educational softwarc has a low profile. The expericnce conducted so far demonstrates that carefully
chosen graphical metaphors can dramaticallv reduce computer training time. Training is being
devoted 1o methodological rather than 1o technical issues, i.c. we will not concentrate on teaching
aboul computers in this project. The aim is to provide Lools for collaborative educational
initiatives among teachers and students.
2. Install 1two “Educational Technology™ Laboratories, onc in Santiago and one in a regional
university 1o support, design and stimulate the activitics that will be carried on through the net-
work. These laboratorics will have the resources, the people and the ecquipment to build and test
multimedia cducational software. They are being staffed by an interdisciplinary team, comprising
softwarc and communication engineers, teachers, psychologists, graphics designers and social
workers.

The Project's status

The Project started in carly 1992, but in 1991 a prototype nctwork was implemented in
Santiago comprising 6 nodcs: 3 local primary schools, the Catholic University of Chile, Apple
Computer headquarters in Santiago and a school in Albuquerque, New Mexico. The schools in
Santiago were 2 public schools in fow-income arcas and one privaie high-income school.

The lessons learned during the experience of 1991 led 10 a redesign of the user interface of
the sofiware. The concepts that support it and the communication system were validated with this
first experience, 1n 1992 the network has expanded to include 8 nodes in Chile and 3 foreign
schools.

The hardware platform uscd in Santiago is presently Apple Macintosh LC II. Due to its
gradual approach, the project is initially instatling only onc computer-modem-printer kit plus
softwarc at cach school. In the long erm, cach school will reccive at lcast two computcrs,
according o demand. Although these numbers are small, it is important to consider the following:

- only primary, mainly small, onc course pre level schools are presently included in the
project.

- one-compuler-one-student is not a long term goal, not only because of costs but also
becausc of some (acts, like the clfectiveness of icam-work, the importance of having most of the
leaming expericnces outside a computer screen and the use of the computers mainly as tools needed
at particular times or as part of educational projects that occur mainly without computers.
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- the project aims to prove its cffectivencss on a small scale before going national, Morc

expericnce is nceded to properly asscss the cost/benefits of using computers in Chilean low-
income schools.

Software Design

The first issuc addressed during the software design was the end user: typically a 8-12 year
old child or a tcacher in a low-income area school. Both kind of users are well defined in
psychological studics that describe the characteristics of the "The Culture of the Poverty"” (Moffat,
1972; Bravo & Montencgro, 1977).

This reality imposed some special requirements on the software. Some of these are:

- Familiarity. Considering that children come {rom an environment where learning follows a
fundamentally oral and visual tradition, the graphical notations, icons, metaphors and sounds used
in the softwarc were of utmost importance 1o provide familiar, non intimidating user interfaces. In
this respect, hypermedia technology offers ample room for innovalion.

- Relevancy. The software content should be designed according to what is important to the uscrs.
i.e. the particular characteristics of their living cnvironments, their hopes, immediate needs and
expeclations. For cxample, a software to be used to learn or excercise with arithmetic, should
consirler that many low-income urban children work by sclling goods at the streets or at their
parcnt's shops. However, children living in rural sctting use arithmetic mainly for counting
sheeps, horses and cattle (Arancibia & Roa, 1986).

- Inspiring. The software should not intend o become the protagonist of the child's education.
Rather, it should relate 10 the student's needs and knowledge and suggest observations, learning
activitics and projects 1o be performed outside the computer screen.

Another issuc in the design was our lack of knowledge about the particular characteristics of
each participant of the cducational system and the special necds that we will certainly find during
the implementation and exccution of the project. So we decided to provide a very flexible software
platform that could be casily modificd.

The resuit of this design was an environment that represent and simulates different elements

of a town. ALl this stage of the project we provide a Post-Office, to interchange e-mail, a
Muscum where different cducational software can be found, a Kiosk, with pertinent news and short
stories and a Cultural Center where collaborative projects are initiated and coordinated.

Software Implementation and Experience: The Plaza

The first metaphor the user finds on the computer screen is a Plaza. Plazas are well known
places in Spain and Latin-American towns and citics. A Plaza is an autractive place for children,
used for getting Logether and o start interesting adventures. Figure 1 is a black and white version
of the full-colored original interface. The soflware is presently a prototype built with hypercard,
Micromind Dircclor and other software tools.

There arc no command languages involved in using the Plaza, nor is it necessary any
particular training, only pointing and clicking with thc mouse. Its main purposes are to be
inviting and 1o offer a simple window o the available functionality. Teachers and students were
exposcd Lo a short demonstration and were then left on their own. In most schools, the computers
were first left to the teachers for a few days in order to allow them to get confident with the system
and prepare them for rouble shooting. Most problems and questions were solved using the e-mail
system (the Post Office) itself without having 10 go to the schools.

The Plaza has scveral components, cach one being a well known metaphor to the user, with

a particular meaning and purposc: a Kiosk, a Post office (Corrco), a Muscum and a Cultural
Center (Centro Culural).
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The Kiosk

The Kiosk offers a window 10 an information space comprising newsletlers, stories and
cducational comics. Student's newslellers have a lively format and include news provided not only
by a central editor but also by the students themselves who send their contributions vie e-mail. It
is expected that the student's newsletters will graduatly cvolve into several local and specialized
newsletters in the network, most of them built by the children themselves. Similarly, the teacher’s
newsletter has for now a central editor and contains educational news and also general purpose arti-
cles, such as the project’s advancements, global educational news and trends. The newsletters
include presently text and graphics, animation's and short vidco sequences.

The Kiosk includes also shorl stories and comics as a stimulus for reading. Every time
whilc rcading the newsletlers, comics or storics, students are cncouraged to send their own
illustratcd comments or storics which, aller some central editing, can be found in the Kiosk.

Ry R A
e LURRED Ioresy
BUANLE RANR FEFBTETRH T IEULS

Fighré I A b/w version of The Plaza

The Museum

The muscum is a friendly interface for a simple educational sofiware databasc. Users can
browsc through the muscum and sclect a picee of soltware. If the setected material is on place, it is
run {or the user -generally a multimedia educational application-, if it is not, a message is sent to
the central server in order Lo deliver the material the next day.

Presently, only four applications arc available at the museum but one of the project’s goal
is 1o graduaily build a comprehensive library of tested softwarc. Most of the software is being
built in collaboration with tcachers. Only proven, robust and well designed applications are
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allowed into the Muscum’s collcctions. Each application has a “curriculum®, stating its
ownership, users, experience, reccommendations and whom to wrile to share or ask information
about iL.

A scction on general purpose articics will be available to the teachers containing
cducational articles in clectronic format. It should also gradually evolve into an electronic library,
to be used in the same way as the applications.

The Cultural Center

Teachers and students will be cncouraged to work on collaborative projects (i.e. story
writing, scientific experiments), o cngage in discussion lists and to build their own multimedia
applications using gencral purpose authoring tools. These activities are organized and conducted in
the "Cultural Center”, which is a known place, normally next to a Plaza in small towns. Our
Center contains an information- spacc for every arca of interest, as in some electronic bulletin
boards. Users design their projects and use the c-mail system from inside this place.

For the 1992 expericnce, the Cultural Center was basically a bulletin board containing

three discussion lists: Logo, Speciai Education (for students with special needs) and Sports.

The Post Office

The post office is presently a simple o usc ¢-mail system. The letters are public documents
inside each school. the Post is separatcd in four areas, for teachers, for students, for the newsletter
editors and for the teachers in charge of the nctwork at each school. Users can presently write and
draw pictures on thcir Ictters, and will soon be able to send short sound messages. The main
purpose of the Post Office is to cstablish initial contacts with pcople having similar interests in
order to later continue a more structurcd communication inside the Cultural Center. It is also used
for pen-pal initiatives and for informal messages, not particularly connected (0 any project.

Future Work

Future work will concentrate on several arcas.

1) the user interface has to be revised, making a more lively Plaza. There are several
opportunitics to introduce meaningful multimedia capabilitics to the Plaza, such as moving icons
when c-mail arrives, sound or animations when newsletters are updated or a new item has been
incorporated 0 the muscum. The Plaza is regarded as a first step toward an “educational town”. For
example, a health care center will be provided to lcarn about personal hygiene, eating habits, etc.
This is of particular importance in low-income arcas.

Also, the undcerlying communications architccture will have to be improved, including
more efficient ways of connecting the schools and the ability 1o handle an expanding network.

2) a tcacher training stratcgy will have to bc implemented using mainly short in-site
workshops and the nctwork for follow-ups. Although the software is very simple to learn, many
teachers are frightencd anyway, particularly if they have been exposed to older command driven
interfaces. Most of the training will be devoted to methodological issues, such as how to prepare,
conduct and evaluate an expericnee with students using computers.

3) the place for the computer at the schools must be carefully chosen. It seems that the
library and the tcacher rooms arc strong candidates for extracurricular uscs.

4) Much cffort will be devoted toward designing new collaborative projects for teachers and
students with refcrence 1o their particular social and cultural interests.

Conclusions

A national projcct on computers and cducation in Chile has been presented. The project has
already started and will gradually cxpand until it reaches at Icast 100 nodes.




The project’s assumptions that an attractive, rclevant and simple to use software platform
encourages the meaningful usc of computers for stimulating a wide range of educational, social and
professional activities for teachers and students in low income schools, are being validated.

The software design itself is being validated. The software has several control mechanism to
record and find out the way students and teachers use the software and to measure the amount and
type of traffic in the nctwork.

Evcnually, the projeet’s final objective is o make public schools a more effective and
attractive place for tcachers and swdents regardless of their social, cultural or geographical
situation.
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Interactive Multimedia in a Distance Education Milieu

LOUISE .. HEWITT
Department of Computer Science
Hlinois Institute of Technology, Chicago, Il 60616, USA

Traditional approaches to distance education include viewing instructional programs
on television via videotapes, microwave, satellite, or on cable networks, accessing databases
of instructional materials, or using electronic bulletin boards. Manv programs on these
platforms are of high quality, yet, each of these approaches assumes a passive learning
environment.

A non-traditional approach to distance cducation assumes at a minimum, either the
instructor, or one or more studeats, are situated at disparate locations, and are participating
in the live class. This includes instruction platforms vsing cable, microwave, satellite, T-1/T-
3 lines, fiber optics, ISDN, and personal computer-based teleconferencing systems when they
are used in on-line, real-time education.

The incorporation of multimedia on a variety of distance education platforms
became the objective of the Interactive Virtual Campus & Media Laboratory at Illinois
Institute of Technology (IIT).

Background

The IIT Center, the midwest’s largest private center of applied research in science
and engincering, consists of the Illinois Institute of Technology and the IIT Research
Institute. IIT is a private, independent, co-educational university comprising six colleges and
schools: the Armour College of Engineering and Science, The College of Architecture and
City Planning, the Institute of Design, the Stuart School of Business Administration, the
Lewis College of Letters and the Chicago - Kent Law School.

Illinois Institute of Technology’s ITFS (Instructional Television Fixed System)
system, IITV (Interactive Instructional Television) was established in 1976 when the first
computer science course was transmitted by microwave to the Sears Tower and then out to
several corporate sites. The signal was transmitted from the IIT campus to a microwave
dish on the Sears Tower, and from the Tower to a dish on the roof of each remote
locations. These locations normally are within a 25 mile radius of the broadcast location.
However, due to the relatively flat landscape of Chicago (A definite plus for distance
education!), the signal reaches about 50 miles.

Microwave is a line-of-site communication system. Each remote location to
participate in IITV courses must be in the line of site of the disk on Sears Tower. As it is
currently the tallest building in the area, if not the world, this encompasses quite an area.

Today, IITV reaches over 50 corporate sites and 7 public sites. Locations such as
Argonne National Laboratory, Fermi National Laboratory, Motorola, Zenith, Tellabs, among
others, have employees enrolled in regular IIT credit-bearing courses. Students leave the




work floor just before the class begins, and go to a TV room at the work site, equipped with
a television monitor and a phone. Tuning to the correct channel brings the course audially
and visually to the remote site, at the same time that it is being presented live at one of the
IIT campuses. As questions arise, they can call the broadcast room.

At the back of each broadcast room is a red light which indicates an incoming call.

When convenient, the instrucior indicates that the caller should proceed and the call is

piped into the room so that all of the students can hear the question, and the response.
This talk-back system approximates a raised-hand, in theory.

Currently, 8 microwave channels are supported simultancously during the day and
evening with courses originating at IIT’s main campus in Chicago and at its west suburban
Rice Campus in Wheaton, Illinois.

Hundreds of students have completed degree programs at IT without ever having

to come to the main campus. The advantages of the microwave system for the student
include:

. Minimal time away from the work floor
. No additional travel time or expense
. Potential for corporate sponsorship in tuition

and for the institution of learning;

. Additional student tuition revenue
. Publicity and exposure in the corporate site

IIT is also a charter member of NTU, the National Technological University, which
uses satellite technology for the delivery of courses. 1IT both downlinks courses from sites
around the world, as well as uplinks some of its own courses.

Microwave and satellite programs are similar in the mode of delivery. Instructors
are equipped with a microphone, a blackboard or white board on which to write. One or
more cameras focus on the instructor or the board, appropriately. In some cases, an
overhead camera may be available for transmitting images on paper or 3-dimensional
displays such as chemistry demonstrations.

The extent of interaction between instructor and student is naturally limited. Call-in
questions are the exception, rather than the rule. Students do not want to take the time
away from taking notes to move to the phone, dial the classroom number and wait for the
instructor to note the phone light and signal for the caller to proceed. If this is done once
during the lecture or class, rarely will the remote student call in again, if they have another
question.

This, of course, does not discount E-mail systems for student help. Rather it attests
to the lack of support for the kaown advantage of immediate feedback.

Perhaps even more importantly, the quality and composition of the signal are at the
explicit direction of the camera-person. If that person is not paying close attention, you may
be writing on one board while the camera is focused on another. Moving back and forth
between boards can be hazardous to your health unless the panning is done slowly, and the
microphone is lavaliere style.

If several boards are used, those at the extremes are often seen on an angle and
reading is difficult. Without experienced instructors, and top notch camera-persons, the
delivery may be only fair or even poor.
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Since the Spring semester 1992, IIT has delivered courses to employees at the IIT
Research Institute in Annapolis, Maryland, using a T-1 (leased, dedicated phone) line. This
line supports two-way video and two-way audio during the cntire class. The instructor views
the students at Annapolis on a television monitor at the same time that the students at
Annapolis are viewing him or her.

As part of a regular microwaved course, the students at Annapolis do have a
distinct advantage. They are able to interrupt, graciously, and ask questions withoui having
to stop taking notes and dialing the broadcast room. The number of questions are asked
by these students during a normal class peried ranges from 10 to 20 times that by
microwaved, call-in systems.

Clearly, the availability and ease of use of the T-1 system promotes a higher level
of interaction between instructor and student than is possible with microwave and satellite
systems, as is currently deployed.

Rationzle for Research

Instructors using the IITV microwave system were forced to function with part of
their class relatively silent. They were prevented from utilizing graphic and video images
effectively in the distance education setting. The incorporation of multimedia products into
distance education classes, and the ability to interact with students at a much higher level
than was currently supported, drove this research.

Students of the 90s are brought up in an interactive, multimedia environment. They
are accustomed to participating in multi-way phone conversations, to viewing high quality
color graphics in newspapers and magazines, and spend considerable time watching videos.

In 1988, technology was available for interactive, multiway teleconferencing, graphics
and video production using the perscnal computer. Integration of each of these systems
into the available microwave system was the initial goal.

Sound

The first step in testing the extent to which a higher level of interaction would
benefit remote students was based on interactive audio. In this context, it referred to the
ability of the instrucior and the students to be able to speak at any time during the class
using a speakerphone system. To effect this, a conference call was established for each
meeting of one of the author’s classes using the AT&T Alliance teleconferencing system.
Remote locations were connected to the classroom phone in a conference call, and the call
was continued during the entire class session.

The results were extremely positive. Using the old call-in system, at the most, one
telephone call was received during each class session, by all remote locations combined.
Using the teleconferencing system, where all sites were connected for the entire class,
remote students asked many questions during each class session. At times, they asked other
students to elaborate on questions they raised, or projects that they had described.

Clearly, the ability to ask questions easily, without interruption of notetaking, was
a considerable advantage to the students. Nor did they did not feel stigmatized against
asking multiple questions. The interactive audio system also reduced the number of
telephone calls to the instructor, after class, where answers were often repeated many times
as different students called with the same question.
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If the increase in participation based on audio was so successful, the addition of
graphics, video images, and annotation of these images should be more successful. Add
to this the capability for annotations and storage of data, and the result might be
outstanding.

Graphic Images

Many of the instructors at university use computers in the classroom. The
computers may be used to demonsirate topics in computer science, such as using a compiler,
or as a tool to demonstrate software in support of other disciplines. Chemistry simulations,
math solver teckniques, computer-aided design, are but a few such applications.

The transmission of the computer screen image to remote television monitors poses
significant problems. Television monitors are analog systems and computers are digital.
If that was not significant enough, where you are located in the world and where your
audience is located, also poses significant problems.

There are three major worldwide television standards, NTSC, PAL and SECAM.
NTSC is the standard used in the United States, PAL is used in England, much of Europe
and Australia, and SECAM is used in France, and other countries.

In 1948 the National Television Standards Committee {(NTSC) met to create a
national television standard. It took until 1953 for the competing companies, broadcasters,
and the FCC to arrive at a uniform standard. While technology has improved, this standard
is still in use today. In fact, other than adopting a color TV standard allowing black-and-
white TV receivers to work with color signals, little has changed.

NTSC uses a scan rate of 30 frames per second (fps), which is a function of the
available frequency of AC power (60 cycles per second), resulting in 525 scan lines. (PAL,
for example, is based on a ’scanning frequency’ of 25 fps on a picture of 625 lines.) NTSC
is an analog signal, and is interlaced which means that the odd numbered lines are scanned
first and then the even numbered lines are scanned. If you have seen computer monitors
on television, you may have noticed a rolling motion down the screen. This is the difference
in scan rates.  To display computer images on a tclevision, the computer digital signal
must be corverted to an NTSC signal. Keep in mind that this is about 10 times the ISA bus
speed of the PC. Prior to the availability of adapters to provide VGA - to - NTSC, signals,
the easiest way to include computer screens in a distance education format was to focus the
camera on the screen. However, as a result of the difference between the scan rate on the
computer zcreen with that of the television, a roll was apparent. This may not be significant
if the image was to be held on screen for a short time, but for any length of time, it was
very tiring on the viewer.

To solve this problem, a survey of the industry (1989 - 91) was done and dozens of
video systems tested. Some of the problems encountered included shimmer between certain
colors when juxtaposed, and elimination of part of the computer image. A number of VGA-
NTSC adapters are currently available and offer a simple solution. Many of these add-in
cards use a process called Gen-locking, or synchronizing the 31.5-kHz VGA signal with the
15.735-kHz NTSC signal.

The Magni Producer was selected for transmission of computer graphic images.
It provided the means by which the signal could be interfaced with the video switcher in the
broadcast studio. The composite output from the Magni is fed directly into the switcher and
that signal is transmitted over the microwave. The image was of high quality with no roll,
colors remained true and no loss in image was encountered.
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The Magni includes an external control unit with cut and fade buttons and
video/graphic slidebar selector. Once initialized, it unit could be used without resetting,

The ability to present high quality images without roll or flicker significantly
improved the quality of our classes. Students on-site were able to view images on several
large screen television monitors in the classroom, while remote students were able to view
the image on their regular monitor.

Additional responsibilities for the instructor were minor. In fact, the ability to use
computer screens in instruction saved time in preparation and in describing computer
sessions. Instructors in many disciplines are currently taking advantage of this system in
courses ranging from CAD to Business.

Student feedback is very positive on the inclusion of computcr based graphics in
instruction and the high quality of the presentation material capable with the system.

Video Images

The ability to include video images was the next step in adding additional media to
the platform. A Targa Video Imaging card was added to the configuration. The use of the
Magni interface was extended to take advantage of video images. These included camera-
captured images, VCR extracted images, and other sources. A slidebar on the Magni unit
switches between graphic and video settings.

Extended Interaction - Handwritten and Typed Annotations

The interaction in the delivery of education is closely related to learning. The
more interesting and dynamic our presentations, the more stimulated the students, the more
learning will take place. The addition of graphic and video materials into the classroom was
a giant leap into the use of multimedia, but left us wanting more. Information is dynamic
rather than static, changing as the subject matter changes, expanding as new information
becomes available. It was not practical to switch from the computer-generated image to the
blackboard and back again, repeatedly. The need te annotate directly on the computer
image was apparent.

Simply typing at the keyboard would provide some measure of dynamic input, but
the quality of the typed characters was too low. They were too small to be seen clearly both
for the on-site and the remote student.

A number of annotation systems were researched with wide differences in price
range. Some temporarily froze the screen, supported annotations, and then allowed you to
return to the running application. This proved cumbersome and timecomsuming. The
system chosen was the Sony Video Sketch Titler. This low priced, easy to use, and readily
available tool, interfaces between the Magni output and the video input. A stylus permits
annotations in many colors, widths, and filled and unfilled for highlighting.

The Video Sketch Titler also provides two simultaneous displays, so you can switch
between one application screen and another screen. A built-in titler provides the capability
of adding text to images. Built-in graphic images may be made to appear and wipe away
in several ways, all adding to a dynamic, colorful presentation.

Instructors have found this an easy to use, intuitive system, for the colorful on-line
annotation of images. The system is adding dynamic capabilities to the on-site classroom,
and to the distance education delivery systems.
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Storage and Retrieval in a Distance Education Setting

The ability to display complex images and concepts in a visual manner became both
a tremendous advantage as well as a potential area of concern. One of the key advantages
of using multimedia in the class was to be able to remove the necessity for explaining how
a image or action would appear, by causing it to appear. The inclusion of images on-line
and in real-time, provided the instructor with considerably more time to discuss the concepts
and techniques in the application, rather than drawing the image. The storage and retrieval
of these images, and even the annotations was necessary.

The ability to incorporate graphic and video images into classroom presentations
necessitated a survey of available products purporting to support video capture and display.
The products chosen must also be capable of supporting all of the graphic features that we
have previously discussed.

Several systems were tested, and one selected as the most cost effective, and easy
to use. Optel Communication Inc.’s Telewriter system seemed to provide the means by
which:

. annotations could be drawn or typed

. graphic images could be displayed

. video images could be easily captured from a video camera, a camcorder or VCR

via a video imaging card, and easily displayed

The Telewriter teleconferencing system supports the display of text, graphics and
video images on one multisync monitor (using a switcher card) or on two monitors, one for
graphics and one for video.

The software supports the storage and retrieval of graphic and video images in a
vertical and horizontal manner. Storage of images is accomplished through the use of a
video source such as a camera and the Targa imaging card. A single keystroke captures the
video image and saves it either as a Targa video image or converts it to a .PCX graphic
image. Databases of images (both graphic and video) as Telewriter pages may be selected
and called-up at will. Directories may be accessed in any order, and on-line annotations in
four colors and two widths are supported.

Of major significance is the capability to save annotatlons both typed and drawn,
either on the base image or as a separate file. These can then be viewed at a later time.

To support the display of graphic images and video images on a display, and to
support the printing of graphic and video images, and annotations, the Illinois Institute of
Technology’s IVC & Media Laboratory has authored software called WorkBook which will
display and print .PCX, video and Telewriter pages automatically. Thus students could leave
the class with a disk containing the images displayed in class and review them outside of
class. Conversely, instructors could provide students workbooks on which handwritten notes
could be added during the actual class presentation.

Using WorkBook, students will not have to take copious notes without really
listening, teachers will not have to step through many packages to print graphic and video
images and annotations. This opens the way for a higher level of classes, where active
participation and discussion are possible.

Distance Education Expanded

All of the systems discussed act as supplementary aids within a microwave (or
satellite) system. For the distance education student beyond the microwave, for whom the
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individual or the corporation cannot support microwave equipment, for the homebound or
institutionalized for whom advanced telecommunications systems are unavailable, a different,
cost effective system was needed.

The IVC & Media Laboratory took advantage of the Telewriter’s distance education
- teleconferencing support by using the personal computer and the POTS (plain, old
telephone system) as the vehicle for distance education.

The Telewriter system supports multiple (up to 99) sites in a conference over the
standard telephone line. A special multipoint modem was used so that one phone line
supported both audio and data. Graphics tablets at each site were optional, but useful.
While text may be sent on-line, in real-time, most graphic and video images were
transmitted prior to class. During the class, students and instructor interacted audially with
a speakerphone, digitally using the keyboard, and graphically with a graphics tablet. As the
instructor called-up an image on his computer, the same image was immediately and
automatically called-up on the student’s monitor. Annotations drawn on the instructor’s
tablet (or the students’) or typed at the keyboard were seen by all participants. Permanent
storage of all data, text, graphics, video images and annotations was via the hard drive on
the computer.

Preparation of class materials in advance was important so the images could be sent
to each remote site prior to class. The easiest system was with the use of a single Bernoulli
disk (90M) for class materials. When the instructor came to class, a personal computer -
distance education workstation with a Bernoulli drive enabled the instructor to simply insert
the disk for that class. An instructor development lab provided facilities for video and
graphic development and storage.

The remote, distance education students participating using the personal computer
teleconferencing system, were part of the regular class delivery system. Training for the
remote students prepared them in the use of the hardware, and the techniques of
participating in a remote classroom.

Current Applications

Approximately half of the computer science faculty are using some or all of the
multimedia systems in their classes, those based on microwave, satellite, or leased phone
lines. Several engineering faculty and business faculty are in process of integrating these
systems into their teaching.

Some of the remote sites opt to receive the cable/microwave broadcast only.
Others may add the audio component so that they are connected audially during the actual
live broadcasts and can take advantage of verbal communication.

Still others opt for the complete, interactive teleconferencing environment. This
includes a personal computer equipped with a graphics tablet, multipoint modem and
teleconferencing software. In some cases it supplements the microwave system, satellite, or
leased line system and in others it is used as a stand-alone educational delivery system for
live university courses.

The broader the capabilities, the greater the number of faculty who will take
advantage of multimedia systems, the more powerful and dynamic the instruction. It is our
contention that students taking courses using these media will show an increase in
attendance, a greater degree of in-class participation, and higher retention.

Expanded usage is being made outside of the university setting. As part of in-
service cducation, IIT is offering courses to teachers in the Chicago public schools, over a




microwave to cable system along with the Telewriter teleconferencing system. Every school
in the city of Chicago is cable-ready. During the Spring 1993 semester, teachers in ten area
schools will enroll in a university course, CS 460 (Fundamentals of Multimedia). This
course introduces multimedia in theory and practice for use in the classroom. The course
originates at the university and is transmitted to the cable company via microwave which is
then converted for output via the cable system. With the backbone of the Telewriter system,
each teacher is a true interactive participant in this multimedia arena.

Future

The last remaining step is the inclusion of high quality motion video at a low, end-
user cost. In the immediate future, and for considerable time to come, analog will be the
international standard just as the VCR is the standard delivery platform for video currently.
NTSC, PAL, and SECAM broadcast channels represent the ultimate wide-area network.
Combine these with Cable TV, and the analog video market explodes. In the long-run,
digital video will probably be as commonplace as analog video is today. The main reason
is the flexibility with the digital signal. This includes computer-controlled data, portability,
storage and sc on. NTU changing to digital during the past year is one such indication.

HDTV (High Definition Television) is another such indication. Four of the five
proposed HDTV systems are all digital. Images are processed as well as transmitted
digitally. Images will be sharper (doubling of the scanning lines), there will be new image-
processing techniques, and a host of new applications will emerge. The FCC plans to
choose an HDTYV standard before the end of 1993, and HDTV receivers and broadcasting
will probably be available by 1995. Coupled with advances in digital communication
networks, the capability of participating high quality, dynamic and interactive instruction will
be as easy as answering your phone.
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Background and Motivation

As a part of a national effort to improve engineering education in a collaborative effort among
eight universities that form the Synthesis Coalition (Cal Poly San Luis Obispo, Cornell,
Hampton, Iowa State, Southern, Stanford, Tuskegee and University of California at Berkeley), an
experimental investigation is being performed in developing a more integrated curriculum using
educational multimedia. In the traditional curriculum, engineering students who try to integrate
knowledge and concepts may find leaming a frustrating and difficult experience, especially in their
first two years of college. Most of the courses involve learning abstract, declarative knowledge,
analysis and problem solving with little opportunity for synthesis, creativity, self-directed
investigation, and exposure to the field of engineering (Agogino, Sheppard & Oladipupo, 1992).
Although design courses aimed at integrating knowledge are typically offered at the senior level,
many students lose interest and motivation in engineering before they even find out about the
engineering discipline.

Our project is aimed at teaching design principles, as well as creating excitement and
motivation in engineering by providing 1) illustrated examples of inter- and multidisciplinary
designs using multimedia case studies, and 2) opportunities for students to extend these cases.
Based on the case study method of teaching engineering design (Sansalone, 1990; Steidel, 1973),
we used multimedia to capture multidisciplinary aspects of the engineering design process drawing
cases from successful student competitions and exemplary industrial practices. In addition to
teaching engineering design, cases are designed to contain historical connections, social
implications, design rationale, market-driven technologies, and profiles of engineering role models
and design participants.

Multimedia/hypermedia provides integration of hypertext with digital video clips of interviews
with industrial designers, engineers and managers. Tooling and manufacturing processes are also
shown along with relevant texts, scanned still images, CAD drawings, and audio voice tracks. By
creating a collection of instructional multimedia cases, we hypothesize students will gain a better
understanding, perspective and appreciation for the engineering design process and the discipline.
Also, early experiments indicate that the activity of developing their own case increases their
interest in engineering and encourages their participation in engincering design activities.

Description of Multimedia Cases

Several case studies are currently under development on the Macintosh and IBM platforms
(Hypercard™ & Toolbook™ authoring tools). Two cases designed for different age audiences (lower
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and upper division students) and different educational objectives will be presented here which
include the Human Powered Vehicle, and the Proprinter cases.
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Figure 1. The HPV and Proprinter Cases
The Human Powered Vehicle : A Case Study Prototypo

The Human Powered Vehicle (HPV) was chosen as an initial prototype to test the concept of a
multimedia case study. The HPV Project is an extracurricular design activity on the U.C Berkeley
campus that attracts engineering and science students to participate in a year long competition to
build an acrodynamic vehicle. The HPV was ideal in that it covered many engineering disciplines
and complex problems typical in concurren: design and engineering decision-making. The topic of
a competitive race and vehicle design competition was suitable for generating interest and
excitement to engineering students. It also provided an engineering project that was also accessible
to students who wanted to participate in its design and construction.

Instructional objectives of the HPV case include conveying the multidisciplinary aspects of
design, showing the importance for fundamental math, engineering analysis and testing. Both the
process of constructing a case collaboratively by engineering students during the construction of
the vehicle, and the outcome of a multimedia case served as curricular activities and materials. The
case contains video clips ¢ f wind tunnel testing, road testing, vehicle construction, and clips of the
actual race. Hypermedia is used to link relevant equations, drawing and graphs. By providing ties
between theory, application, social-historical implications and global impact to their studies in
engineering early on, we hope to provide ties between physical examples of engineering to theory
and analysis learned in class, as well as change attitudes and encourage more students, especially
woinen and underrepresented minorities to pursue engineering as a career.
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Figure 2. Design life cycle path for the HPV and Proprinter Case
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The HPV case study supplies the user with two main navigational directions, one based on
the design life cycle, and the other based on a chronological perspective (Figure 2). Each of the
navigational approaches serves to structure the content, but also allow students the flexibility
tochoose their own path of browsing and learning the material. To view materials non-linearly and
make broader leaps, the "See Connections” button opens a browser that allows users to follow
suggested paths locally within the stack, or link remotely to other relevant on-line materials such
as other cases, theory from textbooks, and future video/image databases.

To engage the student in active thinking, interactive pop-up "*think*" questions are provided
throughout the stack to stimulate reflection and critical thinking. These include both open-ended
questions as well as questions where the answers lie within the multimedia case.

To provide role models in engineering, especially highlighting women and minorities,
digitized portraits and voices are also attached to *think* questions. (In the HPV case, the faces are
taken from U.C, Berkeley professors, local heroes, community figures and others, but the portraits
can be customized for each locale.) The case study also highlights role models in the Who's Who
section where faces, interests and contributions of the student designers are included.

#roprinter

Design Strategy - sembrecumbent " erwgaay Proprinter Quiz #4
Th beat p D the rider vz use th das ooed tn tn
e porsea) wprl but rotated back 15 dagress, When turnlag, the rider

more ‘welght prece it R#$<uting the cost of the Propcinler resulted
pasilinrd o 3odyw shih o ty and ganacal 1n 8 10wsr QUalIty procuct

Baceuss Gualily sesucance tnsisted ca e
quettly $roduct, 1ime 10 merkst gasle wers Qfees
not mel

Robel1C aas#mbly 1s slwaye mors coat
£770ctive Lnsn mancd] sssambiy priciices QOfrus Qtaise

O#s1gning for sutomated assemdly is useful In
he menutacturing snvironment even whia Qfrus QOfatse
£u10moles 08ssmbly 18 NOL performed

A6 B

Figure 3. Example *Think* question and on-line quiz
The Proprinter Case: An industrial case study

A case study of the Proprinter, a dot matrix printer designed for automated assembly, is built
upon the same life cycle design structure as the HPV (Figure 2). A linear presentation also allowed
the option to pursue non-linear links to other parts of the case. Unlike the HPV case, the
Proprinter case is targeted for upper division students and possesses different educational objectives.
These inciude specifically teaching students about industrial practices of automated assembly,
multifunctional teams, design trade-offs, and concepts in engineering design such as concurrent
engineering and design for manufacturability. The Proprinter case contains on-line quizzes to
encourage self-monitoring and checking. If students fail to answer the questions correctly, the
system prompts them to review the related material, and links them to the appropriate section.
Also, the Proprinter takes advantage of computer animation to describe and disclose the
manufacturing processes and robotic assembly.

The Proprinter was also designed to be motivational as it links current technology to
historical figures through the "See Connections” button. In this example, the concept of quality is
linked to Elijah McCoy, the son of an escaped slave (Figure 4).

Using Multimedia Cases in an Instructional Setting

Multimedia cases can be used in a variety of instructional settings. At Berkeley, faculty use
case studies to support standard lecture material using an overhead project panel to display relevant
portions of the case to help illustrate more abstract concepts. (An index allows instructors to find
topics quickly). Multimedia cases are also made available during computer laboratory hours for
students to explore in more depth on their own. We also introduce case studies to pre-college and
incoming students to spark interest and bring relevance to their own studies or projects in
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engineering. As more cases are developed, we plan to integrate courseware into the existing case
studies course in engineering design which currently uses textbook cases as the basis for
discussion.

Finally, multimedia cases are also used as exemplary models to fuel and motivate students to
construct their own understanding through case study development. Through research and
exploration, they are forced to reflect on explanations of concepts, and create multipie
representations of engineering processes when they need to convey their ideas to other students and
instructors. Students initially participate as a viewer of cases, and eventually take part as a
designer-builder-explainer of their own multimedia case. Recently, an experimental course in
multimedia case studies has been offered at U.C. Berkeley for first and second year engineering
students which resulted in a section on the "History of the Bicycle". Students provided links to the
HPV case, as well as extended an existing case on "Bicycle Dissection” which breaks down the
design of a bicycle into its functional components.
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Figure 4. "See Connections" showing a historical link

Method of Evaluation & Assessment

The evaluation of educational multimedia is still in its infancy as the development of
multimedia tools and the assessment of the impact on teaching and leamning is still evolving.
More recently, researchers are designing evaluation methods for curriculum innovation (Grabowski,
1992; Mandinach & Cline, 1990). We present multiple methods of assessment used to gather
information about multimedia cases as curricular materials including interviews, discussions,
surveys and an on-line data collection program. Our model for evaluation was one of trial and
refinement where versions of the multimedia cases were rapidly tested, redesigned, and updated
based on the evaluation results. This trial and refinement model was appropriate, not only because
the cases were easy to modify, but because new technological developments from the
multimedia/computer industry necessitated continuous integration of new technologies to keep
cases updated from an implementation standpoint.

Several populations were seiected for evaluation of designated cases which included students
from an introductory engineering design and graphics course at the University of California at
Berkeley, upper division students taking a computer-aided design course, sumnmer students enrolled
in introductory programming course, and junior high school students from a minority outreach
program. Scveral faculty members also evaluated the multimedia cases.

Personal interviews and discussion

We performed initial evaluation through observational studies of students and faculty using the
courseware. Comments were also collected via interviews with individual testers, from students
taking the multimedia case studies course, and from group discussions including graduate students
in education technology. Qualitative comments about user interface design, difficulty of use, value
of content, and use of multimedia to illustrate concepts were collected, documented and fed back
into the design of the multimedia cases.
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Pre and Post Surveys

The purpose of the surveys was to collect two categories of information. The first kind of
information related to the ability for cases to meet the educational objectives and pedagogical intent
of each case, and the effectiveness of multimedia cases to deliver those concepts about engineering
design. (In the Proprinter case, users were asked to answer open-ended design questions before and
after looking at the case.) The second category of information pertained to the technical aspects of
the courseware to aid in the improvement of the cases such as video quality, quantity of audio,
ability to navigate, functional aspects of the user interface. Questions were designed to gain
information about the quality of the multimedia elements, user interface, navigation and overall
presentation of the multimedia case. The survey consisted of both multiple choice questions, as
well as open-ended response questions.

The procedure for survey evaluation included first administering a 20 minute pre-survey, then
instructing students to use the computer to review the multimedia case for 30 minutes. Finally,
students were asked to take a 20 minute post-survey.

On-line Data Collection

Another source of evaluation data was collected by an on-line computer program. To study
individuals interactions with the courseware, and for purposes of navigation assessment, a
computer program was developed to collect the times and location where students chose to browse
in the case study. This quantitative information gave us insight into what order they chose to
view the material, which sections they chose to look at, and how long they spent on each screen or
section. From this data, we inferred which parts of the courseware students found more interesting
as well as which paths were easier to navigate along, and which paths were more difficult.

Results

In general, evaluation data suggest several improvemenis necessary in the case studies
presented here, but overall the cases were found to be very successful in conveying principles of
design, generating excitement about participation in engineering design activities, getting students
to learn engineering concepts through participation of case studies development, and teaching
current concepts found in indusirial practice.

Results of Iinterviews and Discusslons

Given thirty minutes to an hour to view the HPV case during evaluation, some students
complained there was too much material to look at. Many of the undergraduate students wanted
less technical detail and a more general overview of the topic. On the other hand, some students
wanted more details about the design, and wanted to see links to development environments to
modify the design of the human-powered vehicle in an interactive computer simulation.

‘When ask what part of the HPV case students liked the most, there were a variety of answers
indicating that students found different parts of the case interesting. The on-line data collection
supports this indicating there was always one section where students spent a disproportionate
amount of time.

Students taking the experimental multimedia case studies course expressed positive feedback
for the course and interest in continuing multimedia case development in the following semester.

On-line Coilection Results

On-line data collected revealed that students chose to spend different amounts of time studying
different sections. In the HPV case, some liked the who's who and safety issues, whereas others
liked the sections on analysis, testing, the race, the timeline, and specifications of the vehicle.
This variation indicated that students could find something in the case they found interesting related
to design and engineering.
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In the Proprinter case, the quiz questions were found to encourage more careful reading of the
material. More time was spent answering the first quiz (due in part because of the need to return to
. the text to get the answers). Also, data indicated students spent less time on subsequent quizzes as
they progressed along in the multimedia case as a result of better self-monitoring.

On-line data collected regarding details of navigation, user-interface testing, and functional
aspects of the HPV interface are discussed in more detail elsewhere (Hsi & Agogino, 1993),

Survey Results

Survey responses collected from both undergraduates and junior high school students indicated
that older students werc more critical of the quality of multimedia elements and had higher
expectations of video and animations. The students demanded higher quality movies and videos that
were "less choppy”. (The Macintosh Hcx machines with 8-bit color were used during testing.)
As a result, several video clips were redigitized to allow a higher quality images and smoother
playback.

Students wanted more digitized voices of the HPV tcam members, and longer video clips
where current clips were 30-60 seconds long. Students were annoyed at repeated videos, and as a
result repetition was eliminated. Although Quicktime movies allow students to adjust the
volume, students complained they could not adjust the volume of digitized voices easily. Also, a
large computer laboratory using multimedia cases demanded use of earphones.

In the Proprinter surveys, student responses to design questions were rated from 1 to 3 (poor
to good) based on their overall conceptual understanding of design and use of keywords. After
viewing the case, their score increased from an average of 1.62 to 2.46. When asked to make
suggestions to a redesign of a product made from multiple plastic and metal parts assembled with
solder and screws, one students response went from "I don't know" to "eliminate screws and try to
use less pieces” indicating the Proprinter case successfully delivered engineering design practices
and concepts (Evans, 1992). Surveys also indicated students attitude towards design changed,
considering it more as a tcam effort.

The *think* questions which were designed to promote reflection in the HPV case instead
caused much frustration among the students and faculty. More than half of the students surveyed
said they were not serious about answering the think questions, or abandoned answering them
altogether. The think questions were found frustrating because many questions were open-ended and
the answers could not be directly found in the case. This bas prompted a redesign of the *think*
questions to reduce the number of open-ended questions, and to include more questions directly
relevant to the material in the case. Several faculty members have offered to provide and integrate
relevant questions from their own courses to put into the multimedia case which could serve as
interesting links from their lectures into the multimedia case. In our instructor's guide, we suggest
that some *think* questions can be used to stimulate class discussions or be used as part of the
problem set. :

Although there were some complaints about various aspects of the implementation, almost all
of the students after seeing the case study expressed enthusiasm for joining in the design of the
HPV, and taking a course which provided these case studies as curricular materials or participating
in the development of cases as a design activity. Their post-survey responses also indicated after
viewing they found design to involve more multidisciplinary factors than previously thought.
They leamed that design also requires fund raising, team work, project planning, engineering
analysis, and other factors such as safety considerations, marketing and cost.

Future Work

Cases on various toys designed by Mattel, Inc., are currently being developed emphasizing
market-driven design concepts, manufacturing processes, design for assembly and safety concepts.
Plans include porting cases onto a UNIX platform to allow for faster networking and links to
remote databases and simulations. Plans to research, modify and improve current evaluation
methods of educational multimedia are also underway. One challenge will be to evaluate the
benefit of case studies as a scaffolded constructive learning activity.

Our ultimate goal is to distribute multimedia cases to many university campuses as well as
introduce cases as a motivator for pre-college students initially on a CD-ROM format, and later on
a networked courseware database. Contents of case studies will be tested for sensitivity to cultural,
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ethnic and gender differences to strengthen the increase pipeline of students coming into
engineering.

Conclusions

Multimedia case studies have been presented as one approach to a multimedia curriculum for
generating excitement in engineering. Multimedia also provides a mechanism for assimilating
engineering design concepts in an illustrated context. Evaluating the educational objectives was
achieved through the use of multiple methods of assessment waere the results were used to rapidly
modify, retest, and refine the curricular materials.

Leamning engineering still comes from practice and hands-on experience rather than simply
using interactive multimedia, However, the courseware can be supplemented with hands-on
experiences in lab settings. For instance, the Proprinter case was used in conjunction with
students participating in the dissection and re-assembly of an actual printer. Stanford University is
using the "Bicycle Dissection” case with bike dissection activities (Agogino, Sheppard &
Oladipupo, 1992). Providing these examples of exemplary design in the classroom, coupled with
hands-on experiences, we can raise curiosity and interest in the discipline, and ultimately help
provide a perspective of engineering that is more integrated and accessible to-studeats engineering
early on. .
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Simulation Based ICAI with Multimedia
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Using simulation, beyond the capacity of human instructors, is one of the best methods of
computer-aided instruction. Recently computers have become powerful enough to execute
complex simulations and make pedagogical plans. The simulation models used in training may
differ from those for research or analysis because the abstraction of domain knowledge is
important in training and detailed analysis is not needed. The qualitative model provides one
€O.ept.

The features of simulation based training systems are:

(1) Leamners have various experiences of the objective world in imaginary environments and
gradually establish mental models inductively. (one type of model instruction)

(2) Coursewares like simulation games do ot bore the learners.

(3) Learners can grasp concepts easily through visualization without the need for complex natural
language understanding.

The systems are being used in fields such as plant operations, troubleshooting, physics,
chemistry, and language education. Here are some of the desired conditions of simulation models.
(1) quick responses to learner operations
(2) simulation models well merged into courseware
(3) each step of the situation easily grasped
(4) simulations done from the expert point of view
(5) excellent authoring system (builders) provided

OGIS Research Institute has developed two intelligent tutoring systems (ITSs) in cooperation
with Osaka Gas: PCTS (Process Control Training System) based on physical models and CETS
(Conversational English Training System) based on linguistic models. This paper describes the
basic concept of ITSs for plant operation and conversaticnal English and their user interface.

The Features of PCTS

The importance of CAI systems in industrial environments has become more apparent largely
because of an increasing recognition of the complexity of the system operations to be mastered.
We believe CAI systems have a more important role to play in such environments than in schools,
which need the human touch between teachers and students. The operator training in Osaka Gas is
classified into two types: central and local training. Central training is at training centers with a
number of trainees using real equipment or large simulators. Local training is carried out at each
factory or plant. PCTS is being used for the lucal training without any instructor.

The Structure of PCTS
1. Training Methods

Fig. 1 shows the basic concept of the PCTS architecture. The features inherent in the training
methods used in GTS {Generic Tutoring System) are described below.
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(1) Training according to the trainee's level of understanding

Trainees take a pretest to determine their level of understanding before training, and are
initially placed &t different levels of training accordingly.

(2) Integration of TBT (Text-Based Tutor) and MBT (Model-Based Tutor)

The weighting towards textual lessons with supportive graphics and simple modeling allows
common concepts to be initially presented in a direct instructional mode. As trainees grow in
sophistication with regard to the operations, our training system moves toward model-based
lessons. Current educational theories and research indicate that leamning to apply knowledge and
the transfer of knowledge to new situations require more hands-on and inductive presentation
techniques, namely, learning by doing.

(3) Training according to progress

Each course consists of several lessons. each of which is composed of four modes: instruct
(lecture), Test, Tutor (reinstruct), and Retest. These four modes are ordinarily given in that
order.

In TBT, Test has been categorized by Barvett into literal, inferential, applicative, and evaluative
tests. If Test is not passed, Tutor is started. Tutor is divided into Repeat, Keyword, Hint, and Help
modes in order to give the most appropriate advice according to the analysis based on the type and
results of the Test.

2. Bug Detection and Remedies

The Bug Detector (BD), or trainee error detector, is used in the MBT to evaluate the trainee's
performance in its best mode. It analyzes the trainee's behavior and posts assertions into the
student model. Nine kinds of bugs have been identified based on plant operations.

We classified bugs into two categories, major and minor. If an operator causes major bugs, PCTS
will reinitialize the process. If an operator czuses minor bugs, cperation can continue. If an
operator causes both major and minor bugs at the same time, PCTS sends a message for the major
level only. When a trainee finishes an exercise, one of three different messages appears, depending
on the total number of misoperations. PCTS gives a hint the first time a bug occurs, and gives help
the second time.
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3. The User Interface and the System Environment

(1) The User Interface

Some trainees are not used to using computers, so operating the program should be easy and the
outputs should be easily understood. The standard trainee input is by mouse. The output of the
training system consists of views and statements assigned by X-Window. Graphics and static
picture images are used for the views. Statements are represented with text supported by voice
synthesis. Using these modes of interface makes training more effective.
(2) The System Environment

In PDTS, that is. our first training system for our plant operations, independent knowledge
representations such as frame, rule, and OOP are used. The concept of fitting a knowledge
representation to a problem has worked fairly well, but suffers from the relatively large number
of independent representations needed and inconsistencies in the paradigms among them. Thus a
unified architecture using an entirely object-oriented paradigm has been designed. It is
implemented with C++ whi  is OOP of C language.

The PCTS is run on NEWS (an engineering workstation made by Sony) with a high resolution
color bit-mapped display and a Japanese voice synthesizer (made by NTT) which is the same as the
delivery hardware platform.

Hierarchical Layers for Operator Training
The PCTS system consists of three layers, namely, Text Based Tutor, Mini Simulators (MBT),
and Exercises (MBT), as well as simulation models. The hierarchical layers for simulation-based
ITS have been designed on the basis of the experience of PCTS, PDTS and hierarchical layers made
by R. Gagne.
1. The Hierarchical Layers made by R. Gagne

One feature of the layers for children's learning proposed by Gagne proceeds chiefly from Signal
Learning to Verbal Association, Concept Learning, and Problem Solving. However for adult
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training, the concept of the domain should be introduced first of all and verbal learning is usually
done at an earlier stage.

2. Proposed Hierarchica! Layers

The proposed hierarchical layers for plant operations shown in Fig. 2 are described below. Trainees
usually learn from stage (1) to (7) in order.
(1) Verbal Learning

The basic definitions of the technical terms or symbols needed are presented by texts, graphics,
and images in direct instructional modes. The concept of the domain is introduced.
(2) Multiple Discrimination Learning

Ways of discriminating among similar or dissimilar situations are presented by texts, graphics,
and images in simple model and direct instructional modes. Learning similar situations prevents
misconceptions and learning dissimilar situations promotes memorization.
(3) Stimulus-Response Learning

One step turning on/off/adjusting a switch is presented by simulation. This is the first stage in
which trainees see simulation models of the real world. At a later stage, this kind of action will
be taken without conscious control.
(4) Chaining of Stimulus-Response Leamning

One series of steps in turning on/off/adjusting a switch is presented by simulation. The small
step principle is provided for Skill-Based Learning. Active reactions and quick checks are required
of the trainees.
(5) Rule Leaming

The basic operational rules are applied to simple simulation models. Some rules might not
appear directly but suggest basic principles. The simulation models and functional rules are
increasingly complex from (5) to (7). These stages are provided in model instruction modes.
Trainees learn by both inductive and deductive reasoning.
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(6) Compound Rule Learning

Pragmatic compound operation rules are applied to simple simulation models. They are also

used in Problem Solving.

(7) Problem Solving

Trainees operate toward a set goal on pragmatic simulation models. This layer includes the
problem solvers. If mixed initiative instruction is included, better training can be provided.

(8) Physical Functions

General functions of the simulation are defined. They were described as class objects. (8) and (9)
are not part of the learning process but form the simulation models used from (3) to (7).

(9) Physical Form

This gives the specifications of the simulation model. Trainees contact this layer during
operation.

Fig. 3 shows an example of the relationship among specific pieces of knowledge of each stage.
This kind of linkage helps both instruction and bug detection. From the perspective of cognitive
engineering for human-machine interaction proposed by J. Rasmussen, skill-based behavior, rule-
based behavior, and knowledge-based behavior correspond to skill-based learning, rule-based
learning and problem solving respectively.

TheA Features of CETS

In Japan, English education has become more and more important because of attempts at

internationalization. Most Japanese people have trouble speaking English although they study
English from junior high school. One major reason for this failure is that the school system has
focused its attention on reading, translation and grammar. Our system, CETS, is especially for
training in speaking.
The main feature of the system is the use of multimedia, including a voice recognition device sold
by OGIS Research Institute in Japan. This device has the practical ability to recognize unspecified
continuous voice. The purpose of the system is to train students for hearing and speaking in
contrast to traditional CAL

The Structure of CETS
1. Pedagogical stages

The system consists of 3 stages. These are basic practice, pronunciation practice, and conversation

Student
—®| Card

Partner
Card

Student

Fig. 4 Hypertext Type Knowledge Base
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practice.

(1) Basic Practice

Students learn grammar, vocabulary, and expressions through text. This is now under
development.

(2) Pronunciation Practice

Students learn intonation and stress as well as pronunciation through voice recognition. Their

results are displayed by graphics in comparison to that of native speakers. Appropriate advice is
also provided.

(3) Conversation Practice

Students learn pragmatic conversational English by simulation. The learning proceeds from rote
learning to limited free conversation. The conversations are represented with a tree structure. Each
node means an utterance or alternative expression, and each link varies the situation. Tree
structures are implemented by hypertexts shown in Fig. 4.

2. Internal system

Fig. 5 shows the modules of Conversation Practice.
(1) Hypertext Type Knowledge Base
Conversational knowledge is described in each hypertext linked to the multimedia. The
knowledge on student cards including wrong utterances is linked with instruction cards which
provide appropriate advice. The knowledge on partner cards, including utterances by persons
appearing on the screen, manages the Laser Disk (interactive video). The knowledge base is made
using the authoring system by human instructors.
(2) Control Module
The control module provides simulation and the pedagogical remedies managing the knowledge
base. The module also selects the teaching materials.

3. User Interface & System Environment

(1) Mouse
Students can select from several menus by mouse.
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Fig. 5 Conceptual Framework for Conversational Practice
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(2) Voice/Keyboard

During training voice is basically the major means of input. If a student's utterance is beyond a
certain threshold, the utterance is matched to one of the candidate sentences, if possible by trial
and error. Otherwise s/he should speak again or input it by keyboard.

{3) Other Interfaces

Graphics and static/dynamic picture images recorded on a Laser Disk are used for visuals.
Statements are represented with text supported by Japanese voice synthesis.

(4) Platform

The system is run on a Sun Workstation with a high resolution color bit-mapped display, a laser
disk drive, and a voice recognition device.

The Common Goal of the Systems

CETS can also consist of hierarchical layers similar to those of plant operations. The proposed
layers for linguistic learning shown in Fig. 6 are described below. Trainees usually learn from
stage (1) to (7) in order.

(1) Verbal Learning

Necessary grammar and vocabulary for conversation are learned
(2) Multiple Discrimination Learning

Ways of discriminating among similar or dissimilar grammar/vocabulary/expressions are
learned.

(3) Stimulus-Response Learning

Pronunciation practice of key words for the conversation is provided.
(4) Chaining of Stimulus-Response Learning

Pronunciation practice of key sentences for the conversation is provided.
(5) Rote Learning (introduction of knowledge}

Each model scene is provided by video on a window. Students are expected to be able so speak
correctly using simple typical expressions in the scene. (Students memorize the basic expressions
and speak smoothly with correct pronunciations.)

(6) Basic Problem Solving (application of knowledge)
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A student should be able to speak correctly using simple typical expressions in several scenes.
In this case, the system chooses which is the best scene to display and the context is changed
according to the student's answer.

(7) Problem Solving (stability of knowiedge)

A student should be able to speak correctly in any scene. In this case, alternative expressions are

accepted.

(8) Conversational Functions

A sentence, the alternative expression, and the boundary conditions are described. They were
shown in Fig. 4 as thc student and partner cards. (8) and (9) are not part of the learning process but
form the simulation models used in (3) to (7).

(9) Scenic Forms

These are specifications of the simulation model. Trainees contact this layer during
conversation.

Conclusion

PCTS has become one of the most well-known examples of ITSs in Japan, and we are
contributing significantly to the academic community. It is used at each Osaka Gas plant for the
convenience of trainees who can not easily go to the training center because of their work. The
authoring system for PCTS will be delivered soon.

CETS is very atiractive because of its reality and practical use. CETS has a course whose topic is
business appoiniments. Some coursewares are now being installed.

We will continue to develop the new concept of ITSs based on simulation models and
multimedia. We would like to express our gratitude to the project members of Osaka Gas and Oki
Electric Co. Ltd. for their cooperation.
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The Future of Hypermedia Based Learning Environments:
Problems, Prospects, and Entailments

David H. Jonassen
University of Colorado

The assumption that hypermedia has implications for learning remains
generally untested. Proponents have claimed that hypermedia information
systems would revolutionize the educational process. Little evidence
supports this prediction. At least two reasons for the this lack of efficacy exist.
First, the level of engagement and purpose among learners in most
hypermedia systems does not require rmeaningful processing of the content.
Second, effectively using hypermedia entails the use of learning and
metalearning strategies that learners are not skilled in. The assumptions
about the ways that learners would use hypermedia and process the
information in it have not been empirically supported. This presentation
will argue that the most effective hypermedia applications are based on
constructivist learning models. Such applications are computer-based,
hypermedia learning environments that represent the natural complexity of
content domains, support collaborative knowledge construction, and support
intentional learning. Rather than merely presenting linked information,
hypermedia learning environments foster deeper level thinking about the
content being studied. Hypcrmedia learning environments represent a
natural progression of learning technologies from their behaviorist roots,
through their cognitive growth into their constructivist facilitation of
meaningful learning.

I shall begin this presentation with a chronology of computer-based
technologies which describes the progression of technologies, their conceptual
bases, and applications of them (Fig. 1). Next, I shall describe the range of
inforrnation processing engaged by these environments (Fig. 2). I shall
demonstrate examples of such environments that have been designed and
researched at the University of Colorado. Finally I will reflect on the
problems and prospects entailed by these environments. For example, from
the perspectives of social expectations and adoption/diffusion, the efficacy of
some computer based innovations may be questionable. Ironically, the design
of many of these environments espouse situating the learning experience in
the context of some real world task. Had the design and development of
these environments been situated in the real world context of the classroom,
as designers, we may recognize that our innovations have far exceeded our
ability to implement them in such a context. These and other arguments will
hopefully generate discussion about the problems and prospects of these
environments in terms of the activities, responsibilities, abilities and
expectation of the learning environments, teachers, and learners.
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Hypermedia System Functionality: Strategies
for Entangling Users

CHARLES J. KACMAR
Department of Computer Science
Florida State University - Tallahassee, FL 32306 USA

Introduction

Collaborative and groupware hypermedia systems provide environments which
support goal-oriented human-human interaction tasks in electronic environments
(Ellis, Gibbs, & Rein, 1991). These systems are designed by studying human
interaction and modeling their interactions through system features or by applying
principles of human interaction to computerized settings. The architecture of these
systems is usually tailored to specific problemn domains by supporting only the relevant
conceptual, data, and procedural models needed for group activity.

gIBIS (Conklin & Begeman, 1988), VNS (Shipman, Chaney, & Gorry, 1989),
and WE (Smith, Weiss, & Ferguson, 1987) are exampies of domain-specific
collaborative hypermedia systems. Characteristics include shared links and interfaces
tailored to a particular task environment.

KMS (Akscyn, McCracken, & Yoder, 1988) aud Intermedia (Yankelovich, Haarn,
Meyrowitz, & Drucker, 1988) are examples of collaborative hypermedia systems which
are not specifically designed to support a particular group interaction modei. These
general purpose systems derive their power from the flexibility they offer users in
performing a variety of collaborative activities within a single computing environment.
Collaboration is supported as a result of their architeciures and interactions with
services provided by the underlying computing environments.

The remaining sections of this paper present the results of three case studies
involving the use of a general purpose collaborative hypermedia system to support an
argumentation/discussion task. The results of these studies provide additional insight
into hypertext usability and user behavior by studying the contents of hypertexts
relative to the interface and functional characteristics of systems.

Collaboration Project Overview
8ackground

Subjects. The subjects in the case studies were primarily graduate students
enrolled in a graduate course on computer-human interactior and
hypertext/hypermedia. The first case study was conducted at Rensselaer Polyt.::nic
Institute. The remaining case studies were conducted at Florida State University.
Case study 1 involved 13 students, case study 2 involved 12 students, and case study
3 involved b students. The students in case study 3 also participated in case study 2.
Two students in study 1 were not computer science majors, 1 student in study 2 was




not a computer science major - all students in study 3 were computer science majors.

Preparation.  Prior to the task, students attended course lectures and
performed various course-related assignments. Typical assignments included reading
journal articles and books, writing papers, presenting material in class, watching video
tapes of hypermedia systems, and using and evaluating hypermedia and non-
hypermedia systems. Class lectures and assignments provided students at least 6-8
weeks of exposure to hypermedia materials and at least 2 different experiences with
hypermedia systems prior to being assigned the collaboration task.

Task. The task required students to discuss and/or argue about topics.
Students selected the topic in the first and third case studies. The topic of discussion
was assigned to the students in the second study. No boundaries were given on the
task and in fact the students were encouraged to comment and link any information
in the hypertext. Students were given approximately 4 weeks to complete the task.

The first group of students identified 8 topics of interest. After approximately
2 weeks of "discussion,” the most popular topic concerned environmental issues. The
second group of students was assigned the topic of "halloween." This topic was
selected due t2 interest in local protests and news coverage of controversial festivities
associated with this event. The third group selected the topic of "spring break."

Measures

The primary goals of the task were to provide students with experience in
using a general purpose hypermedia system and to obtain comments about the
features of the system for the purposes of enhancing its capabilities. Consequently,
a rigorous or controlled experimental envirenmeat was not employed during the first
study. However, it became apparent abecut midway through the second group of
students that a pattern of behavior, similar to that exhibited in the first group, had
developed. The pattern relatad to the siructure and content of the hypertexts used and
created by the group. Even though the purpese of the task was initially non-
experimental, it was decided to observe and note these patterns, especially since these
students were reasonably competent in the field. Hence, the importance of this
research concerns the outcome of the hypertexts and the visual characteristics of the
nodes that were created.

Method

Subjects invoked the system and followed a sequence of links to enter the
hypertext for the task. The base node contained a list of topics to be discussed which
were usually defined with text. The directed graph associated with each topic was
navigated in a forward direction by clicking the left mouse button on a link marker.
Clicking the right mouse button allowed the user to backtrack through the hypertext.
Although the graph structure was primarily hierarchical, the system allowed arbitrary
link connections.

A node also was reachable using a "GoTo" facility. A menu item initiated the
goto request and allowed the user to identify the name of a node to which to navigate.
After the user entered the name of the node, the system searched for the object and
navigated to the node if it existed. If the node did not exist, the application created
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a new node having the name specified and navigated to the node. Node names were
displayed in the titie bar of the display window.

Envircnment

System overview. We now describe the operation and interface of the
system. The purpose is to provide a framework for understanding the tools available
to the students in conjunction with performing the task.

The system used in the case studies is a prototype, single-process
implementation of the PROXHY system (Kacmar & Leggett, 1991). It is a general
purpose collaborative hypermedia system, supporting various types of objects and is
not tailored toward a particular human or group interaction model. The system runs
cn Sun workstations and allows users at various locations to simultaneously access
and modify a shared hypertext. Hypertexts are stored on a file server and managed
using standard system file services.

Interface. A ‘"painter’s canvas" window with direct manipulation
(Shneiderman, 1992) and a spatial metaphor supports the drawing of all objects. The
user display consists of three components: the main display window, menu, and
message window. Various sizes and fonts of text are supported. Other objects
supported by the system include: line, circle/ellipse, square/rectangle, polygon, bitmap,
and patterns. Text objects associated with links are bounded by rectangles. A dashed
border indicates link markers for graphical objects. Linked bitmaps appear as 3D-
buttons. '

The spatial interface allows text objects to be created by moving the mouse
cursor £~ any location in the main window and typing. Graphical objects are created
by firs\ clicking on a menu item to identify the type of the object and then indicating
the location and size/shape of the object with subsequent mouse clicks. Step-by-step
instructions for creating graphical objects appear in the message window.

Links are directly aitached to objects, they do not have to be attached to
"buttons.” Bitmaps can be used as the basis for a button but most users choose to use
text as the primary endpoint of the source end of a link. Nodes are the most preferred
destination of a link. Graphical objects are primarily used to emphasize aspects of the
discussion or for drawing.

Two methods of creating links are provided. A "quick link" is created by twice
clicking the ieft mouse button on an object. This causes the object to be selected, a
new node created, and then a link to be created which connects the object to the new
node. A second method allows links to connect one or more existing objects in the
same or different nodes. For each endpoint of a link, the objects ¢hat constitute the
link end are identified by selection and an anchor is attached to the group. A link
connects the anchors. Anchor and link deletion is provided through menu selection
and identification (pointing) of the link marker(s) to be affected by the operation.

Data model and management. All objects have a unique identity. Primitive
objects are named by the system. Nodes can be named by users or are named by the
system. Anchors and links are implemented as first-class objects. Objects are stored
in directories with anchors and links residing in the same directory as the application
objects. The data management facilities provide complete transparency from the
directory structures of the hypertexts. Most users never name any of the objects they




create or access.

The hypermedia data model is the traditional anchor-link-anchor model.
Anchors are attached to one or more objects at the source and destination ends of a
link to provide 1-to-1, 1-to-N, M-to-1, or M-to-N relationships. Anchors may be
attached to nodes or primitive objects within nodes thus providing node-to-node, node-
to-primitive, primitive-to-node, or primitive-to-primitive associations. Link navigation
is uni-directional.

Support for collaboration. The system uses network file services to support
collaboration. Objects created by one user are accessible by another when a user
creates objects under the appropriate file access privileges. Users at different
workstations may access the same hypertext at the same time. The typical mode of
operation for group interaction is unrestricted group access rights for all users.

Observations and Interpretations

The interesting aspects of this project concern the behavior of the students
while using the system and the state of the hypertexts during and after the tasks.
Although browsing the hypertexts did not result in any notable difficulties, all three
groups encountered problems during authoring. Problems related to using the system
were resolved through class and individual discussions. Obviously, some individuals
experienced more difficulty than others.

Results

Chunking. One of the major difficulties observed among the study groups
concerned the structuring and placing of information in the hypertexts. On several
occasions, students requested a set of "rules” or "guidelines" for deciding the amount
of information to place in a node and where to attach links. Given the fact that
students had spent 6-8 weeks prior to the task studying and using this and other
hypermedia systems, these skill-directed experiences did not seem to provide sufficient
models of structuring and linking for the argumentation task.

Link traversal. Even though the quick link facility provided a fast and
simple mechanism for creating lirks, some students indicated that navigating a link
was "too great a distance" depending on the topic and content of the item to which they
wanted to comment.

Proximity. Another interesting phenomenon concerns the quantity and
location of objects in the nodes. Nodes were heavily populated with a variety of
information and object types. The depth of the hypertexts was "shallow" - between 2
and 4 levels (links). Since the spatial interface allowed the students to "place” their
arguments or comments wherever they desired, comments were generally placed as
close as possible to the comment which initiated their response. In some cases, the
response was positioned adjacent to or overlaying the original comment. The
debriefing indicated that proximity was very important and that the spatial interface
metaphor supported this behavior.

Presentation and link markers. Links were usually attached to text objects
at the source end of a link and connected to nodes at the destination. As the quantity
of objects in a node increased, the use of graphical objects as source-end objects
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increased. In some nodes, graphical objects became the dominant object to define the
link source.

The application allowed objects to overlay each other. This resulted in a
situation where linked text objects were overlayed with graphical objects associated
with a different link. A linked text object was visible to the user even if it was
overlayed with a transparent (non-filled), linked, gra