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PREFACE

For the fourteenth year, the Research and Theory Division of the Association for
Educational Communications and Technology (AECT) is sponsoring the publications of these
Proceedings. Papers published in this volume were presented at the national AECT Convention in
Washington, D.C. A limited quantity of this volume were printed and sold. It is also available on
microfiche through the Educational Resources Information Clearinghouse (ERIC) system.

REFEREEING PROCESS: All reseaich papers selected for presentation at the AECT
convention and included in this Proceedings were subjected to a rigorous blind reviewing process.
Proposals were submitted to Steven Ross and Gary Morrison of Memphis State University or Gary
Anglin of the University of Kentucky. All references to author were removed from proposals
before they were submitted to referees for review. Approximately fifty percent of the manuscripts
submitted for consideration were selected for presentation at the Convention and for Publicatinn in
these Proceedings. The papers contained in this document represent some of the most current
thinking in educational communications and technology.

For the first time, a selected number of development papers sponsored by the Division for
Instructional Development (DID) are included in this Proceedings. The most important
instructional development presentations were selected by the DID program chairs for publication.

This volume contains two indexes. The first is an author index; the second is a descriptor
index. The index for volumes 1-6 (1979-84) is included in the 1986 Proceedings, and the index for

volumes 7-10 is in the 1988 Proceedings.

M. R. Simonson
Editor
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What is AECT?

AECT is the only national, professional associa-
tion dedicated o the improvement of instruction
through the effective use of media and technol-
ogy. AECT assists its members in using technol-
ogy in their jobs and to enhance the learning
process.

Who belongs to AECT?

O Media Specialists

Q Educators

Q Instructional designers

Q Learning resource specialists

Q Curriculum developers

O Television producers and directurs
0 Communications specialists

O Education administrators

Q Others who require expertise in
instructional technology

AECT History

AECT began as the Department of Audio-Visual
Instruction at the National Education Association
in 1923, in the days when visual aids were black-
boards and easels. In 1947, as educators were
adapting technology used to train World War ||
service personnel forthe classroom, the name of
the organization became the Department of Vis-
ual Instruction (DAVI). Twelve years later, DAVI
became an affiliate of the NEA and finally the
autonomous association, AECT, in 1974,

Today, AECT keeps an eye on the future of instruc-
tional technology while assisting educators with the
changes and challenges that face them now. AECT
members are professionals devoted to quality edu-
cation. They care about doing their jobs better and
want to ambrace new methods, new equipment, and
new techniques thé. assist learning.

AECT Afflliates

AECT has 45 state and 11 national affiliates, and has
recently established several chapters surrounding
major universities and metropolitan areas. These
affiliated organizations add a localized dimension to
your AECT membership and allow for more interac-
tion among your colleagues. For more details on
chapters and affiliates in your area, contact the
AECT National Office.

AECT Natlonal Convention and
INFOCOMM International Exposition

Each year, AECT brings top speakers to exciting
locations, and presents over 300 sessions and special
events to provide the hest training available in the
use of media in education and instruction. The
convention features the INFOCOMM International
Exposition , an extravaganza of over 300 compa-
nies showing the latest products to use in education
and training.

Research and Theory Division (RTD) improves
the design, execution, utilization, evaluation, and
dissemination of audiovisual communications re-
search; advises educators on the effective utilization
of the results of the research; and promotes applied
and theoretical research on the use of media.
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ID Knowledge Struciure, Lesson Planning and T.acher Performance

Considerable interest has been expressed recently among professors of
instructional design regarding the potential contributions of their field for
practicing teachers. Calls for including 1D skills in programs of teacher training
can be found in various writings (Bielby 1974; Stolovitch, 1980; Earle, 1985; Dick &
Carey, 1985; Dick and Reiser, 1989; and Klein, 1991). Several undergraduate
programs now include more substantive treatments of instructional design (albeit,
adapted for teachers), rather than the very incomplete treatment that typically
occurs in preservice teachers' obligatory course in Educational Psychology.

While recommendations for teaching teachers a systems approach to
instruction, which would include associated 1D concepts, processes and skills, is
certainly logically defensible, research to support the efficacy of such an approach
in the typical planning routines and subsequent instruction of teachers is lacking.
The evidence that does exist is based on the literature of teacher thinking and
planning (Yinger, 1979; McCutcheon, 1980; Clark & Peterson, 1986; Brown, 1988),
and it consistently indicates that most teachers engage in a planning process that
is incongruent with significant aspects of generic ISD models. Teachers do not
typically report the use of the linear rational planning model that characterizes
models for the systematic design of instruction. Such findings present a challenge
to the firld of instructional systems design and to those who wish to promote
beneficial applications of instructicnal design principles to preservice and
inservice teachers .

In the teacher training program at the University of North Carolina at
Wilmington, all students must take a course in instructional design, and a course
in evaluation, and earn a grade of C or better in each. The undergraduate 1D
course teaches a systems approach to instruction using an adajtation of Dick and
Carey's ID model, and emphasizing Gagne's taxonomy and events of instruction.
Although all students complete the two-course sequence, some variability can be
expected amoug students' cognitive and attitudinal learning o: comes, and in the
ways that these learnings are nryanized and internalized. Satisfactory
performance on the discrete intellectual skills and verbal information components
of courses may belie possibly serious deficiencies in mastery of the higher level
cognitive structure of the course or topic on the part of some students. Such
deficiencies may reflect misconceptions within the knowledge structure formed by
students, even among those eaming the same course grade.

Thus, a course exit task which allows students to represent their own
cognitive structure for 1D concepts, principles, and relationships may better reveal
students' degree of acquisition of the deep structure of the discipline than end-of-
course grades (Novak & Gowin, 1984; Jonassen, 1987; Wallace & Mintzes, 1990).
Fortunately there are a variety of mapping strategies that have been described and
evaluated (Jonassen, Belssner, Kenny, Jost, Reid, & Yaccl, 1990; Yacci 1990).

Gaining insight into preservice students' knowledge structures for ISD
could improve our understanding of the ways in which they subsequently utilize
this knowledge for teacher planning. If there are qualitative differences in
students' conceptions of an ISD approach to instruction, they might be related to
overall teacher performance.

The following study was conducted to address these questions. First, can
preservice teachers' knowiedge structure of ISD concepts, principles and attitudes
be evaluated? Second, are preservice teachers who have an accurate conceptual-
ization of instructional design (knowledge structure) more likely than those with
wenk knowledge structures to adopt a process for planning instruction that is more
consistent with ISD models? Third, are teachers who implement more elements of
1D in their !nstruetional planning judged to be more effective teachers? Fourth,

001
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what do student teachers report about their beliefs regarding the efficacy of ISD
principles for planning and delivering instruction and how they actually apply
them?

METHOD Subjects were preservice teacher interns at the University of North
Carolina at Wilmington. All had completed a course in instruction-l design and
a course in evaluation with a grade of C or better. In the research reported here,
Novak and Gowin's (1984) cognitive mapping task has been partially modified
(see Strahan's semantic ordered trees, 1989). A recent study by Beyerback and
Smith (1990) demonstrated the feasibility of using cognitive mapping tasks to
measure changes in preservice teachers' conceptions of broad topics (effective
teaching). Subjects were given a set of 27 starter words relating to teacher
planning, and a set of 14 linking verbs/ phrases and were asked to create a
cognitive map.

STARTER WORDS: attitude, classroom management, events of instruction,
formative evaluation, individual differences, individualized instruction,
instructional program, instructional strategies, intellectual skills, large group,
learning outcomes, lesson plans, mastery learning, mental plans, media,
motivation, objectives, remediation, revision, routines, subskills, tests, textbooks,
transfer of leaming, transitions, unit plans, verbal information.

LINKING VERBS/PHRASES: is subordinate to, is example of, is similar to, is
needed for, is based on, takes place when, helps, comes before, occurs
simulaneously with, involves, leads to, facilitates, affects, indicates that.

After reviewing examples of 3 cognitive maps and practicing by creating two
simple cognitive maps (of dogs and classroom), the interns were asked to prepare a
cognitive map for Teacher Planning. Subjects were instructed to use as many or
as few of the starter words and linking phrases as they desired and to feel free to
add whatever concepts they deemed important to express their conception of teacher
planning.

Six students completed a cognitive mapping task on teacher planning
during the summer prior to student teaching. After student teaching they
constructed a second cognitive map of teacher planning and completed a
questionnaire on teacher planning. Six additional fall semester teacher interns
also completed the questionnaire. Student exit performance was determined by
grades in student teaching and by university supervisors' summative evaluation
checklists.

Qualitative evaluations were used to judge the sophistication of knowledge
structure for teacher planning represented in the cognitive maps. The following
criteria were used: a) number of concepts used, b) number and coherence of items
per cluster, c) validity of relationships specified, d) comprehensiveness or number
and significance of concepts included/omitied, and e) the narrative statements that
accompanied each map.

RESULTS There was considerable variability in the sophistication and
stability of the cognitive uiaps, as well as in the degree of change from pre- to post-
administration of the mapping task. Three students' pre-and post-maps have been
selected for discussion ( see Figures 1, 2 and 3,. Maps 1A and 1B reveal a good
uncerstanding of the fundamental precepts of instructional systems design. They
exhibit good detail and are well organized. Map 1A addresses the relationships
among the major aspects of planning and emphasizes individual differences. In
map 1B one sees a more streamlined rendition of teacher planning. Classroom
management i now portrayed as one of three critical dimensions in planning,
along with the dimension of individualized instruction. This map does portray a
systematic planning approach and cowveys a heightened awareness and urgency
regarding the individual learner and the environmental context of learning in
schools. Concern for the classroom environment is a salient feature, as expressed

W
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by the statement, “... should be comfortable; children should be able to ask
questions and take risks. The class should be success oriented.”

In map 2A one finds that a large number of planning concepts have been
included, but the relationships among these concepts are not clearly made. The
main organizing frame for this map *» events of instruction, but it is not entirely
clear how this concept is being used. In short, the process of plarning is not
revealed, nor is there any indication that an instroctional systems desiga model is
operating to coordinate thinking about planning. In the post- student ‘eaching map
(2B). the dominant organizer of planning concepts nas shifted o mental plans.
Once again terms are simply classified into groups that share sume reasonably
common theme. The poor articulation in the supplemental narratives for these
maps Is consistent with the conclusion that maps 2A and 2B exhibit a much mcre
limited view of teacher planning and give little evidence of an understanding of
instructional systems design.

2A: Teacher planning consists of many canponents. It is important

that the instructional program, instructional strategies, lesson

plans, mental plans and individual instruction all be a part of the

events of instruction. The instructional program should be

integrated. If it is integrated the learning outcomes will flow...

9B: Start off with mental plans - big areas of starting off: events of
instruction, instructional prograni, lesson plans, rnanagement,
revisions and evaluation. Then ! have each subdivision broken

down with what should be included.

In Maps 3A and 3B we see a highly systematic precess of planning and
abundant evidence of the application of the essential elements of ISD. The
importance of making revisions is a prominent feature of map 3A, as is an
apparently greater emphasis on planning for classroom management within the
overall context of teacher planning. Map 3B has been transformed into more of a
flowchart for planning beginning with global or year-long plans. The revision
process continues to be vieved as critical to planning as does the essential
contributions of classroom management and learner characteristics (including
attitudes and motivation) to planning decisions (instructional strategies, selection
of materials and media, and application of events of instruction). This student's
narrative reveals the prominence of ISD principles in her approach to planning for
instruction as well as the tentative nature of planning for a class of third graders:

Teacher planning is a complex part of this profession. It is also not

something that can be done once and that's it. Planning is a process

which often requires revision. New thoughts are generated daily by
what you've seen your students do. I found myself constantly

questioning my objectives, strategies and evaluation measures t-

see if | was providing for all children's success in the classroom.

After reviewing the state curriculum guide and establishing year

long goals, 1 was then able to generate a six week plan of

instruction. My daily plans were then derived from the six wecks

plan. 1 selected my objectives and asked myself questions about

expected leamning outcomes. Then keeping my students’ learning

styles in mind, I designed instructional strategies for providing a

learning rich lesson. Most of my plans included cooperative

leamning activities. Following inst-uction I used the test initially

designed in the planning process. If | altered or revised during any

stage, my tests also were revised. I constantly tried to transfer the
children's knowledge and searched for ways to make this

knowledge most meaningful in their lives.
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Each student was supervised and evaluated by one of three university
faculty members. Five of the student teachers received a grade of 'A’ in the student
teaching course; the other student received a 'B". The student teacher whose
cognitive maps (2A and 2B) were judged to be least sophisticated received a grade of
'‘0'. All students were rated excellent in the function of Planning for Instruction.
Since there was minimal variability In the ratings and grades of the six teachers,
no relationships could be established between these outcome measures and
differenres detected in the sophistication of cognitive maps.

QUESTIONNAIRE RESULTS There were dilferences between the patterns
of responses of the 6 interns who taught in either a kindergarten or first grade class
(kdg-3; 1st- 8). and the 6 interns who taught in the third grad- (3), fourth grade (2) or
fifth grade (1). Jonsequently, the average ratings (1-5) for each of the 18
questionnaire it...:* are summarized separately for these two groups. See Table 1.

Teachers in K-1 classes expressed strongest agreement with items: 8
(.. mindful to take account of prerequisites in planning and sequencing
instruction): 11 (There is an essential relationship among objectives, instruction
and evaluation); 12 (... much of teacher planning is never put on paper); 13 (... one
can think in terms of types of learmning outcomes without actually writing down
tehavioral objectives); and 16 (... planning begins with a mental conception of an
ubjective, not a behavioral objective). These primary grade teachers were very
emphatic about the idea of planning without putting their thought s in writing (4.67).
They expressed slight disagreement with the following items: 1 and 2 (... my study
of Gagne's events of instruction has helped me to plan effective instructional
activities; deliver effective instruction); 4 (... my study of Gagne's taxonomy of
learning has helped me to deliver effective instruction); 9 (I am careful in
planning lessons to include the appropriate events of instruction that apply to the
domain of leaming being taught); 10 (...I incorporate the external conditions of
learning that are relevant to the domain of objectives in the lesson); and 14 (What |
write in my lesson plans is almost always translated into what actually occurs
when I teach). It is also noteworthy that the K-1 teachers indicated slight agreement
with item 18 ( I really have pot found the instructional design concepts and skills to
be that relevant to teaching).

While the perceptions of both groups were quite similar for many items,
disparities were observed for other items. Teachers of grades 3, 4 or 5 also
indicated strongest agrenment with items 8, 11, 13, ant 18 (see above). However, a
discrepancy was observ._d between the responses of the two groups of teachers for
items 1,2, 4.9, 10, 12, and 18. Overall there was a tendency for grades 3-5 teachers
to report more application of ISD principles, to view more positively the
cont-ibutions of their coursework in instructional design to their planning and
teaching, and to be less adamant in the view that much of teacher planning is
never put on paper.

Additional responses to open ended questions revealed that the preservice
teachers used a comprehensive approach to the planning function of teaching. In
one intern's words:

Teacher planning is a very complex process. As a teacher you have

to know your students' individual strengths and needs. You have to

develop strategies to teach concepts according to those needs

(positive planning); evaluate and re-evaluate strategies; study

knowledge you want to teach, know prior knowledge that is needed

in order to leam new info. What you want your children to learn

should be noted (procese and product you would like to see) and then

evaluate to see if this happened...
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A potentially important ins:ght into another facet of certain teachers'
planning is conveyed by this response to the question, "Did the way in which you
used objectives in your general planning and specifically in your written lesson
plans change over the course of your student teaching semester?:

When integrating our subjects we would first pick out the concept

we felt to be important and those we wanted to teach. Through those

concepts we developed our goals, objectives, activities, etc. For

example the concept, 'conflict’: Social Studies - Revolutionary

War: Math - Math Sandwich Shops; Health : Independent Me;

Literature -Mrs. Frisby and the Rats of Nimh.

The thematic approach to teaching described here seems to place more emphasis on
the goal of achieving interdisciplinary learnings. It suggests a more holistic , less
discrete view of the outcomes of instruction. The whole language approach that is
currently widely advocated for teaching the language arts curriculum is yet
another example of a general teaching methodology emtzdded in a philosophy of
teaching and leaming that emphasizs the integrated, holistic, constructivist nature
of learning.

The essential nature of mental planning either in tandem with or in lieu of
more formal written lesson planning was repeatedly underscored. Here are three
responses to the questions: "Do you engage in mental planning? Describe how you
do this type of planning.

Mental planning takes up to 75% of your time if you are interested or

concerned about how you teach. A continual recording in your

mind runs about how students will react, what you need to

remernber, etc.

Another teacher expressed it this way:

| would say that 1 am always mentally planning but 1 am a person

who has to put things on paper in order fir them to make sense. ..l

was constantly revising and editing my plans. It is a constantly

changing situation that almost forces one to plan with every free

moment's thoughts.

And this teacher's comment underscores the importance of mental planning and
the urgency (or perhaps , impatience with planning) that some teachers bring to
their work:

Yes, most definitely - I can explain things verbally much better

than trying to write down what all I'm thinking about. 1 think about

an objective, or task which must be performed, leamed. Form

different activities that would enhance this learning. Write them

down. Form a type of test idea that would show how much leaming

has occurred.  Then make notes - Do itl
DISCUSSION What emerges from these data is a picture of teachers who
are planful, organized and very concerned, as one would expect, with the most
salient aspects of teaching: a) tl»: learners, and b) the teaching activities - with
getting the work done. While there were several comments made about the
ineffliciency and questionable utility of writing detailed objectives or detailed
lesson plans, these preservice teaciiers made many references to their use of
objectives in planning. They are very cognizant of the complexities of their work
and o/ the necessity of taking into account a number ¢! critical variables when
planning. Although they may not consistently plan aczording to a linear 1D
model, most reported tiiat they systematically considered crucial planning
variables and in general described their mental planning in terms of a systems
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view of teaching. for example, consider this intern's statement:

I feel strongly that a teacher has to plan very diligently for the

students to be successful. However, I don't feel that an objective has

to be written in a formal form for learning to take place. Maybe I do

things backwards - I always think about my students' learning and

where ] want them to go and what I want them to get out of it, but (as 1

sit back) I think I just do it in a different order.

Thiagarajan (1976) makes a similar point in arguing for the acceptability of a
more flexible application of the systems approach to the design of instruction. This
seems particularly appropriate for the fluid world of the classroom teacher.

Several other findings are noteworthy. At least during the highly self-
conscious period of their student teaching experience, these interns incorporate
some aspects of formative evaluation. This is evidenced by their propensity for
regular reflection on their instructional successes and mishaps; and a readiness,
if not a definite expectation, for revising their instructional activities. Also,
written objectives give way to time constraints and to the primacy of mental
planning, with brief notes being used as cues for teaching. Lastly, it is quite
appar:nt that the preservice teachers in this small sample consistently placed a
high premium on attending carefully to their learners as they engaged in the
process of planning. As one student remarked, "I determine the needs of the
student and seek to engage in learmning activities that will effectively meet those
needs. *

To better understand these preservice elementary teachers' overriding
concern for learner characteristics, it is relevant to recall Walter Dick's
observation (1981) in an article about future trenis and issues in instructional
design:

Most instructional design models are intended to have broad

application. Therefore, they are not specific to any content or to any

particular set of learners or instructors. As such, instructional

design models (and instructional designers) sometimes give the

appearance of ignoring the rule of the student and the teacher in the

learning process. It may be hypothesized that in the decade ahead

there will be more emphasis on the people who implement the

leaming system. Emphasis will be manifested in terms of a

greater knowledge of the general characteristics of the learners who

are being served - their motivations, their learning habits, and

their preferences. Designers will avoid the stereotypes of learners

and work directly with them. (p.32)

This prediction for instructional designers may in fact characterize the everyday
reality of elementary school teachers. Certainly the image that emerges of
preservice elementary education teachers from their cognitive maps and from self-
reports of their mental planning behavior constitutes a strong atfirmation of
Dick's earlier insight.

One certainly gains a renewed appreciation of the complex and cognitively
demanding nature of good teaching. Teacher planning is without question a broad
and complex topic that requires the integration of a number of elements including
lesson planning. In conceptualizing planning, teachers must consider how they
integrate all of the complexities of a classroom environment as they grapple with
how to arrange the conditions and experiences to best promote the learning of
diverse students.

I\ is gratifying to see that most of these novice teachers' cognitive maps and
self-renirt data reveal a systematic quality to their planning behavior. The
language of several of these teachers, but certainly not all, is consistent with the
principles and general process of 1SD. It would be desirable to conduct a more fine-
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grained analysis of the gualitative differences in how teachers plan, and to also
gearch for relationships between teachers' planning 2nd student outcome
variables.

What is also of interest is that several students claimed not to see much
benefit from having studied instructional systems design. This was the case even
for some students whose descriptions of their own behavior indicated that they were
indeed applying a basic ISD model in their planning. How to reconcile the
perception that ISD principles lack utility for them as teachers is a puzzle. Perhaps
some students confuse form with process, that is, they come to see an ISD model and
the formal planning and products of their instructional design classes as the form
that they must attempt to emulate rather than a process that can guide their thinking
and plunning for instruction.

Reigeluth (1983) makes a distinction between instructional design theory
and learning theory when he states that the former "...must include specific
instructional method variables;" and is therefore relatively easy to apply in the
classroom. On the other hand he claims that leaming theory is typically difficult
to apply because it lacks specificity and leaves it to the teacher to devise the specific
applications of instruction. 1 believe this distinction, while somewhat overstated,
has merit in aiding our understanding of why some teachers reject or claim to
reject their training in instructional design.

We need to acknowledge and help preservice teachers understand that ISD
can be a valuable tool if it is used as a heuristic for planning systematically, rather
than being perceived as an absolute and mechanistic formula for instructional
planning that is out of touch with the realities of their classrooms. In short, we must
do a better job of translating and modifying the essential elements of the ISD
process in order to make it efficient and elfective for teachers at all levels, and
compatible with teachers’ perceptions of the imperatives of teaching.
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TABLE 1

Item No. k-1 Mean 3-5 Mean Item No. k-1 mean
1 2.67 3.67? 10 2.83
2 2.83 3.83° 11 4.50
3 3.17 3.50 12 4.67°
4 2.67 3.50°* 13 4.33
5 3.50 3.50 14 2.67
6 3.67 3.67 15 3.17
1 3.17 3.33 16 4.33
8 4.33 4.67 17 3.67
9 2.83 3.67° 18 3.50°

page 11

3-5 mean
3.83°*
4.83
3.67
4.00
3.83
3.83
4.00
3.33
2.33

*ftems 1, 2, 4, 9, 10, 12 and 18 are starred to indicate discrepancies between the
means of the two groups of teachers. A significant difference (.05 level) was found

for item 4 (t= 2.704).
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Rationale

Traditionally, audio teleconferencing has been a
convenient method of bringing students together for
distance learning (Wagner & Reddy, 1989). In addition
audio teleconferencing, some colleges and universities
have bee.l experimenting with more sophisticated
technologies that incorporate computer graphics
(audiographic teleconferencing); full motion video
distributed via satellite, cable, or microwave; and
other less costly audio/video teleconferencing systams
such as slow-scan or compressed video (Ritchie & Newby,
1989; Wagner & Reddy, 1989).

Developers of more sophisticated teleconferencing
systems claim that these systems are superior to the
traditional audio-conferencing systems because they
offer the added benefit of visual contact among
students and instructors which promotes interaction
(dialogue) during instruction. The research upon which
this claim is based is scarce, however, and the few
studies that have addressed interaction have suffered
from poor design.

Problen

Researchers investigated whether there was a
difference in either the overall frequency or the
frequency of specific types of student verbal
interactions among the following three groups:

(a) teleconferenced instruction where students had two-
way audio and video contact with the instructor,

(b) teleconferenced instruction where students had only
two-way audio contact with the instructor, and

(c) traditional face-to-face instruction.

Hypotheses

This study was designed to test the following
hypotheses:

l. The number of student verbal interactions that
occur during teleconferenced instruction where students
have two-way audio and video contact with the
instructor wiil be greater than the number of student
verbal interactions that occur during teleconferenced
instruction where the students have only two-way audio
contact with the instructor.

2. The number of student verbal interactions that
occur traditional face-to-face instruction will be
greater than the number of student verbal interactions
that occur during teleconferenced instruction where the
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students have only two-way audio contact with the
instructor.

3. The number of student verbal interactions that
occur during traditional face-to-face instruction will
be greater than the number of studen* verbal
interactions that occur during teieconferenced
instruction where the students have two-way audio and
video contact with the instructor.

4. The number of restricted thinking questions
that students ask during teleconferenced instruction
where students have two-way audio and video contact
with the instructor will be greater than the number of
restricted thinking questions that students ask during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

5. The number of restricted thinking questions
that students ask during traditional face-to-face
instruction will be greater than the number of
restricted thinking questions that students ask during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

6. The number of restricted thinking questions
that students ask during traditional face-to-face
instruction will be greater than the number of
restricted thinking questions that students ask during
teleconferenced instruction where the students have
two-way audio and video contact with the instructor.

7. The number of expanded thinking questions that
students ask during teleconferenced instruction where
students have two-way audio and video contact with the
instructor will be greater than the number of expanded
thinking questions that students ask during
teleconferenced instruction where the students have
only two-way audio ccntact with the instructor.

8. The number of expanded thinking questions that
students ask during traditional face-to-face
instruction will be greater than the number of expanded
thinking questions that students ask during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

9. The number of expanded thinking questions that
stud' ts ask during traditional face-to-face
inc' _action will be greater than the number of expanded
thinking questions that students ask during
teleconferenced instruction where the students have
two-way audio and video contact with the instructor.

10. The number of restricted thinking responses
that students give during teleconferenced instruction
where students have two-way audio and video contact
with the instructor will be greater than the number of
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restricted thinking responses that students give during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

11. The number of restricted thinking responses
that students give during traditional face-to-face
instruction will be greater than the number of
restricted thinking responses that students give during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

12. The number of restricted thinking responses
that students give during traditional face-to-face
instruction will be greater than the number of
restricted thinking responses that students give durirg
teleconferenced instruction where the students have
two-way audio and video cantact with the instructor.

13. The number of expanded thinking responses
that students give during teleconferenced instruction
where students .uave twu-way audio and video contact
with the instructor will be greater than the number of
expanded thinking responses that students give during
teleconferenced instruction where the students have
only two-way audio contact with the instructor.

14. The number of expanded thinking responses
that students give during traditional face-to-face
instruction will be greater than the number of expanded
thinking responses that students give during
teleconferanced instruction where the students have
only two-way audio contact with the instructor.

15. The number of expanded thinking responses
that students give during trad tional face-to-face
instruction will be yreater than the number of expanded
thinking responses that students give during
teleconferenced instruction where the students have
two-way audio and video contact with the instructor.

8ignificance of the Problem

Most of the research in distance education
consists of comparisons between traditional on-campus
courses and their distance counterparts (Ritchie &
Newby, 1989). Verbal interaction is rarely reported in
these intermedia studles, in fact, student/teacher
verbal interaction is often not permltted during
instruction in order to avoid introducing an
uncontrollable variable (Salomon & Clark, 1977)

Evidence suggests that students! percelved
achievement and affect towards the subject and
instructor are related to student/teacher interaction.
When high levels of verbal interaction are present,
students report that they learn more and enjoy the
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experience more than situations that involve low levels
of student/teacher interaction (Richmond, Gorham, &
McCrocskey, 1987; Gorham, 1988).

During audio teleconferences, nonverbal
interaction is not transmitted between remote sites;
however, during video teleconferences this nonverbal
information is transmitted. Research by Wiener and
Mehrabian (1968) and Mehrabian (1971, 1972) suggests
that some of this nonverbal inrormation has the
potential of inducing verbal interaction. Since verbal
interaction is considered to be desirable during
instruction, one could make a case for developing and
utilizing distance delivery systems that provide
optimum potential for two~way student/teacher
interaction. 1In order to do so, such systems would
require two-way video capabilities in order to transmit
nonverbal information among remote sites. These
systems are expensive and require significant ruman
resources to manage and maintain. Institutions must be
cenvinced that the benefits are worth the costs before
investing these resources. By measuring the benefits
in terms of the potential for student/teacher
interaction rather than exam scores and course grades,
the benefits may, indeed, justify the costs.

Methods and Procedures

One~hundred seventy-two subjects enrolled in four
separate sectivns of Classroom Educational Technology
(ET 401), during the Fall semester, 1991 at the
University of Northern Colorado took part in the study.
All of the students enrolled in ET 401 were
Professional Teacher Education (PTE) students, meaning
that they were pursuing teacher certification in
Colorado.

There were four separate sections of ET 401, each
containing about forty-three students. Within each
section, students were randomly assigned to one of
three treatment groups. In other words, within each of
the four sections of ET 401 there were three treatunent
groups, each containing about fourteen students. After
the treatments were conducted, the results of the four
separate sections of ET 401 were collapsed for data
analysis, resulting in three larger treatment groups of
approximately fifty-seven students each.

The selected site for this study was the
University of Northern Colorado (UNC) College of
Education and College of Continuing Education. Two-
way audio and video teleconferencing facilities exist
between the Western Institute of Distance Education
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(WIDE) conference room and Frasier Hall, both located
on UNC's Greeley campus. The instructor taught from
the Frasier Hall site and the students were located in
the WIDE conference room except for the traditional
face-to-face treatment where the instructor was
physically present in the WIDE conference room with the
students. Each location was equipped with 26"
monitors, conference tables and seating to accommodate
about twenty students, plus all of the necessary
hardware and software in order to operate either a two-
way audio-only teleconference, or a two-way audio and
video teleconference.

Treatment Group A received instruction delivered
via two-way audio teleconference (audio group).
Treatment Group B received instruction delivered via
two-way audio-video teleconference (audio/video group).
Treatment Group C received instruction delivered in a
traditional face-to-face manner with the instructor
present in the WIDE conference room with the students
(traditional group).

Each group of fourteen students met twice in the
WIDE conference room during regqular class hours. The
first meeting was designed to desensitize the students
to the newness of the instructional situation. No data
were collected during this first session. The first
lesson was entitled "Topics in Distance Education."

The second lesson was entitled "Copyright Issues for
Using Videotapes in the Classroom."

The formats of the two lessons were very similar.
The instructor gave the students handouts with a series
of true/false questions designed to stimulate thinking
on the subject. Students completed these questlons and
the instructor went over the answers. #ihe instructor
then presented the new information. Students were told
to 1nterrupt if they had questlons or comments. A
series of open-ended questions and short case studies
were then presented. The instructor read the question
or case and then called for comments. A standard wait
time of five seconds was used during all instruction.
If students did not respond, the instructor would issue
one more call for responses and wait an additional five
seconds before moving on to the next question or case.
For both lessons, students were given handouts with
outlines, discussion questions, and cases.

The second lesson on copyright issues was
videotaped, and the videotapes were reviewed and coded
by two independent consultants according to the
following Equivalent Talk Categories (ETC's) :

(a) restricted thinking questions, (b) expanded
thinking questions, (c) restricted thinking responses,
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and (d) expanded thinking responses (Ober, Bentley, &
Miller, 1971).

Results

A series of one-way ANOVA's and Dunn's t-tests
were conducted for each of the equivalent talk
categories to determine whether there were differences
among the three treatmcat groups (see Tables 1-10).
The following summarizes the results for each of the
equivalent talk categories.

Total Number of Student Responses

An F value of 9.09 indicated that there were
significant differences among the three groups in total
number of student responses. The difference between
the means of the audio and audio/video groups was .0946
(see Table 2). This difference was not large enough to
yield significance at the .05 level. The difference
between the audio and traditional groups, however, was
2.62, indicating significance. The traditional group
interacted more than the audio group in this category.

Dunn's t-test also yielded significance between
the audio/video group and the traditional group
(difference between means = 2.72). The traditional
group interacted more than the audio/video group in
terms of the total number of interactions given during
the lesson (see Tables 1 and 2).

Table 1
ANOVA Summary Table for Total Number of Student

Responses by Group.

Source af SS MS F
Between Groups 2 270 135 9.09%%
Within Groups 169 2510 15

Total 171 2781

*p < .05

*k%p < .01
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Table 2
Dunn's Test for Total Number of Responses by Group
Group Comparison Difference Between Means
A& B 0.094s8
A & C 2.6216%
B &C 2.7163%

*Significant at .05

Restricted Thinking Questions

An F value of 4.02 indicated that there were
significant differences among the three groups in this
category. Dunn's t-test revealed that there was no
difference between the audio group and the audio/video
group. Also there was no difference between the audio
group and the traditional group. Students in the
traditional group, however, initiated more restricted
thinking questions than students in the audio/video
group. The difference between the group means was .35,
indicating significance at the .05 level (see Tables 3
and 4).

Table 3
ANOVA Summary Table for Restricted Thinking Oucstions

by Group

Source df SS MS F
Between Groups 2 3.41 1.71 4.02%
Within Groups 169 71.81 0.42
Total 171 75.23
*p < .05
**p < ,01
Table 4
Dunn's Test for Restricted Thinking Questions by Group
Group Comparison Difference Between Means

A & B 0.0111

A &C 0.2945

B & C 0.3056%

*Significant at .05
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Expanded ‘'rhinking Questions

in the expanded thinking response category,
students in the traditional group interacted
significantly more than students in the video
teleconference group (F = 3.37) (see Table 6). The
audio and the audio/video groups did not differ
significantly, with differences in group means of .13.
The difference between the audio and traditional group
cf .14 was not large enough to indicate s1gn1flcance in
this category (see Tables 5 and 6).

Table 5

ANOVA Summary Table for Expanded Thinking Questions by
Group

Source df SS MS F
Between Groups 2 5.71 2.86 3.37%
Within Groups 169 143.28 0.85
Total 171 149.00
*p < .05
**p < ,01
Table 6
Dunn's Test for Expanded Thinking Questions by Group
Group Comparison Difference Between Means

A & B 0.1354

A& C 0.1386

B&C 0.4325%

*Significant at .05

Restricted Thinking Responses

A large F value of 10.35 showed that there were
significant differences among the three groups in this
category. The audio group gave significantly fewer
res{ricted thinking responses than the traditional
group (difference between means = 1.19). The
audio/video group also gave significantly fewer
responses than the traditional group (difference
between means = 1.29). No significance was indicated
between the audio group and the audio/video group in
this category (see Tables 7 and 8).
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Table 7

ANQVA Summary Table for Restricted Thinking Responses
by Group

Source daf SS MS F
Between Groups 2 59.15 29.57 10.35%%
Within Groups 169 482.97 2.86
Total 171 542.12
*p < .05
**p < .01
Table 8
Dunn's Test for Restricted Thinking Responses by Group
Group Comparison Difference Between Means

A & B 0.1039

A& C 1.1917%*

B &C 1.2956%

*Significant at .05

Expanded Thinking Responses

The final category tested was expanded thinking
responses, and an F value of 3.55 indicated
significance at the .05 level among the three groups.
Dunn's t-test showed that there was a significance
difference between the audio group and the traditional
group--the traditional group gave more expanded
thinking responses than the audio group (difference
between means = .80). No differences were indicated
between the audio and audio/video groups, nor between
the video and traditional groups (se¢ Tables 9 and 10).

fable 9

ANOVA Sum..ary Table for Expanded Thinking Responses by
Group

Source af SS " MS F
Between Groups 2 20.88 10.44 3.55%
Within Groups 169 496.77 2.94

Total 171 517.65

*p < .05

**p < ,01
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Table 10
Dunn's Test for Expanded Thinking Responses by Group

Group Comparison ‘Difference Between Means
& B 0.1180
& C 0.8005%
& C 0.6825

w > >

*Significant at .05

Implications and Recommendations for Further 8tudy

The results of this study indicated that students
were not likely to interact more during teleconferenced
instruction where stude its had two-way audio and video
contact with the instructor than they would during
teleconferenced instruction where students had only
two-way audio contact with the instructor. As a result
Hypothesis 1 was rejected at the .05 level. The
results indicated that students were likely to interact
more during traditional face-to-face instruction than
they would during either an audio only or an
audio/video teleconference. These findings were
consistent with Hypotheses 2 and 3.

In the specific Equivalent Talk Categories
(ETC's), the control group asked significantly more
guestions=--both in the restricted and expanded thinking
r;ategories--than the audio/video group. These findings
were consistent with Hypotheses 6 and 9. The audio
group and the traditional group, however, did not
differ significantly in these ETC's. As a result,
Hypotheses 4 and 7 were rejected at the .05 level.
Also, there were no significant differenc-s between the
audio and the traditional group in either restricted or
expanded thinking questions; consequently, Hypotheses 5
and 9 were also rejected at the .05 level. Further
research needs to be conducted to determine exactly why
the predictions given in Hypotheses 4, 5, 7, and 8 did
not materialize.

Both the audio and the audio/video groups gave
significantly fewer restricted thinking responses than
the control group. This was consistent with Hypotheses
11 and 12. The audio and the audio/video groups,
however, did not differ significantly in this ETC at
the .05 level (reject Hypothesis 10). More research is
needed to explain this finding.

In the final ETC, expanded thinking questions,
there were no significant differences between the audio
and the audio video group, or between the audio and the
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traditional group. As a result, Hypotheses 13 and 15
were rejected at the .05 level. Further research is
needed to explain these findings. There were
significant differences between the traditional group
and the audio/video group (Hypothesis 15).

In general, two patterns emerged from this study.
First, the audio and audio/video groups did not differ
significantly in any of the ETC's, nor did they differ
in terms of the total number of interactions during the
teleconferenced instruction. The question that needs
to be answered is, "Can nonverbal cues that induce
interaction be transmitted via television?" Perhaps
the explanation lies in the way students are
conditioned to watching a television screen. Viewing
television is a passive activity and viewers' cognitive
engagement appears to wane over time (Brown, 1988).

The students in the audio/video group in this study may
not have been mentally focused on the instructor when
the open-ended questions were presented at the end of
the lesson. As a result of this lack of attention, the
audio/video teleconference experience was basically the
same as the audio teleconference experience.

The second pattern that emerged was that the
traditional group generally interacted more than the
audio and the audio/video groups in terms of total
number of interactions and in several of the ETC's.

The implications of this finding on distance education
are that occasional site visits on the part of the
instructor may be beneficial. Further research could
be conducted to determine whether site visits increase
the amount of interaction that occurs during
teleconferences that follow the site visits.
Researchers in this study were only interested in the
effects that student/instructor visual contact had on
verbal interaction during teleconferences. The
audio/video capabilities of the system used for the
two-way audio/video teleconference would allow the user
to take advantage of the attributes inherent in such a
system by sharing graphics and other visual
information. This may in turn stimulate verbal
interaction. Further research needs to be conducted in
order to determine whether effective uses of the video
capabilities of teleconferencing systems influences the
amount of interaction that takes place during
instruction.

Finally, the assumption that the addition of
visual contact is in and of itself capable of improving
distance education is not substantiated in this study.
In future studies, it might be beneficial to measure
something other than the amount of verbal interaction
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that takes place during teleconferences and focus on
the role of nonverbal interactions in visual delivery
modes.
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Papers

Introduction to Thinking Otherwise:
Critical Theory, Ethics and Postmodernism

Dr. Andrew R. J. Yeaman, Yeaman & Associates, Denver, Colorado

The imperative for many cultural agents in the era of concentration
camps and nuclear weapons has been to think “otherwise,” to transgress
the coherent unity of a metaphysics that has proven inadequate to the

problems we face.
(Ulmer, 1986, p. 27)

The purpose of this symposium is to ¢xamine the ethics of educational
communications and technology. The essayists writing here reflect on ethics
through contemporary critical theorists such as Derrida, Foucault and
Habermas among others. ihe critical theory approach is philosophical, literary
and sociopolitical. The emphasis is not on the ethical behavior of individuals,
which seems to be the domain of the AECT Code of Ethics, but on the ethical
position of educational communications and technology in society.

A secondary purpose is to encourage more scholars to engage in cultural
analysis. The authors address ethical aspects of the field and provide insight
v demonstrating the application of critical theory. This symposium is
intenued to stimulate questions about critical theory and will encourage
discussion about the global effects of the field.

What is critical theory?

Critical theory dates back at least to Socrates privileging the 1eality of
ideas or forms over the reality of appearances (Adams, 1971). Over the
millennia this debate on interpretation, representation and media became the
intellectual foundation of philosophy, theology, literary criticism, linguistics,
psychology, communications and education. In the 1950s the literary focus of
critical theory in North America was augmented through importing the
European emphasis on sociological analysis and the crit’ "ue of ideology
(Adams & Seatle, 1986).

There is no unified critical theory but critical thought' is nevertheless
influential. Despite their disagreements, critical theorists tend to concur that

T Critical theory should not be conflated with critical thinking, the recent
pedagogical movement advocating teacher centered questioning for the development
of thinking skills.
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reality is socially constructed, that the positivistic labeling of people is not
natural and that scientific explanations of human behavior lack objectivity
(Gibson, 1986). Contemporary texts produced by critical theorizing are
viewed not as derivative, secondhand literature but as original, primary works
actively confronting real problems (Eagleton, 1983; Hartman, 1981). Current
scholarship in education takes this point of view, especially Critical theory
and education(Gibson, 1986), Postmodern education: Politics, culture, and
social criticism(Aronowitz & Giroux, 1991), Postmodernism, feminism, and
cultural politics (Giroux, 1991) and Power and criticism: Poststructural
investigations in education(Cherryholmes, 1988). Direct application to
educational communications and technology is made by Paradigms
regaired: The uses of illuminative, semiotic and post-modern criticism as
modes of inquiry in educational technology (Hlynka & Belland, 1991) and
The ideology of images in educational media (Ellsworth & Whatley, 1990).

This introduction also suggests these questions:

» How is criticism related to education?

» Whzi are poststructuralism and postmodemism?

« How is critical theory related to ethics?

» What are postmodern ethics?

» How are postmodem ethics related to educational technology?

The critical theorists referenced in this syinposium diverge from e:ch
other but issues of unity or fragmentation are exactly not the point. The
questions applied here to the field of educational cominunications and
technology are important to raise. The group writing in these pages seeks to
develop understandings of ethical conscience as the prerequisite to any action.
Whether or not the discourse of any emancipatory metanarrative is true, for
critical theorists the ethical approach is necessary.

Deconstruction and Educational Media
Dr. Andrew R. J. Yeaman, Yeaman & Associates, Denver, Colorado

Derrida is part of that general movement in the humanities of our
century, responding in protest to the ideological constraints of a
civilization that seems bent on self-destruction,

(Ulmer, 1986, p. 27)

Deconstruction can reveal distortions and biases in education
(Cherryholmes, 1988) and educational technology (Hlynka & Belland, 1991).
For example, this presentation demonstrates how a safety message
deconstructs into the concerns of manufacturers and dealers about product

liability. It shows that doublespeak obscures the power relations of the social
context (Bourdieu & Passeron, 1990):
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How do things slip around so that the accid>nts caused by badly designed
media equipment are no longer the responsibility of manufacturers,
suppliers and purchasing officers but become the fault of instructors?

Reading deconstructively as a way of identifying blind spots is originally
described by de Man (1983) and Derrida (1973, 1976, 1985, 1987a, 1990) and
has profoundly affected literary interpretation and analytic philosophy (Rorty,
1989). Norris explains, “To ‘deconstruct’ a text is to draw out conflicting
logics of sense and implication, with the object of showing that the text never
exactly means what it says or says what it mcans.” (1988, p. 7).

Deconstruction translates to painting (Derrida, 1987b), architecture
(Norris & Benjamin, 1988; Papadakis, Cooke & Benjamin, 1990), video
(Ulmer, 1989) and cinema (Brunette & Wills, 1989). Deconstruction is also
useful when considering the ethics of designing, selecting and evaluating
educational media.

Restructuring, Technology and Schools
Dr. Robert Muffoletto, University of Northern Iowa, Cedar Falls, Iowa

This paper inquires into the culture of schools restructuring and the role
of technology (Bowers, 1988). California and Iowa function as platforms for
observation and analysis. The critique will unpack the rationalizations,
justifications and envisioned results from the literature of each locale.

Constructing and reconstructing schools are social political processes.
American schools serve purposes reflected in the symbolic interactions,
regulations, and controls over what teachers, administrators, students do and
think, plus the form and content of knowledge disseminated and reproduced
daily in classrooms (Apple, 1982; Apple, 1988; Apple & Weis, 1983,
Gerbner, 1974, Kliebard, 1986). The conceptualization and use of various
technologies became over the last 50 years a major part of schooling (Cuban,
1986; Saettler, 1990). Restructuring, and tlic role technology plays, cun be
better understood when contextualized within the historical struggles for
control of American education. Within this context the unpacking of the
symbolic may reveal a different agenda.

These postmodein questions (Cherryholmes, 1988) will guide the inquiry:

« What are the historical assumptions about education, technology, and the
larger state agenda that guide the restructuring process?

« What will change because of the new order?

« Who makes the decisions and sets the agenda for change?

« Who may benefit from the change if it is carried out as prescribed?
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The Rite of Right or The Right of Rite:
Moving Towards an Ethics of Technological Empowerment

Ms. Jane Anderson, Ohio State University, Columbus, Ohio

From Freire’s work in emancipatory pedagogy emerge atsumptions of
self-determination, collective identification, and reorientation to positions of
power (1970, 1978, 1985). What do these assumptions suggest to the ethics of
the liberatory researcher (Shor, 1987) involved in the promotion of
educational technology? In framing a liberatory approach to educational
technology, I focus on the human right and the cultural rite. Foucauldian
notions on the concept of power-knowledge and t.. role of the “specific
intellectual” will be addressed due to their affinity to these concepts.

My discussion considers:

» What might be an ethics of technological and communicative
empowerment after considering Freire's emancipatory pedagogy and
Foucault’s notions of injustice and oppression?

« How can our field foster the creation of spaces v here a multiplicity of
views can co-exist and support each other?

« What approach should be taken to promote technological skills among
people seeking a greater voice?

Feminisms, Foucault and Felicitous Design
Dr. Suzanne K. Damarin, Ohio State University, Columbus, Ohio

Some feminist philosophers (e.g., Noddings, 1984; 1989) and social
scientists (Gilligan, 1982; Belenky, Clinchy, Goldoerger & Tarule, 1986)
suggest that an ethic of care should guide instructional activity and, by
inference, the design of instruction. The ethic of caring is detailed by these
writers in sharp contrast with the ethics of justice which undergird most
discussions of ethics in relation both to technology (e.g., Ermann, Williams &
Gutierrez, 1990) and to educational issues such as equity. Discussing an ethic
of caring thereby introduces new (feminist) ideas into this field.

Further, the postmodern feminist critique rejects the ethic of caring as
essentializing. Foucauldian analyses reveal that “caring” (like justice)
promotes hierarchal observation, normalizing judgments, etc. (Foucault,
1979). These observations problematize the implications of an ethic of care
and raise issues, questions and suggestions about the design of instruction.
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Communicative Action and Educational Biotechnology
Dr. Randall G. Nichols, University of Cincinnati, Cincinnati, Ohio

Habermas’ studies conclude that growing uses of media, and the rational-
instrumental thinking that accompanies media, tends to remove humans from
meaningful communication and community (1984, 1987). This growth and
removal inherently involves questions of ethics. Nichols extends this
argument to the educational uses of both media and extremely rational
thinking (1989, 1991). Building on that foundation, this paper looks tc: a likely
near future of educational technology (Knirk & Gustafson, 1986; Perelman,
1990) and applies Habermas’ theory of communicative action. Specifically,
educational biotechnology (EBT) will appear in the daily lives of all educators
and learners (Heinich, Molenda & Russell, 1989, p. 403) because of the
proliferation of genetic mapping and manipulation, the altering of human
chemistry and public and private pressures to improve American/Western
educational outcomes (Noble, 1989). The paper will suggest the use of
Habermas’ moral principles as guidelines for managing the ethical and
educational dimensions of this near future.

Marginalizing Significant Others:
The Canadian Contribution to Educational Technology

Dr. Denis Hlynka, University of Manitoba, Winnipeg, Canada

Postmodernists have developed a variety of concepts and strategies for
examining contemporary society. For example, the Derridian concept of
supplementation of the dominant discourse with minority discourses has met
with significant change in practice. Black studies, feminist praxis, and ethnic
discourses are only three such developmernits. Eco’s exploration of literary
texts as open and closed is reflected in slippery signifiers. Marginalizationand
deconstructionhave resulted in an interchange of dominant and colonized.
Baudrillard’s precession of the simulacrum has resulted in a re-thinking of
origins. Finally, Lyotard’s postmodemn condition has allowed us new ways of
looking at the information revolution.

For several of these writers and philosophers technology is an integral
component of their thitrking and there are serious technological implications
to be derived from a posimodern perspective. But educational technology is
only beginning to examine such a perspective.

Canadian educational technology offers a clear case of postmodemism in
action. Because of the peculiarities of size ard popuiziion (Canada is second
in geographic size next to Russia, yet with a population smaller than the state
of California) and because of the Canadian proximity to an economic giant
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(the United States of America), Canada has long exhibited schizophrenic
behavior. In many ways, to be Canadian is to be postmodern.

First, Canada as a whole is marginalized. It exists under the shadow of its
neighbor. Its culture is uniquely Canadian, yet you can hardly find that culture
by watching Canadian television or looking in the shelves of Canadian
bookstores. Canada is a minority discourse, struggling for its own place in the
world. In educational technology, Canada has unknowingly provided
consistent but marginal contributions which have first deferred to the
overwhelmingly American contribution, then differed from those
contributions, and then finally supplemented the American discourse on
educational technology. What is the Canadian discourse on educational
technology? In brief it consists of the following:

« Marshall McLuhan, a postmodernist before his time, predated Derrida
with his Laws of Media and provided the foundation for Baudrillard’s
exploration of the simulacrum with his famous one-liner: The medium is the
message.

« The National Film Board of Canada, a unique production unit which,
under the guidance of John Grierson gave meaning to the term documentary
and provided a model which was adopted and then adapted by nearly all major
educational film and television production organizations.

« Arthur Kroker, Canadian postmodern political scientist has examined
technology and the Canadian mind by showing a continuum between
despondency and freedom, and an intermixing of contributions of art and
technology. The well known technologists who form the crux of Kroker’s
exposition are George Grant, Harold Innis and Marshall McLuhan.

« Ursula Franklin, Canadian physicist, has recently contributed to the
debate by showing how the real world of technology is mediated by social,
political and cultural factors which must be kept up front if one is to avoid
being crushed by the inexorable rush of technology out of control.

The twenty first century is about to begin on an ambiguous and decentered
note. Educational technologists know that the answer to an improved
educatioi is not merely more technology, nor faster technology, nor even
more accurate technology. Educational technologists however are not
Luddites who want less technology, slower technology or even no technology.
Canada has made major, albeit often unrecognized and even unnoticed
contributions to the dialogue exploring these relationships between technology
and education. The purpose of this paper is to put that record in its proper
perspective.
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Discussion

Commentary on Postmodern Implications for the Future of
Theory, Research and Development

Dr. . Randall Koetting, University of Nevada-Reno, Reno, Nevada

The commentary provides an overview of the contributions and compare
their positions on the ethics of the field. Observations are made about the
future direction of theory and research. The commentary includes the
application of theory and research to postmodemn development in the field.
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The Effects of Two Instructional Conditions on Learners' Computer Anxiety and
Confidence.

In spite of the diffusion of computers into our society, there remains a large number of
people who continue to suffer from computer anxiety. Zelman (1986) reported the results
of a 1985 survey of over 2 million school teachers by the Corporation of Public
Broadcasting in which 31% of the respondents felt uncomfortable using computers and
13% reported avoiding computers. Computer anxiety appears to be a problem for a large
number of people. .

Computer anxiety is generally viewed as a form of state anxiety associated with
computer use (Howard, 1984; Cambre & Cook, 1985) and is usually defined in a manner
such as "the fear or apprehension felt by individuals when they used computers, or when
they considered the possibility of computer utilization" (Simonson, Mauer, Torardi, &
Whitaker, 1987, p. 238). This fear or apprehension is generally believed to cause
debilitating thoughts. These thoughts negatively affect learning by interfering with the
processing and encoding of information during instruction.

" As our society becomes more dependent upon retrieval of information, computer
technology permeates our organizational structures. Nearly half of all white-collar
workers are using computers in their daily work (Howard, Murphy, & Thomas, 1987).
Sanders and Stone (1986) report that the U. S. Department of Labor estimates that for this
next generation as much as 75% of all jobs will involve the use of computers. This
importance of computer-related skills for future career requirements, makes the issue of
computer anxiety a contemporary issue in education. Because of the size and the
importance of this problem, we need to analyze the results of research on computer
anxiety so that we can more se.iously address learners suffering from the debilitating
effects of computer anxiety.

Most of the literature on computer anxiety involves case studies. These articles
relate experiences involving teaching of workshops or courses with computers and
reflections of the authors perceptions about what works or does not work. While these
articles may be helpful to those designing and delivering computer instruction, they
contribute very little to the development of a research base in computer anxiety.

Howard, Murphy, and Thomas (1987) state that future research needs to examine the
types of instructional strategies that are most effective in reducing computer anxiety.
Tobias (1979) suggests that it is important to investigate the aptitude-treatment-
interactions in areas of anxiety, in order that we can better fit anxiety reduction
strategies to the individual characteristics of learners,

Purpose of the Study
Because the literature is lacking research that investigates the influence of specific
instructional strategies on the reduction of computer anxiety for learners, this need
should be addressed. In view of the importance of computer anxiety and attitudes toward
computers to the instruction and training of learners, the purpose of this study, therefore,
was to investigate the relationship of computer anxiety reduction to instructional
strategies and learner characteristics.
Specifically, this study sought answers to the following broad questions:
1. What type of instructional intervention contributes to reduced computer anxiety?
2. What learner characteristics interact with the types of instructional
interventions that reduce computer anxiety?
3. What is the nature of the learners' perceptions that occur during instructional
reduction of computer anxiety?

Anxiety

In spite of a trend toward increased research in the area of human anxiety, anxiety as
a construct has still resisted a consensus of its definition and measurement (Cambre &
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Cook, 1985). There is, however, a commonality to most definitions of anxiety---"a fear
about something in the future" (Howard & Smith, 1986). Cattell & Scheier (1958) using
factor analytic studies developed the concepts of two types of anxiety. The first, called
trait anxiety, is a generalized anxiety or a global, basic, and permanent tendency to be
anxious. The second, state anxiety, is a situation specific, fluctuating, and transicory
tendency to become anxious.

Eysenck (1979) and Tobias (1979) have suggested that anxiety is particularly
debilitating to learning when the task is difficult and when there is a strong need for
memory in performance of the task. It is, therefore, important to intervene and facilitate
the reduction of anxiety when its effects are impairing.

Tobias (1979) proposed a model for the effect of anxiety on learning from instruction.
This model suggested that anxiety interferes most with learning before, and during input
by the learner. Before processing, anxiety acts as a diversion to attention. During
processing, anxiety directly interferes with the cognitive processing and storage of
information by the learner. Postprocessing anxiety obstructs later retrieval of content
mastered during instruction. Based on this model, Tobias made recommendations
regarding instruction "hich is expected to reduce the effects of anxiety on learning. He
suggested that instruction for anxious learners should allow learners to repeat content
and reduce the extent to which learners must rely on memory.

M. W. Eysenck (1984) stated that actual performance for high anxiety individuals and
low anxiety individuals is less clear than the anxiety differences. He stated that
experimental evidence suggests that high anxiety learners compensate for decreased
cognitive capacities (due to anxiety related task- irrelevant cognitive activities) by
increasing effort on the task. Anxiety level, itself, is not the determining factor on
behavior and choice. It is necessary, therefore, to look at the interaction of anxiety
stimuli and specific characteristics of the learners, which might help predict or interpret
their behaviors under conditions of anxiety.

Activation Theory

Activation Theory (Berlyne, 1960; Fiske & Maddi, 19¢:1; Malmo, 1971) as it applies to
anxiety has typically involved three concepts: impact, activation, and arousal. Impact
can be thought to be the momentary contribution of a stimulus to the reticular arousal
system (RAS), a network of nerve cells that extends through the lower brain. Activation
is the degree of physiological excitation in the RAS. Activation level is related to the
intensity of the impact, but can vary due to the influence of changes in the somatic, or
physical, state of the individual. Arousal is the actual manifestation of the activation in
the individual, such as the emotions of anxiety or anger. Arousal, in turn, affects
activation through feedback, by changing the impact of other stimuli.

The relationship of performance to activation and arousal (Fiske & Maddi, 1961;
Malmo, 1971) has been summarized in three statements: (a) there is an optimal level of
arousal for best performance; (b) above or below this optimal level, performance is
relatively impaired; and (c) performance impairment increases with the distance from
the optimal level. Studies (Hines & Mehrabian, 1979; Mehrabian & West, 1977; Russell
& Mehrabian, 1975) have shown a detrimental effect of relatively high levels of arousal
on performance and attitude in work situations. Russell and Mehrabian (1975) also
found that in unpleasant situations, avoidance behavior is a direct correlate to arousal
state. The optimal level of arousal varies from individual to individual.

Arousal-Seeking Tendency

Each individual has an optimal level of arousal, not only for performance, but also for
emotional comfort. A person's preferred arousal level (Mehrabian & Russell, 1974) is
closely related to his or her preference for an environment. The avoidance or attraction
of individuals for a stimuli, such as a computer, is related to not only their level of
arousal, such as anxiety, but also to their preferred level of arousal. Mehrabian and

042

b1



T T W S AT

The Effects of Two Instructional Conditions Page 4

Russell (1974) have isolated a Eor:tgenous trait they call "arousal-seeking tendency”
which is a measure of that level ¢f arousal that individuals find most comfortable. The
arousal-seeking tendency was defined as the extent of the level of arousal that an
individual finds moel cc.alovtable.

Mehrabian & Husse’l (1974) developed the Arousal-Seeking Tendency Scale (ASTS).
They administers=.d the ASTS 704 other inventories to 530 subjects. Results showed that
ASTS scorze were significeitiv correlnted %o state anxiety, trait anxiety, and
extrovessism., Mehrabian : 14775, using 825 college undergraduates, found other
significant correlates to “ 2z ASTS. Sensitivity to rejection was negatively and
meerat iy correlabs.d o ASTS scores. Achieving tendency, extrovertism, and
sominrnce were moderately positively correlated to ASTS scores.

Mehrabisn (1978), in a later stady of 118 undergraduates, investigated individual
react’sur Lo positive an? negatryz situations. Results showed that high arousal seckers
shov el a significenty greater wpproach tendency for preferred environments than low
arn.isal seekers. Thiv rati»vn v.ae also significant for positive work environments.
£.cousal-secking 7 udenry 18 esnctinted with an individual's response to stimuli, i.e.
an=iety leve!  Anxie', 23 2 ¢ wition, would only be expected to be detrimental when the
level of 5 zouse! iz much highes <+ much lower than the learner's preferred arousal level.
When lookiig at anxiety level: and changes in those levels, it is probably important to
ronsider “h~ learner's e-vr=ai seeking tendency. Arousal-seeking tendency was,
therefore, included as « v.-iable in this study.

Aaxiety Coping Styls

How ke Jearner deals with anxiety stimuli are also important factors relating to the
irfluence of instructional interventions. Tucker (1986) stated that regulatory biases
affect the ecitvaticn and arousal systems, and that "the most adaptively significant is the
birg towazd internel versus external determination of the information flow" (p. 293).
Thig kias ie probably associated with clearly discernable personality traits (Tucker &

their preferred source of information. Other learners adapt to high anxiety levels by
focusing sttenlion inward, thus ignoring outside stimuli and information. These
internedly adaptive individuals, while reducing anxiety levels, would probably not
undergo cognitive changes in relation to computer skills and attitudes, when
expericncitig computer anxiety during instruction.

IWiller (1987) has suggested such a personality trait. She proposed two styles for coping
during stressful events: monitors (externally oriented, information seekers) and
blunters (internally oriented, distractors). For example, under the anxiety of an
impending surgical procedure, a monitor would want to know as much as possible absut
the procedure to better Jeal with the stress. A blunter, on the other hand, would prefer to be
told as liitle as possible--ignorance is bliss. Coping style was defined as the degree to
which individuals monitor versus blunt stimuli from their environment when
experiencing anxiety. Miller asserts that the degree of mnonitoring and blunting can be
measured using the Miller Behavioral Style Scale (MBSS).

Several studies have looked at coping style and its relationship to arousal and arousal-
seeking tendencies, Sparks and Spirek (1988) reported two studies aimed at
investigating differences between high monitoring subjects and high blunting subjects.
Results showed a significant main effect for coping style, with monitors haviry higher
anxiety levels than blunters. Results showed that cning style was gignificuntly related
to anxiety levels and preferred behaviors toward stre

Hines and Mehrabian (1979) found that monitors and blunters differed significantly
in avoidance of unpleasant setlings. Monitors in the 325 undergvaduate serople showed
more avoidance responses o unpleasant stimuli than ¢id blunteys,

The importance of copit:pr style to instruction and snxiety is that under stressful
computer anxiety i an insiructicnal setting, biunters would be expected to prevent
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assimilation of instruction and potential anxiety reducing interventions by blocking or
distracting external stimuli (such as instructional information). Coping style can have
an influence on changes in computer anxiety levels, and was, therefore, included as a
variable in this study.

Locus of Control

A major cause of computer anxiety has been suggested to be associated with a feeling
that one has lost control of outcomes when interacting with a computer (Bloom, 1985;
Honeyman & White, 1987; Meier, 1985). The focus of most research done on perceptions
of personal control has involved the concept of locut: of control, developed out of social
learning theory (Rotter, 1954; Rottc., Chance, & Phares, 1972). The concept of locus of
control emerged due to systematic differences in expectancies following reinfcrcement
(Rotter, 1975). Locus of control (Rotter, 1966) is a term used to describe a generalized
expectancy for internal versus external control of reinforcements. Belief in internal
control is a result of a perception that events are contingent upon ones behavior.
Perceptions of external control are views that reinforcements are the result of such factors
as luck, chance, or fate. Locus of control does not refer to the actual extent of control the
individual has in a situation, rather it refers te the individuals perception of control
(Rotter, 1975).

The generalizability of locus of control is important. Rotter (1975) emphasized that
specific experiences in a particular situation, not only determine expectancies for that
situation, but also for other situations. He theorized that in more novel or ambiguous
situations (as long as it is not perceived to be random) the learners rely on their
generalized expectancy. This is because they have no specific expectancy in a situation
that is new to them. Phares (1976) reported that personality characteristics have been
found to be generally associated with external locus of control individuals. Among these
is a high level of succorance, a need for assistance under conditions of distress.
Externals would, therefore, function better in anxious situations when help or assistance
is available.

Because computer experiences are relatively novel for beginners, locus of control has
been investigated as a potential correlate to computer anxiety. Studies (Howard, Murphy,
& Thomas, 1987; Morrow, Prell, & McElroy, 1986) have found a significant relationship
between locus of control and computer anxiety in college students. Lazarus (1966)
proposed that individuals with internal locus of control beliefs are better equipped
psychologically to handle perceived threats and are, therefore, less likely to be anxious in
a threatening situation. Locus of control was, therefore, investigated as a variable in this
study.

Sex Differences

There are several differences between male students and female students that would be
expected to impact the influence of instruction on computer anxiety. Wolleat, Pedro,
Becker, and Fennema (1980) administered the Mathematics Attribution Scale (MAS) to
1224 secondary students enrolled in college preparatory mathematics classes. Females
exhibited significantly more of the learned helplessness (external locus for success and
internal locus for failure) in their responses, even after achievement level was separated
out. These types of differences, although potential factors, are not identifiable with
measures of locus of control.

Mehrabian (1977) found significant sex differences in coping styles, with females
more likely to monitor under stress. His results also showed that these monitoring
coping styles increased avoidance responses in unpleasant situations. It would be
expected that females would, therefore, be more avoidant of computers when experiencing
similar levels of anxiety as males. Males, on the other hand, would be more likely to
blunt instruction and intervention under high levels of computer anxiety.

Studies (Cambre & Cook, 1987; Raub, 1981; Rohner & Simonson, 1981; Rosen, Sears, &
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Weil, 1987), have also found significant correlations of computer anxiety levels to the
learner's sex. These studies have shown females to possess higher levels of computer
anxiety.

The interaction effects of the sex of the learner with other variables can be quite
complex. It can, however, be used to make certain predictions of behavior. The learner's
sex was, therefore, included as a variable in this study.

Computer Anxiety

Computer anxiety can be viewed as a form of state anxiety associated with computer use
(Cambre & Cook, 1985; Howard & Smith, 1986). Computer anxiety was defined as "the
fear or apprehension felt by individuals when they used computers, or when they
considered the possibility of computer utilization" (Simonson, et al., 1987, p. 238).
Researchers (Cambell, 1986; Simonson, et al., 1987) have used state-anxiety instruments
to validate computer anxiety scales.

Because state anxiety is transitory in nature, its levels can be changed by
interventions. Thus, anxiety reducing strategies can be expected to achieve changes in
computer anxiety. Studies (Cambre & Cook, 1987; Howard, Murphy, & Thomas, 1987,
Raub, 1981) have, in fact, shown that instruction can reduce computer anxiety in most
learners.

While research about students' attitudes toward computers was performed as early as
1965 (Mathis, Smith, & Hansen, 1970), the study of computer anxiety as a con struct was
begun by Powers, Cummings, and Talbott in 1973 (Cambre & Cook, 1985). Much of the
literature on computer anxiety involves case studies (Howard & Kernan, 1989). Other
studies (Cambre & Cook, 1987; Howard & Smith, 1986; Loyd & Gressard, 1984; R:zub,
1981; Simonson, et al,, 1987 have looked at correlations between computer anxiety and
learner characteristics, and the overall influence of computer instruction on computer
anxiety scores. There is very limited data regarding the effect of specific instructional
methods on computer anxiety. None of these studies had, in fact, investigated the
relationship of specific instructional strategies or interventions to computer anxiety.

Researchers (Banks & Havice, 1989; Bloom, 1985; Winkle & Mathews, 1982) stated the
importance of using instructional strategies to reduce anxiety-related fears toward
computers. Very few studies, however, have actually investigated the effect of instruction
ou individuals' computer anxiety. Cambre and Cook (1987) investigated factors related
to computer anxiety and overall changes in computer anxiety scores over a five-day (10
hour) instructional workshop. The subjects (N=865 pretreatment; N=770 posttreatment),
who signed up for an open introductory computer workshop, ranged in age from 9 to 75
years. Computer anxiety was measured by response to one embedded item "I am afraid to
use computers,” Precourse computer anxiety was significantly related to sex, but not age.
Postcourse computer anxiety v/as significantly related to age, but not sex. Due to complete
anonymity of the subjects, individual changes in computer anxiety could not be
examined. The overall reported computer anxiety levels were, however, dramatically
reduced.

Honeyman and White (1987) examined the effect of instruction on computer anxiety
based upon the level of previous computer experience. The subjects (N=38) were students
enrolled in an introductory computer course for teachers and administrators. The
treatment involved 60 hours of instruction on the use of application software, with
approximately 80% of the instructional time working on the computers (two persons per
computer). The STAI was used to measure the level of anxiety with computers prior to
instruction, at the midpoint of instruction, and the penultimate instructional session.
Sex, age and occupation were not significantly related to anxiety scores. Previous level
of experience was only related to beginning state anxiety. Overall state anxiety scores
and last half anxiety scores were significantly improved during the instruction.

Howard (1986) then used a pre-post study on 39 managers enrolled in EMBA eizsses w0
investigate the effect of a microcomputer training session on computer anviety enu
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attitudes. Subjects were randomly assigned into the treatment anci coutrel groups. The
treatment group received one and one-half hours of instruction and hands-on practice
with Lotus 1-2-3 and use of DOS commands, while the control group received a lecture on
BASIC programming over the same amount of time. While the treatment group had
marginal reduction of computer anxiety, the control group had substantially raised level
of computer anxiety. Results also showed no significant diffeences in treatraznt effect
between the high anxiety subjects and low anxiety subjects.

Howard, Murphy, and Thomas (1987) looked at the effect of instructions! zequence of
BASIC (an unfriendly programming language) and VISICALC (a more urer-friendly
program) on computer anxiety and the relationship between computer anxiety and
learner characteristics. One treatment group was taught BASIC before YVISICALC, while
the other group was exposed to VISICALC first. The 44 subjects; were isnrandomly
assigned into treatment groups. While computer anxiety szores were reduced over the
five-week introductory computer course in the college of business, tiiere were no
significant differences between the two treatment zroups. They uzed the same
instruments as Howard's (1986) pruvious s' lies. Pretezt computer anxiety was found to
be significantly correlated (p=.05) {u locus u. control, math snxiety, trait anxiety,
computer knowledge, computer e.perience, and class rack.

Because computer anxiety is ¢ perception of threat »: a fear relating to computer
interaction, early strategies which are aimed at imp) oving confidence would be expected
to act as a positive interventior. {=chniqus. Swch confidence-building strateg ‘es in
computer instruction would be erpected t¢ Gecrease fear of failure with computers---a
factor in computer anxiety (Johanson, 1985; Rosen, Sears, & Weil, 1987). Cattell and
Scheier (1958) conclude irom an anzivsis of 13 studies investigating over 800 variables
relating to anxiety, conciuded that anxizty does, indeed, appear as a lack of confidence.
Computer confidenc: in tais study «;l! be defined as the degree of positive expectancy of
ones abilities and efficacy felt bv individuals when they used computers, or when they
considered the possibility of zumpuier utilization.

M. W. Eysenck (1979} s Tokizs (1979) stated that anxiety interferes with attention to
task, and processing 81d ¢ncediag of information. Based upon this information-
processing mod~i, they vecomraend that instruction for anxious learners should allow
learners to repe=d c.atent, and reduce reliance on memory. Hands-on practice or
experience durir.g the irsiruction would also be expected to help maintain the learners'
attention to ik« instr:ciional task.

Blsomu £37:55) ¢ ated that through practice, learners who experience success build their
confidencs levels. Keller (1983), Keller and Kopp (1987), and Keller and Suzuki (1988), as
part of an insiructional design model for motivating learners, identified learner
r.ixxtice of new knowledge in a supportive atmosphere, such as with the instructor
~~ailable, as motivating for students. Practice as a component of leai .1er performance
aft2r demonstration of a skill is an element of Gagne's (1977) events of instruction.
Pr:.otice is "one of the most powerful components in the learning process” (Dick & Carey,
1265, p. 138).

The practice, however, may be most helpful if it immediately follows the
demonstration of the skill during instruction. Widmer and Parker (1983) prescribed the
use of immediate hands-on practice for computer learners in order to reduce computer
anxiety. Ernest and Lightfoot (1986) and Lewis (1988) also suggested that computer
anxiety can be reduced if the instructor's demonstration of computer skills be
immediately followed by learners' hands-on practice.

Giving learners opportunities for hands-on experience and practice of recently
learned computer skills during instruction allows for the recommended repetition and
improved information storage. Furthermore, as the learners successfully master
computer skills, witl. the help of these strategies, their expectancy for success increases.

This improvement in confidence level can be expected to reduce feelings of fear-related
anxiety.
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The literature supports the use of instructional interventions to reduce anxiety and
fears related to computers during learning. Opportunities to practice computer skills,
immediately after demonstration and during the instructional process is believed to be
an important strategy for the reduction of computer anxiety. The treatments this study,
therefore, investigated were the use of hands- on computer experience and practice as part
of the instructional process and absence of computer practice during instruction. Because
the learner's mastery of computer skills and confidence toward computers are believed to
be linked to computer anxiety reduction, they were also investigated as variables in this
study.

Methods

This study used multiple repeated measuresina2 x2 x 2 quasiexperimental design
with in-class hands-on computer experience and practice during instruction, arousal-
seeking tendency, coping style, sex, computer skill mastery, and locus of control as the
independent variables. Each of the independent variables had two levels: (a) in-class
hands-on computer experience and practice during instruction (hands-on computer
experience or no hands-on computer experience), (b) sex (male and female), {c) arousal-
seeking tendency (high and low arousal seeking), (d) coping style (high and low
monitoring), and (e) locus of control (high and low externality). The dependent
variables for this study, pre and post computer anxiety and computer confidence scores,
were discrete variables.

Subjects

The subjects were 120 students (61 male, 58 female, and one non-report) enrolled in an
undergraduate level introductory computer course at a large midwestern university.
This course is a computer literacy and survey course with computer mastery emphasis in
the use of electronic spreadsheets. Although this is a required course in the College of
Business, many siudents with other majors enroll in this course. They averaged 20.7
years of age, however 68% were either 19 or 20 years of age at the beginning of the study. A
majority of the subjects were, therefore, what might be termed traditional freshmen and
sophomores.

The subjects had self-selected into the specific laboratory and lecture sections.
Random assignment of subjects into treatment groups was not practical in this type of
study in a natural seiting. However, it was believed that assignment into sections, to
some extent performed by computer because of the high demand for this offering, should
provide fairly similar treatment groups.

The subjects had very little previous experience in the content to be taught during the
treatments. At the beginning of the study, 61% of the subjects reported having no previous
computer spreadsheet experience, and 86% reported using computers with spreadsheets or
databases less than ten times.

Procedures

The two graduate assistants who volunteered to participate each had one of their two
sections randomly assigned to one of the two treatment levels, the other section was then
assigned into the other treatment. Because the laboratory sections of this course are
traditionally taught in a lecture style with demonstration of computer skills by the
instructors without the students at computers, the sections that were assigned to the no
hands-on treatment were run in the usual manner, without hands-on computer
experience and practice during the instruction. The section assigned to in-class hands-
on computer experience during instruction, met in a different location for the eight week
treatment period of the study, a computer lab in another building on campus that was
approximately one-half mile away.

The subjects were given the pretests during the first lecture session of the second week
of the semester, at which point the enrollments had become relatively stable. Due to time
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The Effects of Two Instructional Conditions

limits and constraints by the coordinator of the course, the pretest instruments were
administered in the lecture class at a point when all of the treatment laboratory sections
had met once. After the eight-weeks of instructional treatment, the subjects were then
given the posttest instruments during the laboratory class (where the attendance rate was
higher) to decrease the attrition rate. The resulting data were analyzed based upon the
research questions.

Three subjects in each treatment section/class (a total of twelve subjects) were
randomly selecte ' and asked to complete a journal of their thoughts and feelings during
the period of the treatment. Seven subjects (five males and two females) declined
participation and other randomly selected subjects were asked to volunteer until the
twelve volunteers were obtained.

The journals were collected from the subjects at the end of the eight week treatment
period. Two subjects, one from each of the hands-on treatment sections, did nct return
their journals were eliminated from the analysis. The ten returned journals were coded
and analyzed for the subjects' cognitive and affective perceptions of the computer
instruction using content analysis techniques and qualitative matrix analyses to
identify trends in responses.

Instructional Treatments

Instruction was primarily similar in the twc “veatments, except for the opportunity for
students to have in-class hands-on computer experience and practice of skills during
portions of the instruction. This contrasted with the other treatment, the traditional
instruction for these classes, which consisted of the instructors demonstrating the
computer skills and then repeating the demonstrations or answering students'
questions. In both treatments the instructors demonstrated the computer skills using a
personal computer, a liquid crystal display panel, and overhead projector. The
traditional course structure only gave har.ds-on experience outside of class while the
students were basically or: their own, the laboratory room aides typically only helped with
hardware problems. Botn treatments included the same types of assignments, requiring
outside hands-on computer experience in the laboratory room or some other computer
environment. In each group students, on the average, waited three to four days to work on
the computer outside of class.

The content covered during the treatment period -- handling of floppy discs, basic DOS
commands, and spreadsheet operations -- was the same, and time on task was
approx:mately equal in the two treatments. Specifically, the instructional treatment was
composed of eight scheduled 50 minute laboratory sections, one per week. Students were
first oriented to the computer, use of the keyboard, handling of Ciskettes, and basic DOS
commands. Then instruction in the use of VP Planner, an electronic spreadsheet
application program, was given during the last six-weeks of the treatment period.
Spreadsheet skills taught during the treatment ranged from relatively simple operations
such as using menus, saving, and loading files to more complex concepts such as the use
of mixed cell addresses, formulas, and functions.

On the average, the instructor would spend the first 15 minutes of the class to
occasionally take attendance, collect assignments, return graded work, administer
short quizzes, and set up the demonstration computer, projector, and software. Of the
remaining 280 minutes of instructional time-on-task in the lab classes during the
hands-on treatment, approximately 200 - 220 minutes of time was spent by the students
getting hands-on computer experience during the classroom instruction. Because the
completion of laboratory assignments required computer work outside of class in the
general computer laboratory room, all students in both treatments working on
assignments received hands-on computer experience to some extent beyond the
manipulated instructional treatments.

The two laboratory assignments during the treatment period involved the creation of
spreadsheets using formulas or functions to calculate data, a budgetary spreadsheet
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The Effects of Two Instructional Conditions Page 10

(calculating monthly income and expenses for a fictional company) and a financial
spreadsheet (calculating monthly payment amounts for various loan amounts at a
number of different interest rates). Two laboratory quizzes were also administered
during the treatment period and contributed toward the subjects laboratory grade. The
first quiz covered basic information about floppy diskettes and simple spreadsheet terms.
The gecond quiz was over spreadsheet formulas, operations, and more advanced terms.

The eight-week treatment period was used in the design of this study for reasons of
ethics. This design allowed learners in both treatment groups to have approximately half
of the course with the same traditional instructional techniques. Hands-on computer
experience and practice during instruction was not expected tn have detrimental effects
on learners. If, however, the Fands-on computer experience and practice during
instruction had a positive effect, as expected, on the subj.cts over the course of the study,
then this design diminished any disadvantage the other treatment group or those not
participating in the study (but still being graded with those in the practice group) may
have experienced over the total period of the course. Limited availability of the computer
facility did not allow the other sections to have later access to the hands-on treatment as
an alternative to the design.

Instructors

Ore faculty member, the coordinator of the course, taught the two large lecture classes
for all twelve sections of this offering. Six graduate assistants each taught two of the
laboratory sections, which met once a week for a 50 minute session. Two of the six
graduate assistants volunteered to participate in the study. Two graduate assistants
expressed an interest in participating, but declined due to scheduled back-to-back
classes. It was not practical to teach consecutive classes ten minutes apart in two
different areas of the campus. The other two instr.'ctors declined participation in the
study without explanation for their decision.

Both lab instructors participating in the study had previous experience in teaching the
laboratory section uf the course ¢ 1d were Master's Degree level Graduate Assistants.
They both stated prior to the study, that they thought the hands-on treatment would be better
fcr the students, and therefore "vere happy to participate in the study. The instructors Jid
not have the same te~ching style, one was more serious but was better organized and more
helping to the studer.. . Both instructors were fairly consistent in style across the
treatments. The instructors did not have previous experience in teaching this course with
students' hands-on computer 2xperience during the instruction. While one of the
mstructors adapted quickly to the new teaching environment, the other had some
difficulty keeping the entire class on task when helping individual students to solve
prob!~ms during the instruction. After the third week, the researcher suggested some
teaching strategies to that instructor in order to improve the quality of hands-on time for
the subjects, and immediate improvements were made.

Instrumentation

Subjects were given a packet containing a battery of instruments for the pretest during
their first lecture meeting of the second weel of classes in the spring semester.
Administration of th:e pretest to tt e 250 students in each lecture section required
approximately 35 minutes. These tests have been selected as measures of the variables
investigated in this study. At the end of the eight-week study, a posttest was admir. istered
to the subjects in the treatment laboratory sections. Administration of the posttests to the
approximately 40 subjects in each laboratory section required approximately 15 minutes.

Comouter Anxiety. Corputer anxiety, defined as the fear or apprehension felt by
individu 's when they used computers, or when they considered the possibility of

computer utilization, was measured with the Computer Anxiety Subscale of the Clomputer
Attitude Scale (CAS) (Gressard & Loyd, 1984). This scale contains ten items and uses a
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four-level Likert-type response scheme. Loyd and Gressard (1984) report this subscale of
the instrument to have a coefficient alpha reliability of .86. The instrument was
validated by judges ratings and an factor analysis of the ratings of 155 subjects.
Computer anxiety scores may range fro.n 10 to 40. High scores represent high levels of
computer anxiety. The computer anxiety score was measured by summing the decoded
responses to the items in the Computer Anxiety Subscale.

. Computer confidence, defined as the degree of positive
e.rpectancy of cnes abilities and efficacy felt by individuals when thev used computers, or
when they considered the possibility of computer utilization, was measured with the
Computer Confidence Subscale (CCS) of the CAS (Loyd & Gressard, 1984a). This scale is
comprised of 10 four-level Likert-type items. The CCS has a .95 alpha reliability
coefficient. Validity was shown through a .73 correlation to computer anxiety scores and
a factor analysis which showed loadings for the computer confidence items in a separate
factor from the computer anxiety and liking items. The computer confidence score was
measured by summing the decoded responses to the Computer Confidence Subscale. CCS
scores may range from 10 to 40. High scores represent high levels of computer
confidence.

Coping Style. Coping style, defined as the degree to which individuals monitor
versus blunt stimuli from their environment when experiencing anxiety, was measured
with the Miller Behavioral Style Scale (MBSS). The MBSS consists of four hypothetical
stress situations, each of which is followed by four monitoring strategies and four
blunting strategies. Subje:ts selected those strategies they would be likely to use. Miller
(1987) reports the MBSS test-retest reliability over a 4-month period for this scale, r = .75,
and scores have been found to be unrelated to sex, race, and age. The MBSS was validated
experimentally, with blunting scores having a strong negative correlation (-.79) to
observed monitoring behavior and the alpha coefficient {or the blunting scale = .68
(Miller, 1987). Total score was derived by subtracting the number of blunting strategies
seiected from the number of monitoring strategies chosen. Scores may range from +14 to
-16, and positive scores represent monitors and negative scoreg identify blunters.

- The arousal-seeking tendency, d:fined as the extent of
the level of arousal that an indmdual finds most comfortable, was assessed with the
Measure of Arousal-Seeking Tendency (MAT) (Mehrabian & Russell, 1974). This 40-
item instrument uses a nine level Likert-type format. The MAT has a four to seven week
test-retest reliability of .88, and a Kuder-Richardson reliability coefficient = .87
(Mehrabian & Russell, 1974). Scores were measured by summing the coded responses to
all forty items. Arousal-seeking tendency scores on this scale range form -160 to +160.
High scores on this scale represented high arousal seeking-tendency.

Locus of Control. Rotter's (1966) 29-item Internal-External Control Scale (IECS) was
used ‘o measure the extent to which 2ach subject holds generalized external control beliefs
versus internal control beliefs. Using six filler items to disguise the purpose of the test, 23
internality-externality items are used to determine each subjects degree of externality.
Scores may range from zero to 23. High scores on this scale represented a more external
orientation. These generalized beliefs are most closely associated for an individua! in a
nevel situation. The IECS has reported internal reliability estimates from .65 to .79
(Harrow & Ferrante, 1969). Test-retest reliabilities over a six-week period have been
reported as .76 (Phares, 1976). The items in the scale wer~ validated against ratings on
subjects by physicians and nurses (Rotter, 1966).

Computer Experience. The amount of various types of computer experience by the
subjects before and after treatment was asscssed by questions regarding previous
wordprocessing, pr rramming, spreadsheet, database, and recreational use. Responses
were assigned numerical values from 0 to 5 for each of the four questions, with high
scores representing more computer experience in each of the four categories.

Computer Skill Ma: tery Level. The degree ¢f computer skill mastery was measured
by using the average ¢. the grades obtained for computer laboratory class during the
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eight-week treatment period. The four grades during the treatment period were based on
two in-class quizzes and two out-of-class assignments involving applications of
spreadsheet skills taught during the laboratory class. High grades represented high
computer skill mastery levels and were assigned by intervals corresponding to ranges of
five percentage points.

Data Analysis

Descriptive statistics for this study include means for each treatment group in the
measures of computer skill mastery level, MBSS, MAT, IECS, pre and post Computer
Anxiety, pre and post CCS, scores. The number of male and female subjects and subjects'
ages are reported for the total sample and for each treatment group. Means for each type of
computer experience for both treatment groups before and after treatment are also
reported. The mean response measures of the perceived interest, relevance, and
satisfaction levels of the treatment laboratory classes, attendance rates, and time lag
after class until working on computers are reported.

In order to address the research questions, analyses used two-way analysis of
variance (Time X Treatment) on one repeated factor (Pre- and Post- Computer Anxiety;
and Pre- and Post- Computer Confidence), three-way analysis of variance (Time X
Treatment X Locus of Control, Sex, Coping Styie, and Arousa.-Seeking Tendency) on one
repeated factor (Pre- and Post- Computer Anxiety), and partial correlations for the
combined treatments on variables (Computer Skill Mastery Level to Computer Anxiety;
and Computer Skill Mastery Level to Computer Confidence). Alpha for these statistical
tests was set at 0.05.

The subjects’ entries into the journ.:is were coded using content analysis techniques
and analyzed using qualitative matrix analysis techniques (Miles & Huberman, 1984).
The horizontal categories in the ™atrix were consecutive two- week time periods during
the study. The vertical categories were identified through a content analysis of the
subjects' journal entries, including both positive and negative perceptions of the subjects.

Data

One hundred forty-seven subjects participated in the study. Twenty-seven subjects
were eliminated from data analysis, due to attrition and excessive missing or out-of-
range responses. The in-class hands-on computer experience during instruction
treatment group contained 51 subjects and the no hands-on computer experience during
instruction treatment contained 69 subjects. Sixty-one percent of the total subjects, and
61% in each treatment group reported they had never used a computer spreadsheet or
database before the study.

Table 1
Comparisons of Mean Scores for Hands-On and Non-Hands-On Treatment Groups on

Computer Anxiety, Computer Confidence, Locus of Control, Arousal-Seeking Tendency,
and Coping Style Measures

Treatment Computer Computer Locus Arousal-  Coping
Group Anxiety Confidence of Seeking Style
- Control  Tendency
Pre Post Pre Post
Hands-on 17.9 176 305 316 10.3 -19.7 1.79
No Hands-on 20.3 19.3 295 300 10.3 -26.0 3.11
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The distributions by sex in the hands-on and no hands-on treatment groups were 26
males and 25 females, and 35 males and 33 females, respectively. The mean age of
subjects in each group was 21 years. The mean pre- and post- anxiety, pre- and post-
confidence, locus of control, arousal-seeking tendency, and coping style scores for the
hands-on treatment group and the other treatment group are summarized in Table 1.
Pretest computer anxiety and coping styles were significantly different (p < .05) for the
two treatment groups.

The two groups had similar computer experience prior to the study (See Table 2). The
only significant (o, = .05) differences in reported previous experience between the
treatment groups was in the category of computer programming. with the hands-on
subjects averaging approximately six more programming experiences than the other
treatment subjects. The largest gain in computer experience for both treatment groups
was in the category of database and spreadsheet use, because the lab instruction: primarily
covered computer spreadsheet applications. The subjects in each group waited an average
of three to four days to work on computers after of class.

Table 2

Comparisons of Means for Hands-On and Non-Hands-On Treatment Groups on Pre-
and Post Measures of Computer Experience for Wordprocessing, Spreadsheet/Database,
Programming, and Recreation

Treatment B Database/
Group Wordprocessing Spreadsheet Programming Recreation

Pre  Post  DPre  Post  Pre  Post  Pre  Post

Hands-on 1.69 192 073 151 1.73 206 282 3.22
No Hands-on 1.70 2.07 070 142 1.12 1.39 2.83 3.15

— e — ——

NOTE. 1 =none; 2 =one to 10 times; 3 = 11 to 20 times; etg.

Analyses of variance for the eight research hypotheses showed no significant
differences between the treatment groups, or the interactions, on the repeated measures of
computer anxiety and computer confidence. Analyses of the journal entries, however,
suggest some perceptual or experiential differences between the groups.

Journals

Categories of the subjects' perceptions were determined on the basis of the content of the
entries in the ten journals. Journal entries were then coded by category, treatment, sex,
and time period. Frequencies of coded entries were placed into a matrix (See Table 9,
next page) in order to analyze changes over time and to identify trends in the entries by
treatment group.

Some trends froin the matrix analysis include the different distribution of comments
between the two groups regarding either dislike for the laboratory instruction or dislike
for the learning environment. Two entries (or .50 entries per subject) from the journals
of the hands-on during instruction treatment subji cts and 14 entries (or 2.33 entries per
subject) from the other treatment subjects express: d a dislike for lab :nstruction or
environment. Many more subjects in the treatments not having hands-on experience
during instruction were negative about the laboratory learning experience.

A second unbalanced distribution was also identified from entries describing a
liking for the laboratory instruction and learning environment. Six comments (or 1.50
entries per subject) by the hands-on treatment and two (or .33 entries per subject) by the
other treatment were about liking the laboratory sessions. Hands-on treatment subjects
made positive statements about the laboratory learning experience at a higher rate.
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Table 9
Matrix of the Ratio of Coded Comments in Journals to Number of Subjects in the Hands-
On ar.d Non-Hands-On Treatment Groups by Two Week Time Period

Comment First Second Third Fourth
Category Two Weeks  Two Weeks Two Weeks Two Weeks
H* N* H_N H___N H_ N
Anxiety g5 .33 25 .00 00 .00 00 .17
Negative Feelings 50 .00 25 17 25 .50 060 17
Dislike Lab Instructn. .00 .33 25 .33 00 .50 25 .33
Dislike Lab Envirnmt. .00 .67 00 00 00 .00 L0017
Confidence a5 50 25 .00 25 .33 25 .00
Positive Feelings 25 25 00 17 00 .00 25 .67
Like Lab Instruction 25 17 25 17 00 17 26 .00
Like Lab Envirnmt . 25 .00 00 .00 25 .00 25 .00
Internalization 00 .00 00 .00 .00 .17 a5 17

NOTE. Values shown are the ratio of responses to the total number of subjects in group

* Hands-on During Instruction Treatment Group

n=4
**  No Hands-on During Instruction Treatment Group n==6

Entries specifically about the laboratory environment also showed differences
between the treatment groups. All three positive comments about the laboratory
environment were made by subjects in the har.da-on treatment group. All five negative
comments about the laboratory environment, #v the other hand, were by subjects in the
other treatment group.

Another pattern appeared as a change in the ratio of entries over time. In the category
of negative feelings, the ratio of the number of enries per subject by the hands-on
treatment subjects to the number of entries pe: subject by the other treatment subjects
changed from 4.50:1.00 over the first four weeks to 1.00:2.33 over the last four weeks of the
study. Entries were also analyzed by sex of the subject. While female subjects did report
more thoughts and feelings overall than males, there were no discernable patterns of
either positive or negative entries favoring either sex.

Discussion

The nonsignificant results of the analyses of variance may be due to the sheit
treatment time. Honeyman and White (1987) only found significantly improved state
anxiety scores for subjects after approximately 24 hours of hands-on computer
instruction. Howard, Murphy and Thonias (1987) found no differential effects by
treatment on computer anxiety after approximately 12 hours of hands-on computer
instruction. These studies suggest that more hands-on computer experience during
instruction, than the approximately three and one-half hours of treatment in this study,
may be necessary to show significant differences between treatments.

The design of the study limited the treatment time to one-Lalf of the laboratory
instruction in the course as a compromise between the desire to have the maximum
amount of treatment and the ethical considerations of all of the students enrolled in the
course. The researcher did not want to put any students, whether participating or not
participating in the study, at a large disadvantage of any type over the entire period of the
course. Grades of some students on some of the assignments might have been influenced
by the experiences related to the treatments. Limits on the availability of the computer
facility used in the study did not allow for alternative designs which might ethically
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allow a longer treatment period, such as letting all sections use the fucility the second
half of the semester.

The low nonsignificant relationship of computer skill mastery level with computer
confidence and anxiety is suggested within some of the anxiety literature. Eysenck
(1984) explains that the performnuce levels of high anxiety and low anxiety subjects does
not differ by a large degree. He su marizes the research that suggests highly anxious
learners typically compensate for decreased cognitive abilities (due to anxiety) by
increasing their effort on the learning task.

Analysis of variance calculations showed computer anxiety for the total sample to
vary significantly by subjects' externality. This fact supports the computer anxiety
literature, that locus of control is more directly related to computer anxiety than is
achievement. The perception of control over ones success or failure with computers is
related to the degree of anxiety one feels when interacting with computers (Bloom, 1985;
Honeyman & White, 1987; Meier, 1985).

Changes in computer confidence significantly interacted with time for the total
sample, while changes in computer anxiety did not significantly interact with time.
This suggests that the effect of both treatments during the three and one-half hours of on
task instruction over eight weeks is sufficient to produce significant changes in the
confidence of learners. This also suggests that significant changes in confidence
toward computers may take place more easily than changes in computer anxiety, or that
the computer confidence subscale may be more sensitive than the computer anxiety
subscale to the changes occurring in the subjects during the study.

While, statistical analyses showed no significant differences on the measures in the
eight research hypotheses, analyses of the journal entries of the subjects in the two
treatments did suggest some differences. The hands-on computer experience during
instruction treatment subjects showed more positive and fewer negative journal entries
than the other treatment. The hands-on treatment groups also reported a decreased
number of negative feelings, while the other ireatment groups recorded an increased
number of negative feelings from the first half to the last half of the study. These patterns
suggest that some differences by treatment groups, not significantly measurable by the
instruments, may have occurred in the thoughts and feelings of the subjecte during the
period of the study.

When the hands-on treatment subjects were asked on the posttest "How did your
having an opportunity to work at the computer during the computer lab classes aftect your
learning?", 53% of those subjects responded that "it helped my learning a lot," and 86% of
those subjects reported that it helped to some extent. When asked a similar question "How
did your having an oppor-tunity to work at the computer during the computer lab classes
affect your confidence?" 32% of those subjects responded that it helped a lot, and 82%
reported that it helped to some extent.

In spite of the implied changes in the affect of the subjects, these results suggest that
more than the eight hours of instruction and three and one-half hours of hands-on
computer practice during instruction may be necessary to significantly change learners'
computer anxiety scores over non-hands-on treatments. Especially when working on
relatively advanced computer skills,such as spreadsheet applications, in an introductory
computer class with a minimum of laboratory experience, more time interacting with
computers may be needed to make a significant impact on the computer anxiety levels of
students.

Attendance of the laboratory sections differed significantly by treatment group, only
41% of the hands-on treatment group reported attending all eight laboratory classes
during the study, while 74% of the subjects in the other treatment group reported attending
all eight laboratory sections. The fact that both hands-on treatment groups met on Friday
afternoon, while the other treatments met on Monday and Wednesday afternoon, may
account for the attendance differences. Th'. overall effect may have been minimal, only
11.8% and 7.2% of the hands-on and other treatment group subjects, respectively, missed

064
75

Page 15



The Effects of Two Instructional Conditions Page 16

more than one class. A cause of this difference in attendance rates may have been the
different laboratory class location, about one-half mile from the Business College
building, for the hands-on treatment group.

Another problem involved a potential leveling effect. On the pretest measure of
computer anxiety, 10 subjects (8.3% of the sample) scored a ten---the lowest possible score-
--reflecting a lack of measurable computer anxiety. These subiects would not be able to
show improvement to their posttest scores. Eight other subjects (6.7% of the sample) scored
an eleven and had little chance of significantly improving their scores. A majority of
these (ten subjects) were in the hands-on treatment groups (20% of that sample) compared
to eight in the non-hands-on (12%), were in this range of extremely low computer anxiety
scores. These differences may have impacted on the results.

Additionally, the instructors had not previously taught this class in a computer
laboratory. One of the instructors was able to adjust the instruction in the new
environment to keep the subjects on task when giving individual help. The other
instructor, however, had some difficultly. Only after three weeks of treatment did this
instructor become comfortable with teaching in the new environmey:i. Several of the
students were observed to be visibly distressed by the lack of attention for up to five
minutes at a time. This confounding condition may have diminished the effects of the
hands-on treatment for some students in that treatment. class.

Summary

Analyses of sex, arousal seeking teudency, coping style, locus of control, and
computer skill mastery on changes in computer enxiety and confidence showed no
significant differences by treatment. Additional qualitative and quantitative data,
however, suggested that the treatments may have had different affective effects oxt the
some perceptions of the subjects. These results suggest that for short periods of time
hands-on vs. non-hands-on instruction may not make very much difference in the
anxiety, confidence, and performance of young relatively motivated learners. However
if other affective concerns, such as attitudes, are impertant factors, then hands-on
computer instruction is preferred.

A need for further research is suggested using similar treatments to this study, but
with more sections involved, over a longer time period, with a delayed post-test the
following semester. Such a study would better examine the effects of the treatment in a
natural setting over the typical time period of an introductory course, as well as the long

range effects of the instruction, while reducing some of the confounding variables and
limitations of this study.
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Introduction

“More new information has been produced in the last 30 years than in the previous
5,000. About 1,000 books are published internationally every day and the total of all
printed knowledge doubles every eight years.”

— Peter Large

“We are like a thirsty person who has been condemned to use a thimble to drink
from a fire hydrant.
— Richard Saul Wurman

Think about a close friend. Perhaps she is an accountant. The concept of accountant is
associated with many other concepts and ideas — taxes, green visors, a love of numbers, etc. Your
friend has many attributes associated with her (e.g.,she 1s slender, she likes horror movies, she
dresses elegantly, etc.) only one of which is that she is an accountant.

Now suppose a colf;ague complains about having to prepare this year’s tax return. Your
colleague’s grousing triggers your thoughts about the concept of “accountant” which are, in turn,
associated with your friend. ’thinking about your friend now may remind you thav you are
scheduled to see a movie together on Friday, which may cause you to think of one ofy your favorite
horror movies.

The mind seems to operate through associations. How else, then, could one go from a
thought of accounting to thinking about horror stories? Thoughts often trigger other thoughts.
Indeed, mental concentration is nothing more than the effort exerted to keep the mind from
associating too much—to keep it focused on one thing at a time. Without the mind’s penchant for
associations, how could classical or operant conditioning be so powerful? Why would the creativity
technique of mindmapping have become so popular? Wﬁy would hearing an old song send many
into an ecstasy of nostalgia? And why else would educators assert that the best way to make new
material meaningful is to relate it to knowledge already in the brain? However the brain works, it
is anything but linear.

Consider how one might classify a Dalmatian dog. As a dog? A pet? A spotted animal? A
mammal? A fireman’s companion? Clearly, the world resists classification into single, linear
hierarchies; a Dalmatian can be associated with any number of other things. Now try to imagine
the best wa';' to classify a mouse. As a member of a group of animals calledg rodents? As a strange
pet to have? As an undesirable house companion? Mice, like Dalmatians and everything else in the
world, can fall under any number of classification schemes. Indeed, the Dalmatian and the
mouse, both mammals, can also be classified as popular animated Disney characters.

The meaning we ascribe to a concept depends entirely on which cYassiﬁcation scheme or
set of associations is accessed. This access depends on the situation (i.e. context). Indeed, to the
age-old question, “What is the meaning of life?”, the answer is probably, “It depends.” It depends
on how we look at things, when we look at them, and even to wgat things we choose to attend. In
other words, it depends upon how we construct our personal reality—how we perceive the world
and even what we choose to include in our view of it.

If both the brain and the world around us consist of networks of highly interconnected
ideas, concepts, processes and events, then linear educational media such as books and videotape
are sorely inadequate to deal with this ever-exr 'nding universe of information— highl
inte(;c«;nnected, ynamic information. A new way of accessing and processing this information is
neede 1.

This “new” idea was actually proposed almos: fifty years ago. The man who roposed this
new scheme knew much about the associative nature of both the brain and the worlg and also
knew :ibout how meek the tools of his time were for storing, accessing and using a steadily
accumulating mass of information. The year was 1945 anﬁ the man was Vannevar Bush, science
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advisor to Franklin Roosevelt. Then, as now, scientific knowledge was accumulating at a rate far
exceeding anyone's ability to make effective use of it. Bush believed that to enhance the acquisition
of knowledge and to assist in viewing information in new and useful ways, one might wish to
follow various trails, perhaps to wander off on a tangent and later return to the mainstream. For
this endeavor, paper was clearly inadequate. Bush’s answer to the paper dilemma was the
memex. In his own words,

A memex is a device in which an individual stcres all his books, records, and
communications, and which is mechanized so that it may be consulted with
exceeding speed and flexibility. It is an enlarged intimate supplement to his
memory. (pg. 106-107).

Bush later states,

It affords an immediate step, however, to associative indexing, the basic idea of
which is a provision whereby any item may be caused at will to select immediately
and autometically another. This is the essential feature of the memex. The process
of tying two items together is the important thing. (pp. 107).

Although the memex was never built, Bush set forth a vision that took almost half a century to
materialize. The memex was the conceptual parent of what we now call Aypertext.

Hypertext/Hypermedia

Imagine a new accessibility and excitement that can unseat the video narcosis that
now sits on our land like a fog. Imagine a new libertarian literature with
alternative explanations so anyone can choose the pathway or approach that best
suits him or her; with ideas accessible and interesting to everyone, so that a rew
richness and freedom can come to the human experience; imagine a rebirth of
literacy. (Nelson, 1987; p. 1/4)

De.spite its proclamation as a revo'utionary information and learning tool, as a weapon
believed to ge a bastion of democracy and freedom, hypertext has always seemed like a solution in
search of a problem—or perhaps a solution whose pr}(’)%lems might outweigh its benefits. Yet it has
an intuitive appeal that persists. It seems to be one of those things that we know is right because it
just feels right. It is this intuitive appeal, recently proposed cognitive learning theories, and
dizzyin%wprogress in technology that have synergistically fueled the hypertext mania.

ost discussions about hypertext tend to expound the virtues of hypertext and then go on to
explain the fortuitous coincidence of how this new technology happens to mirror the functioning of
the brain—a solution looking for a problem to solve. The approach taken in this paper is the
inverse of such an approach. We will start with an examination of theories and studies regarding
how people learn, access and use information and ideas, and only then move to consider the new
technology that may miirror the way our brains work.

Brief Glossary of Terms

What exactly is hypermedia anyway? There is often some confusion regarding exactly what
hypermedia is and what it is not. Five terms—interactive video, interactive multimedis,
_n(;ultimedia, hypertext and hypermedia—are often used interchangeably yet represent distinct
ideas.

Interactive video (IV) combines the “interactive capability of the computer with the unique
properties of video presentations” (Chen, 1990; p. 6). The typical interactive video arrangement
includes a videodisc player connected to a personal computer, with the computer contrglling the
presentation of the video in response to interaction with the user. IV refers specifically to the
computer-videodisc player combination. IV is a subset of interactive multimedia (see Evans, 1986).

Interactive multimedia refers to any computer-based configuration in which some
combination of video, computer-generated graphics, sound, animation, and voice is used (see
Ambron and Hooper, 1988, 1990; Stefanac and Weiman, 1990). These multimedia elements can
either come from external sources such as videodisc players, VCRs or audio equipment, or they
can be generated internally such as when video, sound or graphics are stored digitally on a hard
disk or optical disk. What gives interactive multimedia its interactivity is the computer. Without
the computer, the result is simply multimedia.
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Of all the five terms, multimedia is the most difficult to define. The term has been used to
refer to everything from slide shows to extravaganzas complete with multiple monitors,
animation, video, sound and text. It would be easy to remember that multimedia stands for
multiple media except that the term media can mear. many things. “Media” can include slides,
audiotapes, videotapes, videoconferencing, animation, films, music, voice, paper, or even someone
shouting through a megaphone. Media can be instructional or not; it can be interactive or not; and
it can be computer-based or not. While the focus of interactive video, interactive multimedia, and
multimedia is on the technology, the focus of Aypermedia is on method—a method that so happens
is most suited to the computer.

Understanding hypermedia depends on an understanding of its related term,
hypertext. Quite different from the continuous flow of text inherent in traditional

resentations of information, hypertext breaks up the flow intc modules. “By modularizing
information, users have the option of selecting the next module, which may include an
elaboration or example of the present idea or an entirely new idea to be compared with the
previous one.” (Jonassen, 1989; % n.

Hypertext is often described as a computer-based method of nonsequential reading
and writing—a technique with which chunks, or nodes, of information can be arranged
and rearranged according to an individual’s needs, previous knowledge, curiosities, etc.

(Conklin, 1937; Jonassen, 1989; van Dam, 1988; Begoray, 1990; Hall and Papadopoulos,
1990). Hyvertext not only presents information as a book does, it also represents
information. As discussed earlier in this paper, meaning is derived from the arrangement
of information. The implication here is two-fgld: 1) Meaning is not static, but rather,
dynamic—changing as the arrangement of nodes changes, and 2) Meaning resides in the
relationships between the nodes, not in the nodes themselves. This insight is intriguing
and has exciting implications for learning. According to Kearsley (1983), hypertext should
improve learning by focusing attentien on the relationships between ideas rather than on
isolated facts. Associations provided by the links in hypertext should facilitate retrieval,
concept formation, and comprehension,

Hypermedia, a term often used interchangeably with hypertext, is simply multimedia
hypertext (Nielsen, 1990). That is, hypermedia extends hypertext to include the full range of
information forms: sound, graphics, animation, video, music, as well as text. As hyp: rmedia is
the more inclusive of the ti.0 terms, this paper will use the term hypermedia as a catch-all term
referrin%t‘;o both text-based and multiple media-based systems.

e remainder of this paper will explore the insights that psychology can offer in shedding
light on why hypermedia may work and thus in suggesting fruitful areas for future research. It is
in this spirit that we should explore some of the psychological underpinnings of hypermedia.

Seme Psychological Underpinnings of Hypertext

Humans are perceived by cognitive theorists as being processors of information, acquiring
knowledge and skills by way of interactive internal processes. These :nternal processes are
orchestrated by a set of control processes which are personal, reflective of both innate abilities and
individual experience.

Theories proposed by cognitive psychologists as well as strategies employed by cognitively
oriented educators and instructional designers exhibit a basic cohesion in that humans are viewed
as processing information by actively attending to stimuli, accessing existing knowledge to relate
to new information, realigning the structure of that existing knowledge to accommodate new
information, and encoding restructured knowledge into memory (Jonassen, 1985). The meaning
that the individual ascribes to information is viewed as idiosyncratie, actively constructed from a
base of existing knowledge (Winn, 1988). Our active participation in the construction of this new
knowledge is viewed as a critical component for accessing and retrieving prior knowledge in the
interpretation of new information (Weinstein, 1978). Thus, as we explore some of the ideas of what
we know about how we learn and apply knowiedge, it becomes obvious that activity as well as
interactivity are integral components of both theory and its application in the technology of
hypermedia,

Cognitive Flexibility Theary

Many instructional systems fail, claii: Rand Spiro and colleagues, because they do not take
into consideration the ill-structuredness of many complex domains (Spiro and Jehng, 1990; Spiro,
Feltovich, Jacobson, and Coulson, 1991). Cognitive flexibility theory is an attempt to explain how
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the brain makes sense of ill-structured domains (i.e. domains that are complex and in which there
is little regularity from one case to another).

Essentially, the theory states that cognitive flexibility is needed in order to construct an
ensemble of conceptual and case representations necessary to understand a particular probiem-
solving situation. The idea is that we cannot be said to have a full understanding of a domain
unless we hic ‘¢ the opportunity to see different case representations.

According to %piro et al., advanced knowle('iﬁ;a requires an approach to learning that is
quite different from that ot introductory learnirg. The fundamental problem running throughout
many learning efforts is “oversimplificatior.” Oversimplification occurs in different forms. For
example, additivity bias occurs when parts of complex entities are studied and it is assumed that
these parts could be then re-integrated as a whole while retaining their original complex
characteristics. Another example is discreteness bias, where continuous processes are divided up
into discrete steps. Yet another form of oversimplification includes the compartmentalization bias,
in which highly interrelated, interdcpendent concepts are considered in isolation from one
another without consideration of how they interact.

Cognitive flexibility theory is an answer to the necessity of mastering complex subjects
without falling prey to oversimplification in any or all of its forms. B=sically, the tﬁeory posits that
in order to léarn complex material, the learner has to see that sam- material at different times, in
different situations, for diffecent purposes and from different conceptual perspectives (Spiro,

F .ovich, Jacubson, and Coulson, 1991). Complete schemata are constructed to the extent that
learners are exposed to multiple knowledge representations and multiple interconnectedness of
the complex material to be learned.

Given the tenets of cognitive flexibility theory and what we know about the unique
characteristics of hypermedia, it is easy to see the promising fit between the technology of
hypermedia and the manner in which we allegedly best. learn complex subject material. To make
the potential fit of hypermedia to cognitive flexibility theory even stronger, recall that hypermedia
is nothing more than a tool to link together nodes (chunks of information, or “conceptual
elements”) together in meaningful ways. This capability matches precisely the requirements of
cognitive flexipility theory—the ability tc see different aspects of a complex subject area from
ditferent perspectives in different contexts.

Hypermedia, therefore, has properties that are consistent with cognitive flexibility theory.
For example, conceptual elements in the hypermedia environment can be re-arranged so that
several conceptual elements can be viewed together. For another purpose, or in a differ ~nt
situation, conceptual elements could be arranged differently. Recall that it is the arrangement and
relationships among nodes that give meaning to information. By freely rearranging nodes
according to specified features/properties derending on different needs, different contexts and
different problems, learners have a powerful tool with which to learn and understand complex
material in all its forms, in sifferent situations, and in its entirety.

Even though hypermedia has been accused of being a solution in search of a problem, it is
exciting to contemplate the idea that hypermedia may be just the opposite, a solution to the very
tricky problem of how to effectively and efficiently teach complex, multifaceted subjects with many
interconnected elements, such as medicine, literature, economics, etc. Given the almost made-to-
measure fit of hypermedia to cognitive flexibility theory, it is important that we make it our top
priority to take a closer look at how it fits and, perhaps more importantly, why it fits. Further
research is required to clarify exactly how the brain deals with complex subject matier and how
hypermedia systems can be shaped to facilitate optimal learning.

Information Processing

Information processing is proposed as ar interactive system. An individual uses the
physical senses to make sense out of the stimuli of the environment. This sensory recognition is
interrelated with the individual’s long-term memory, experiences, abilities, and expectations.
Information is first received and recognized and is then either encoded anc stored for later
retrieval or is lost. The stages of information processing— recognition, short-term (working)
memory storage, and long-term memory storage— are 5ependent on internal processes. at we
remember, therefore, is a result of interactions within this system of active internal processes.

The system processes information by first recognizing patterns. If information is first
recogmzed, it can then take on meaning. To extend our discussion of the concept of the Dalmatian
dog, for example, we would first process the information presented by recognizing the pattern of
the letters DOG. The combined alphabet letters D, O, and G, however, are not. just recognized as
individual letters in terms of how they are shaped; they represent a host of associations which
have already been . .entioned. Whether we are ble to recognize this word and give it meanin
each time we see the letters DOG depends on whether the information about DOG is stored inﬁong-
term memory and can be retrieved into short-term memory (working memory) when called upon.
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According to information processing theory, retention of information is attributed to basic
processes—attention, selective perception, rehearsal, encoding, and retrieval—all of which occur
throughout the three ini.rmation processing stages. Current theorists put more emphasis on
these processes and how they are affected rather than the stages in which they occur. To increase
the probability that information is acquired, stoved, and retrieved, we must somehow affect
attention, selective perception, rehearsal, encoding, and retrieval. As processing occurs,
information and skil‘l)s are recoded to form stronger links to nodes and more gathwa s to stored
information, According to theorists, information must be adequately e¢ncoded, stored, and
retrieved to be remembered. Thus, any retention aid should encourage extra processing of
information to increase links to stored skills, According to Tulving and Thomson (1973 , the degree
of accessibility of inform.tion stored in long-term memory is dependent on the sirength of the cues
encoded dusing acquisition. Strong cues, such as those cues which may be generated in
hypermedia, are more likely to be present at recall.

Case-Based Reasoning

Case-based reasoning is an exciting educational paradigm in which learnin depends on
memory of specific experiences, or “cases” (Riesbeck and Schank, 1989). Medical and law schools
have long utilized case-based instruction techniques in their curricula. Cases provide the means
with which students can learn why, when, and how knowledge is applicable. In order to avoid the
“inert knowledge problem” (see Whitehead, 1929; Bransford, Sherwood, Vye, & Riecer, 1986),
learners must ﬁave the opportunity to organize new knowledge appropriately and know how and
in what situations to apply the knowledge. The impa:tant noint here is that instruction is more
effective when anchored in meaningful problem-solving environments similar to those in which
students will find themselves when solving actual real-world problems.

If the usefulness of information depends on an ability to recall it when appropriate, then it
is important that cases be presented in such a way as to provide contextual cues to roperly index
information in memory. Hypermedia may facilitote this indewing by presenting intormation along
with appropriate contextual cues. Ferguson et al. (1991) have created a hypermedia case-based
learning environment that helps organize information the same way in w'f\ich the information
will have to be organized when applied to some task.

Generative Learning

Cognitive principles suggest that learning is an active, constructive process in which
learners generate meaning for information by accessing and api:lying existing knowledge.
Generative learning theory incorporates these principles of cognitive psychology (Wittrocﬁ, 1974a,
1974b, 1979). The theory maintains that meaning for material is generated by activating and
altering existing knowledfe structures to interpret new information and encode it effectively for
future retrieval and use. In Wittrock’s (1974b) model, meaningf... learning is a rational & nd
transferable process:

... the generative model predicts that learning is a function of the abstract and
distinctive, concrete associations which the learner generates between his prior
experience, as it is stored in long-term memory, anf the stimuli. Learning with
understanding, which is defined by long term memory plus transfer to
conceptually related probl:n:s, is a process of generating semantic and distinctive
idiosyncratic associations betveen stimuli and stored information. (p. 89)

Comprehension, according to the generative model, reqnires the proactive transfer of
existing knowledge to new material. Wittrock (1990) maintains, for example, that generative
reading focuses on constructive o¢ generative processes usually considered characteristic of good
written composition. In other words, reading, Kke good writing, involves generative cognitive
processes that create meaning by building relations among the parts of the text to be learned as
well as between the text and what the learner knows, believes, and experiences. Learning
activities which require the learner to relate new information to an existin knowledge structure
depend on complex cognitive transformations and elaborations that are ingividual, personal, and
contextual in nature, Generative learning activities, then, can be thought of as strategies which
foster not only learning but learaing-to-learn (Brown, Campione, & Day, 1981). In these learning
activities, information is transtformed and elaborated into a more individual form for the learner,
thereby making the information more memorable as well as more comprehensible.



Semantic Networks

The nature of traditional media such as paper and video forces a linearity onto its content.
Authors must arrange their work hicrarchically so that one idea flows to the next and where ideas
are subsumed under other ideas. As we have discussed earlier, however, the mind is anything but
a linear thinking machine. Ideas are not arranged as on a scroll with one neatly leading to the
next. In fact, it a;])f)ears that the mind consists of endlessly intertwined webs of interrelated ideas,
emotions ard skills.

Quiliian (1968) developed the idea of ~tive stractural 1 etworks (ASN) in an effort to capture
and depict the ostnsibly network.iike rature of the brain. These networks consist of nodes (chunks
of information) and lebeled links (relationships) between nodes. Allegedly, everything someone
mighy know could be encoded into the active structural networks of the brain. Furthermore,
networks serve as structuves within which new information is integrated with knowledge already
possessed by the learner. The implication, then, is that learning involves the acquisition of new
chunks of information and their connection to related chunks of information both new and old.

It is easy to see how active structural networks function by speaking in terms of schema
theory. Scherr ata consist of interconnected sets of ideas which are turther linked to other
schemata. M ;aninﬁful learning takes place when new ideas are linked to other new ideas and
when all arv somehow assimilated into existing networks of schemata. While it migtit seem that
the connections between nodes and between schemata are fixed except when new learning is
taking piace, the fact is quite the opposite.-Relationships within and between schemata are defined
in terms of context. The implication is that we remember and process ideas differently depending
on the context.

It follows that it does not make sense to speak of an Absolute Truth about anything in our
world, then, since the meaning of anything degends on how we perceive it in relation to other
things. Recall our discussion of the Dalmatian dog. It is not adequately stating the Truth or the
final word about Dalmatian dogs to say that they are members of a genus, the canines, within the
class called mammals. We are no closer to absolute Truth if we add that tiiey are members of a
class of animals that are spotted. The Dalmatian dog is, in fact, a member of an extremely rich
and diverse collection of interconnected ideas. It is a type of carnivore which is a family o
mammals, but it is also merely a dog. Dogs are associated with other concepts such as
com anionshiﬁ, love, and with loud noises. They might also be assoziated with the thought of a
good friend who owns four of them. The Dalmatian dog might also be connected to memories of
childhood whe= the people next door had one. We could go on, ad infinitum, adding more and
more to our Dalmatian dog schemata, but we could only approach the Truth, never arrive at it. As
this demonstration suggests, meaning is constructed by each individual and 1s highly dependent
on context. In learning, accessing and applying knowledge, only a small subset of the Truth is
ever relevant. Indeed, this position is at the foundation of the incre singly popular educational
movement, constructivism. Suchman (198i) argues that there is no ultimate reality. Instead,
realitg is relative and is the outcome of a constructive process. Ii is one’s experience with an idea
and the context of which the idea is a part that act together to construct a meaning of that idea
(Brown, Collins, and Duguid, 1989).

All of this brings us back to the limitations of paper, video, and other linear systems. If
learning involves the manipulation of networks of information and if the relationships binding
these networks change depending on the context, the inadequacy of linear systezas becomes clear.
Within hypermedia, information can be rearranged, analyzed, shifted, and molded to suit the
needs of each individual and the context in which the material is learned and/or applied.
Hypermedia is a technology which can assist its users in constructing their schemata according to
context and to individual needs and characteristics. The exact ways in which hypermedia can be
made to facilitate schemata processing, however, requires a good deal more empirical research.

Dual Coding Theory

The central theme underlying semantic network theory is that information is not simply
filed away under a single heading, but rather is integrated in som« way into a highly
interconnected network of data and the relationships between those data. Dual coding theory (DCT)
sgeq further in that it postulates that mental representations of ideas and events are stored in

istinct verbal and nonverbal symbolic modes and that these representations retain the pattern of
sensorimotor activation present during encoding (Clark and Paivio, 1991; Paivio, 198F),

. One of the structural assumptions underlying DCT is that connections are formed both
within verbal or nonverbal representations (associative connections) and between the two forms of
representation (referential connections). For example, an associative connection would be one in
which thinking about computers might remind you of related terms such as monitor, printer, an-|
perhaps even frustration. A referential connection would be present if the word “mouse” conjured
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up memories of images of mice, the squeaking sounds they make and a sensatin~ ~f anxiety. Thus,
both inter and intra-associative structures exist between and within the two stems.

Mental representaticns are activated by related nodes in the network ..ed nodes.
Thoughts can activate associated nodes and then spread, resulting in a complex , ..ern of
spreading activation among nodes and links in the network. Returning to our example of the
dog,the sight of a Dalmatian dog might trigger the image of your neighbor who owns a Dalmatian.
The image of your neighbor might, in turn, activate the thought of “dentist” as that is your
nei hb(i)r s occupation, which might arouse & sense of uneasiness as you remember your last visit
to the dentist.

This last example points out an important assumption of DCT specifically as well as active
structural networks generally. As activation of nodes and associations spread out, they tend to
weaken. It is easy to see how a thought of a Dalmatian could activate the thought of the dog’s
owner. It becomes increasingly ridiculous to speak of strong associations between verbal and
nonverbal mental representations because, ultimately, everything is related! DCT, then, provides a
plausibl2 explanation of how the brain deals with information, in both verbal and nonverbal forms,
which are more or less related to one another.

Another interesting aspect of DCT relevant to our discussion of hypermedia is that it
emphasizes the role of past experience in the development, of mental representations. Although
two individuals may have the same experiences, their mental representations of these experiences
will be different in significant ways, a function of their past experiences. Insights derived from
DCT are consistent with the position taken by constructivists who maintain that there is no Truth
out there, but rather that each individual's mental representation of reality is a constructed
version of reality, and each person’s construction is different from all others.

DCT makes it easy to see how beneficial hypermedia can be. First, one of the implications of
DCT is that the more sensory modes in which mental representations are stored, the more likely it
is that they will be rer~embered. Hypermedia makes it easy to access related information in a wide
variety of forms. A picture of 2 human heart can be accompanied by a motion video segment
depicting blood flow through the ventricles, detailed drawings, textual explanations of anatomy
and processes, and heartbeat sounds. All of this information could be immediately available at the
click of an on-screen button. The quick and easy retrieval of related information in its different
forms helps to build stronger relationships between these pieces of information than if one had to
stop reading a textbook, retrieve a videotape, then an audiotape, then a carousel of slides, etc.

Another implication of DCT is that the mental repr.sentations constructed depend on
context. If different people construct different representations of r-ality in order to conform to the
context and their experiences, then it follows that any tool that helps people to personalize the
information structure would be beneficial.

The idea of spreadin% activation suggests that it might be useful to assign values to links
emanating from each node. The values assigned would represent the strength of the conceptual
relationship between nodes. These values would indicate to users which of several links are the
strongest, and would thus help users decide which links to traverse. Of course, there is no reason
why users could not be provided with the means of assigning values to links themselves. The
implications of active structural networks for hypermedia are many and exciting. Much research
remains to be done in this area.

Dual coding theory has much to recommend hypermedia. It is a comprehensive theory of
learning and suggests many implications for education. Its main idea is that all knowledge is
constructed in the brain in many different forms and is different from person to person. A[T,l of this
points up the need for learning and information acquisition tools that facilitate associative
processing of information in a variety of forms, which are, in fact, integral to hypermedia.

Bridging the Gap

What is hypertext? Hypertext is freedom! Freedom from the burdens of traditional
computing applications. Freedom from fear of failure. Every hypertext user
succeeds 1n getting somewhere and getting something. (Shneiderman and
Kearsley, 1989; p. 2)

All of this is manifest destiny. There is no point in arguing it; either you see it or
you dor’t. Many readers will choke and fling down the book, only to have the
thought gnaw gradually until they see its inevitability (Nelson, 1987; p. 0/12)

An attempt should be made to bridge the gap between what we know about how we learn
and apply knowledge and a new technoloiy that promises to augment the brain’s functioning in a
y

way never befor. possible. Hypertext and ermedia have been trumpeted as rev-lutionary
devices to help us deal with the geometrically increasing pool of information in the world. Among
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the many advantages hypermedia, claims include that it increases learner involvement and
learner control, it focuses on relationships rather than isolated bits of data, it permits levels of
explanations and it is easy to do annotations of all kinds.

All of these benefits are kudos to the technology of hypermedia itself. The technoiogy
permits information to be revealed as necessary (levels of explanation) in whatever
order/arrangement is necessary (focus on relationships) and among other things, provides a nice
method for uncovering side information or adding one’s own side notes (annotation). The real
intrigue of hypermedia, however, derives from its unique ensemble of characteristics which
tantalizingly corroborate evidence regarding the way our brains work.

The idea of a machine based on associative indexing is not new (Bush, 1945), but the
technology to materialize the vision is only now becoming available, with exciting new capabilities
just over the horizon. While we explore the possibilities, however, we must not forget that the
technology must work for humans, not the converse.

The philosophy underlying this paper is that research into the instructional efficacy of
hypermedia should begin with a knowledge and appreciation of relevant psychological
pl?\'gnomena. This not to say that we should retreat, learn about how we learn and then return with
an armload of instructional strategies to be applied to the new technology. Ross and Morrison
(1989) put it well,

Aside from being difficult to accoml)lish, separating media from methods may not
always be desirable in instructional technology research. Although media do not
directly affect learning, they serve as influential moderating variables through
their effects on learner attributions and their differential properties for conveying
instructional strategies.(pp. 29-30).

Knowledge of new technologies offer us new opportunities for understanding how we learn
as they provide new capabilities. In turn, knowledge of how we learn feeds back to guide the
development of th. new technologies, creating a wonderful cycle of progress. Hypermedia has
unique characteristics that point us to relevant areas of learning research. Hopefully, an
examination of the psychology and learning phenomena will, in turn, inform the research and
development of hypermedia, which will then feed back to learning and psychology research,
crﬁatir;,g a most fecund feedback loop. Perhaps the conceptual father of hypermedia said it best
when he wrote:

There is a new profession of trail blazers, those who find delight in the task of
establishing useful trails through the enormous mass of the common record.
...Thus science may implement the ways in which man produces, stores, and
consults the record of the race. (Bush, 1945; p. 108)

We are in virgin territory. What is more, we are exploring this unknown territory in the
dark. Every bit of knowledge we have about how we learn, process, and apply knowledge is like a
spotlight beaming down on a small part of the foreign landscape. The more psychological
knowledge we consider, the more spots will beccme illuminated, making more and more of the
terrain visible and understood. But the spotlights are not erratic. They correspond to specific
paths, much the same as streetlights light up not the whole city, but specific avenues throughout
the city. Our paths lie within the psY'chology of learning. When aimed down on the unknown
territory of the new technology, spotlights could illuminate the right paths that we must take to use
the technology te enhance our ability to learn, process, and apply knowledge. This paper is an
attempt to fire up as many of these spotlights as p ;ssible in or(fer to light tEe way.
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A-B-S-T-R-A-C-T

The premise is advanced that a major weakness of the everyday generic
instructional systems design model stems from a too modest traditional conception
of the purpose and potential of formative evaluation. In the typical ISD 1nodel
formative evaluation is shown not at all or as a single, product evaluation step. Yet,
in practice formative process evaluation is also widely accepted as desirable and is
more pervasive than the models would indicate because it is done informally. A
broader theory of product-plus-process formative evaluation for instructional
design is offered. The critical factors of this descriptive tkeory focus upon the
desiiability and viability of introducing formative evaluation techniques at the very
beginning of the ISD process rather than at the end. A revised purpose of formative
evaluation is theorized which envisions an ISD system that provides process
feedback as well as product feedback, thus enabling the system to become truly self
correcting. In the theoretical str icture posited, the output of any observable or
definable step in the ISD process is a deliverable. Furthermore, the case is stated
that not only are all of these deliverables things that can be evaluated, but also that
a system of evaluation which calls for all deliverables to be evaluated is parsimonious
of effort in the long run and serves as a systemic quality control program. The term
introduced here to mean evaluating all project deliverables as they are completed,
is front-to-back formative evaluation. To illustrate the applicability of the proposed
concept as a prescriptive theory, a graphic linear ISD model is presented which is
an elaboration of the widely used Dick & Carey Model. The expanded model, called
the Braden Formative Evaluation Model, clearly depicts the relationship between
formative evaluation activities and instructional design and development procedures.
Predictive evaiuation is defined and distinguished from formative evaluation, with
the suggestion that its role in instructional design needs to be fully elaborated.
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Formative Evaluation: A Revised Descriptive Theory and a
Prescriptive Model

The Trend Toward Formative Process Evaluation

In the past decade or so, but particularly in the past five years, this author and
several others have moved away from a simple prescription for end-of-project
formative product evaluation and toward more complex prescriptions for expanded
formative evaluation as part of the ISD process (Braden 1987, 1991; Carey & Carey,
1980: Flagg, 1990; Nervig, 1990:; Reeves, 1989; Van Patten, 1989). At the same time,
however, there has been a continuation of highly respectable material written which
has clung to the narrower conception of the role of formative evaluation in
instructional design and development (e.g., Dick & Carey, 1990, 1991; Russsell &
Blake, 1988).

A classic contribution to the unfolding of a broader definition of formative
evaluation is Barbara Flagg's Formative Evaluation for Educational Technologies
(1990). Although Flagg did not offer a model for process-oriented formative
evaluation per se, she did identify four phases of formative evaluation. Taken
together these phases represent a front-to-back implementation of formative
evaluation methods. Flagg's phases were presented in the following format:

Phases of Program Developinent Phases of Evaluation
Planning Needs Assessment
Design Pre-production Formative Evaluation
Production Production Formative Evaluation
Implementation Implementation Formative Evaluation

(Flagg, 1990, p. 35.)

The thought that all of us evaluate everything we do as we go along is so logical
as to be considered fundamental. In that sense, suggesting that ID practitioners
evaluate the outpul of each major step or activity as they proceed through
instructional design and development could be interpreted as trivial, gratuitous, or
even insulting. Therefore, the suggestion of this paper goes further, contending that
systematic, thorough, on-going formative evaluation. That said, the only thing new
about front-to-back formnative evaluation as a part of instructional design and
development is a set of implementation ideas: (1) Steps should be added to ISD
models to assure that formative evaluation is both systematic and systeinic, and (2)
Thz concept of formal front-to-back formative evaluation mnust be moved from the
concepl stage into everyday practice.
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Models

A model for the evaluation of instructional development must, necessarily, he
based upon the instructional systems design (iSD) process itself, Instructional
systeins de<ign models are not in short supply. Twenty years ago Starnas (1972)
wroie en oceasional paper for the Division of Instructional Development that
cotipared 23 ISD models. More recently, Gustafson {1991) considered 33 models
uenw e selecting a dozen to review in the secord edition of a Survey of Instructional
Development Models. In between times there have been literally dozens of models
pruposed. In a single article Andrews and Goodson (1980) analyzed 40 instructional
uesign models selected from over 60 they had identified. Even with all of this
outpouring of models—some descriptive, some prescriptive, some astute, some
inane—only a few have gained more than passing attention h:cause most of the
models tend to be similar to each other.

Gropper (1977) compiled a list of 1{} ;enerally agreed upon steps found in most
ISD models. Andrews and Goodson exi.nded that list to 14 items, but conceded that
all four additions were actually com: anents of a single process, needs assessment.
Thus a generally agreed upon list wich 11 steps would includ: tasks associated with
needs assessment, specifying outccmes, goal/task analysis, sequencing goals/
objectives, identifying learner attributes, formulation of strategies, media selec’ Jn,
materials development, tryout/revision, and install/maintain. Notice that the term
evaluation does not appear. In actuality, many of the models upon which the
consensus steps were based included the term evaluation rather than tryout. This
author holds that the step “insiall/maintain” is a post-design event and therefore
isn't really an ISD step—which would leave us with 10 design steps as building
blocks if we were inclined to create an all inclusive gzneric ISD model.

The conception of a systems process composed of a series of steps, whether they
are those listed above or others, lends itself to a flow chart display. The principle
model-design elements for flow charting are the box and the arrow. As a result, most
ISD models are schematically some sort of elaboration upon the basic arrow-box-
arrow design of the basic input-process-output model (see Figure 1),

Input Output
> = Process -

Figure 1. Basic Input-Process-Output Model
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A common characteristic of even the earlier instructional systems models has
been the feedback loop (e.g., Banathy, 1968). By applying a feedback loop to the
basic input-process-output model we get something that looks like Figure 2.

Input Output
Y o Process > =

* Feedback

Figure 2. Basic Feedback Model

Next, if we consider that the source of any useful data to be fed back in the
feedback loop is likely to be some form of evaluation of the output, we could
construct a more accurate depiction of the basic feedback model. For example we
might designate a circle with the letters F.E. inside to represent formative evaluation
of the process output. The graphical result would lock something like Figure 3.

nput > Process Output @—)
) = Formative *
Evaluation Feedback

Figure 3. Basic Evaluation Feedback Model

Skipping ahead to a more complex graphic display of a procedure, we might wish
to show several separate steps—as, for example, in a generic instructional systems
model. We must bear in mind, however, that every box in a flowchart model
represents its own sub-process. Thus, if we chose to do so we could display each
traditional ISD macro-step as its own multiple step box-and-arrow model, showing
all of the mini-steps. Complete with feedback loop, the diagrammatic features would
be similar to Figure 4. Note that the input arrow is implied rather than shown and
that output has been renamed “implement.”
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Implement
-

Step ; = Step 9 - Step Evaluate

A A -

Figure 4. Diagram of a Multi-Step Generic ISD Model

Figure 5 illustrates what happens to our diagram when we consider that the ntire
instructional design procedure is nothing more than a process which could be
represented in a single box. We have a clear example of a self correcting process
wherein the element of evaluation for feedback is the critical part of the process
which dictates any needed revision.

INPUT OUTPUT

Figure 5. Input-Process-Output Model Combined with Generic ISD Model

An ISD M»del Thst Is Alsc a Formative Evaluation Model

Front-to-Back Formative Evaluation

A major purpose of this paper is to propose anISD model that is ulso an evaluation
model. In simple terms, the key to the model is that each step results in one or more
deliverables and that each deliverable is formatively evaluated and revised as
necessary before proceeding to the next step. This concept of front-to back forme tive
evaluation has been used successfully by the author in practice and in his
classroomn for several years (Braden, 1987). The ISD model which was proposed by
Van Patten (1989) also calls for front-to-back formative evaluation, and is also based
uponthe premise that each deliverable should be specified, created, then formatively
evaluated. Earlier, Carey & Carey (1980) suggested a general set of formative
evaluation questions the answers to which would assist local selection committees
inreviewinginstructional materials. The Carey & Carey approach was comprehensive,
dealing with all aspects of the instructional design process, but they did not suggest
that each sub-process (step) be formalively evaluated before procesding to the next
step.



A Symbol for Formative Evaluation of Deliverables

A definition of the symbolic notation used by this author in a front-to-back
formative evaluation model is critical to a full understaading of that model and its
implications. Specifically, it is essential that readers know the meaning of a symbol
made up of a rectangle with an embedded circle containing the letters F.E. In short,
it means “formative evaluation is the last sub-step performed in that step of the
model.” Thus a box with an embedded F.E circle, although symbolically different,
is identical in meaning to the box—arrow-~F.E.Circle—feedback-loop diagram
shown in Figure 3. In essence the new symbol represents any process or procedure
that has a built-in evaluation and revision provision, making it self-correcting (sce
Figure 6).

Input Output
oy . Process 613 P >

Figure 6. A New Icon: The Symbol for a Self-Correcting Procedure

The Elaborated Instructional Design Model

Revising the Structure of the Consensus ISD Modei

Although the proliferation of instructional design models has slowed down from
the frantic pace of the 1970's (Gustafson, 1991}, between the “not invented here”
syndrome and the insatiable need of certain personality types to tweak and polish,
we can expe:t several new models each year. As Shrock has observed, during the
1970's, “experience with instructional development was revealing problems, and
important and permanent modifications of the earlier models were made. One of the
most important was the addition of needs assessment to the collection of steps that
defined the process.” (1991, p. 17.)

Three other important modifications could become generally accepted during the
1990's: elaboration of the step labeled “strategies” (Leshin, Pollock & Reigeluth,
1992), accomnmodation of the concurrent design of instruction and mottvation
(Keller, 1979, 1983), and integration of front-to-back formative evaluation (Braden,
1987; Van Patten, 1989). Adding motivation to the elaborated mode!l and expanding
the strategies component—while called for—are not the purposes of this paper. So
those addenda will be left to another time.

Adding Front-to-Back Formative Evaluation Points to the ISD Model.

Elaborating the model with front-to-back formnative evaluation is on the current
agenda, and Figures 7a and 7b graphically illustrate how easily the modification can
bemr ade. Tofacilitate discussion, the elaborated model (Figure 7b.) has been labeled
the Braden Model to distinguish it from its obvious predecessor, the Dick & Carey
Model (Figure. 7.a.). The Dick & Carey Model is one of the three or four best known
ISD models, and the text in which it is featured is now in a third edition (Dick &
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Carey, 1990). That particular model was selected for elaboration because of its
recognition value. The original version of the elaborated Dick & Carey Model was
first shown at the 1987 DID luncheon.

Inits present form the Braden Model departs from the Dick & Carey Madel in three
significant ways. First, and most obvious, the “F.E.” nodes have been added.
Second, an “organize management” box has been added which includes writing the
evaluation plan. Since management functions are apart from the design process,
that box is displayed “off line.” Third, the step which Dick and Carey label “Design
and Conduct Formative Evaluation” has been more appropriately identified .s
“Conduct Prototype Test.” That label was chosen in preference to “Tryout” because
it was felt that “prototype” emphasized the formative nature of the instructional
rnaterials until after they “pass” the test.

* Formative Evaluation (F.E.) Nodes

A characteristic of each box in the Dick & Carey Model is that the
box represents a discrete sub-process. An argument could be made
that some or all of the sub-processes could be divided and displayed
as two or more boxes each, but thatis irrelevant. What mattersis that
the end of every sub-process shown is distinct, and is observable in
the form of a tangible deliverable(s). Two factors were considered in
adding these nodes: (1) Anything that is tangible can be evaluated.
(2) In a linear process where linearity is a required condition, each
step is a prerequisite for the one(s) that follow. in effect, the
deliverable or output of step one is all or part of the input of step twe.

The most radical aspect of the front-to-back formative evaluation
procedure implied in the F.E. nodes is that there is a philosophical
departure from the developmental testing of instruction (not the
procedure for designing that instruction.) Walter Dick, the most
frequently cited author on the subject of formative evaluation of
instructional design, set a narrow focus for the field when he wrote,
“These developmental testing procedures now tend to be considered
as the operational definition of formative evaluation...” (Dick, 1980,
p.3.) In terms of the types of evaluation defined by Stuffelbeam
(1970}, that operational definition limits formative evaluation to
product evaluation. Inherent in the step-at-a-time evaluation scheme
of the Braden Model is the opportunity to utilize evaluation data for
the purpose of making appropriate alterations to the process. [In
Jaimess to Dick, he was absolutely correct. A limited concept of
Jormative evaluation had been generally accepted. The tone was likely
set by Bloom, Hastings and Madaus who authored a large format book
of over 900 pages on formative and summative evaluatior. Less than
two pages of that tome were devoted to the prospect of using formative
evaluationas the basts of altering the process and for the companion
purpose of process quality conirul (see Bloom, Hastings, and Madaus,
1971, pp. 135-6.)]



* Organiz :m

Project management has been aconcern of instructional designers
for two decades.One of the nine steps in the widely disseminated
Instructional Development Institute (IDI}) Model is “Organize
Management” (N.M.S.1., 1971). In addition to logistics planning, time
allocation, budgeting, and so forth, a critical management
consideration is quality control. The heart of quality control is
evaluation, and flaws caught early avoid comnpounding of errors
which is desirable because simple errors are more easily remedied.
Greer has recently brought new light to this often ignored aspect of
instructional design. In a chapter about ID project management
(Greer, 1991}, he listec eight “Inspection points” in the typicai ID
project. He followed that work with a textbook (Greer, 1992) on the
same subject which included his version of an ISD model. In the
Greer Model, phase I is “Project Planning,” which coincides closely
with the front-of-the-model location given to management planning
in the Braden Formative Evaluation Model.

* Conduct Prototype Test

Except for the change in terminology, there is no difference in what
happens at this step in the Dick & Carey Model and in the Braden
Model. Dick and Carey (1990, 1991) have done a splendid job of
explaining the purposes and techniques of formative product
evaluation as it applies to the instructional materials resulting from
an instructional design project. Unquestionably their description of
what is to occur at this step is a formative evaluation activity.
However, the activity at that juncture is only g part of the total
formative evaluation of the project, and therefore deserves a more
accurate label: tryout or prototype test.

Imposing Front-te-Back Formative Evaluation upon Existing ISD
Models

Not every ISD model can readily be adapted to incorporate frent-to-back formative
evaluation. However the majority or ISD models can be so adapted with ease. The
requirements for applying the {-t-b formative evaluation component to an existing
ISD model are:

1. The model should be linear. [Non-linear models might benefit also, but a major
rationale for adding f-t-b F.E. would be lost.]

2. The model should be a prescriptive model for, not a descriptive model of.

le.g.. a frapuic mode] for is the Dick & Carey Model (1990) which
prescribes a sequence of design activities.]
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[e.g., a textual, non-graphic model of is Tennyson's Instructional
Design Model (1990) which describes the linkage between cognitive
learning theory and instructional prescriptions.)

[e.g., a graphic mode] of is Tennyson's Model of Cognitive System for
Educational Learning Theory (1992), which uses boxes and arrows,
but uses them more to describe interactions than to prescribe linear
function.]

How it Works

A fair question at this point would be, “OK, just whai do you do in a front-to-back
formative evaluation?” A short answer would be that at every F.E. node in the
process you ask questions of consistency and adequacy. (For the origin of that
method of assessing step-to-step quality, see Reigeluth’s 1980 article on The
Instructional Quality Profile.) In reality the fuil answer is mi ~h more complex. As
with any evaluation effort, the exact methods depend upon the nature of the data
we wish to collect, At the highest level of generalization, let us theorize how we might
perform what is called for at an F.E. node. First, we would start with a deliverable
(a product). Next we would ask questions of consistency such as: Is it appropriate?
Does it reflect the input from the previous step? Is it consistent with the project
goals, the performance objectives, etc.? We would then gather whatever data we
deemed necessary to answer those questions to our satisfaction. Then, we would ask
questions of adequacy such as: Is this sufficient? Will this deliverable be useable as
the input for the next step in the ID process? Does this product reflect all of the
elements of the input, Le., is it complete? Again we would choose the data gathering
technique which best matched the circumstances and the nature of the information
sought. With all of the data in hand we would assess the quality and ongoing utility
of the deliverable. In the event that the evidence indicated that the deliverable was
either inappropriate or insufficient, we would pose a different kind of question: What
caused the flaw or inadequacy? The search for that answer invites process
evaluation. We want to know what we did wrong, what we did pcorly. If no process
errors are detected, we would then loop back to the previous step to re-examine its
output.

The Time Factor

Another fair question would be, “Isn’t adding all of that routine checking of the
deliverables too time consuming?” Again a short answer would be that if you never
make mistakes, it is too time consuming. Otherwise, catching flaws and errors early
tends to save time. Once you have prepared a set of checklists, routines, and
questicns to be used at each node, you will find that there is a high level of transfer
of these tools to your next project. Armed with a set of #valuation instruments that
need little or no revision, the task requires much less of your time.

Looking at the other addition that was made to the oviginal Dick & Carey Model,
a parallel question might be asked about the time consumed in the writing of an
evaluation plan. The short answer to that is to be found in the management value
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of the evaluation plan itself. Just knowing that everything will be put to the tes.
establishes a mind set for high standards and excellence. Knowing that the butlding
blocks of the present ID event have been sharply scrutinized adds confidence that
the project ison track. Detection of problems that require remediation provides early
warning that the time line for the proifect is in jeopardy, allowing thie designer more
time to renegotiate delivery dates or to bring more resources to bear on the project.
The data gathering also has implications for matters of personnel management,
budget monitoring, avoidance of poiitical problems, and all kinds of other factors
where information might be important to decision-making. Is the time spent worth
all of these benefits? In most cases, yes. Besides, one evaluation plan tends to
resemble all others. Just as there is a carryover of tools for the F.E. of deliverables,
there is a carryover from evaluation plan to evaluation plan. After you have once
assembled a plan that you like, large portions of it can be used as “boiler plate” in
the writing of your next evaluation plan.

Being Co_ns!stent with Stuffelbeam’s CIPP Model

The literature of evaluation is permeated with references to Stuffelbeam's CIPP
Model (Stuffelbeam, 1973). Perhaps the most significant characteristic of CIPP is
that it makes provision for holigtic evaluation. Its elements are systems oriented,
structured to accommodate undversal evaluation needs. The tenets of CIPP are so
widely accepted, so firmly rooted that they cannot be ignored. With that in mind, a
reasonable course of action would be to use CIPP as a litmus test for any serious
proposal of an evaluation system. Then, assuming that we consider the amount and
nature of th.e evaluation encompassed within the instructional design process to
constitute “an evaluation system.” we can [should?] ask, “How does this system
stack up in terms of CIPP?

* Context is evaluated in needs assessment when we evaluate the status
quo. Flagg (1990) adopted the term needs assessment as the label for
the first of her four phases of formative evaluation. In the model
offered here, the evaluation of goals implies a consideration of
whether it is appropriate to plan to employ instruction as the
appropriate means to improve the status quo (the context).

* Inputis evaluated in both needs assessment and during student analysis
when we evaluate the students’ entry competencies. Additionally,
there is an element of input evaluation in what we do while assessing
subject content during instructional goal/task analysis.

* Process evaluation is not prescribed in the vast majority of ISD models.
Front-to-back F.E. as proposed herein does prescribe process
evaluation. (Formative evaluation of the deliverable of any given ISD
process step is product evaluation initially. However, as soon as a
flaw in the product is determined, the procedure shifts to an
evaluation of the process which permitted the flaw to occur.) None
of the ISD models reviewed in Gustafson (1991), Stamas (1970),
Gropper (1977), or elsewhere include a step(s) for process
evaluation. Except for the model proposed here, only the Van Patten
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Model, and the Flagg phases (both non-graphic) provide for process
evaluation. Yet Reeves (1989, p. 164.) recognized that process
evaluation was needed: “Obviously, prototype products will be a
major focus of formative evaluation during an instructional desigin
project, but there should be an equal emphasis on collecting
formative evaluation to improve the overall fustructional design
vrocess...” [Emphasis mine.]

* Product evaluation describes what happens in the ISD tryout step.
Although referred toin the Dick & Carey and several other models as
formative evaluation, and in many models simply as evaluation,
the term formative product evaluation more accurately describes
the tryout process. The term prototype test, as used in the model
offered in this paper, is also a product evaluation label that accurately
describes the procedure. As mentioned in the discussion of process
evaluation, the F.E. nodes in the Braden Model are product evaluation
points until a deficiency or product flaw is detected.

Predictive Evaluation

The terms formative and summative evaluation have been around long enough
now that they are part of the vocabulary of every instructional designer and
developer. In a black or white world those two forms of evaluation would represent
the entire palette of evaluation choices. Things are not as simple as black and white,
however, and cven though our palette isn't a full spectruin rainbow, it does contain
some tints and shades. Most notable, of course, is Needs Assessment which fits into
neither the formative crate nor the summative barrel.

One way to view the kinds of evaluation that we need in ISD is to consider the
underlying purposes of each.

* We use discrepancy analysis evaluation (including needs
assessment) for establishing parameters during goal
settingand some forms of decision making. Any decision
that requires a choice will benefit from this kind of
evaluation of the things that might be chosen.

* We use formative evaluation for quality control. Either the
process or the associated products can be the focus of
formative evaluation.

* Weuse summative evaluation for accountability purposes.
Sometimes we perform summative evaluation just to
satisfy our curiosity about how effective a product has
been, but more likely needs for summative evaluation
are linked to costs vs. benefits analysis nnd to decisions
about program funding or survival. Summative
evaluation is something that happens to instructional
design, not something that is a part of it.
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» And then there is that other kind oi evaluation — the kind
we use toimprove our chances of being correct when we
make a guess. For lack of a better term, let's call this
kind of evaluation “predictive evaluation.”

Instructional designers do a lot of predictive evaluating when they organize the
management of projects. Budget estimation, time estimation, guesses about
materials that will be used and the skills that will be required are all imiprecise
activities. Intuitiveiy designers attempt to improve their guessing average by basing
their estimates upon good, analyzed information. The art of forecasting will always
contain aluck factor, but luck ¢an be reduced by evaluating the options open to us,
Amethod to assist us with the evaluative aspects of estimation would greatly benefit
the instructional design and development field.

We are likely soon to find that predictive evaluation has become as much a part
of ISD as formative evaluation —but in the form of an expert system rather than as
a box in a model. If not, we will need to accommodate it in our evaluation models,
if not in the ISD models { :mselves.
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Abstract
The hypothesis that the planning activities of classroom teachers correlate with
the practices of instructional design professionals is explored within the context
of this study. Classroom teachers participated in a survey which requested
information regarding their planning routines. A 35-item two part questionnaire
was used as the data collection instrument. Sixty-one public school teachers
reported on their actions when planning to teach on a daily basis, and indicated
such demographic information as typical class size. number of years teaching,
grade level and educational background. Results indicate that a correlation exits
between teacher planning activities and instructional design practices, and that
such a relationship is influenced by the subject taught.

Preliminary investigations of teachers as instructional designers (Branch, 1986; Branch, Darwazeh &
El-Hindi, 1991) suggest there is a false assumption that teachers do not engage in instructional design
practices. Further, instructional design jargon tends to inhibit communication between instructional design
professionals and public school teachers. In addition. it appears that certain teacher profiles may enhance
the potential for teachers to practice instructional design or that the contextual factors which encompass
public school environments make the usc of traditional instructional design models impractical,

This called for a shift of the focus on teachers as instructional designers away from the perspective of
the instructional designer and more toward the perspective of the public school classroom teacher. In order
to accomplish this there was a need to identify teacher planning practices and instructional design practices
that are essentially similar in purpose and orientation. but different in execution. This also prompied a need
for identifying correlations between the potential for teachers 1o practice instructional design and contextual
factors such as number of years teaching, class size and education level of the teacher.

This is a report of an irvestigation which sought to answer the fundamental question: Do teachers
practice instructional design? from the perspective of public school teachers. This study was conducted
based on teacher planning research conducted during the past decade which suggests that teachers actively
develop routines which are executed in the school environment (Applefield & Earle. 1990; Earle. 1985:
Kerr. 1981: Sherman. 1978 Zahorik. 1975). The process for developing teacher planning rourines has
evolved from experienced educational practices as well as from current teaching theories and learming
theories. Instructional designers systematically select, adapt. develop and refine a wide variety of
instructional products (Martin. 1984). The process of instructiona! design evolved from a conceptual
amalgam of general systems theory (Banathy. 1968: 1973), the application of technology to educational
methoadology (Chisholm & Elv. 1976), and the psychology of Tearning (Gagne. 1977). A review of
instructional design procedures and teacher planning routines literature ( Andrews & Goodson. 1990: Briggs
& Wager. 1981 Dick & Carey 1990: Gagne. Briggs. & Wager 1992 Mermill 1983; Merrill, Reigeluth. &
Faust 1979: Pratt. 1980: Reigeluth. & Stein. 1983: Earle. 1985: Yinger. 1979; Zahorik. 1975) reveals that
teachers and instructional designers are involved in similar basic activities such as: planning. designing
lesson plans. designing unit plans, designing test items. stating objectives, managing. evaluating, and
consulting. - Instructional designers tend to focus on selecting instructional matertals, analvzing conient,
sequencing content. and decision-making; whereas. teachers tocus primarily on the implementation and
evaluation ol instruction,

Because teachers are at the "front ine™ in the educational process (Earle, 1985). understanding the logic
ol their actions is important as educators attempt to increase the elticiency of the educational Process.
Beilby (1974) emphasized the importance ol mstructional development for teachers by yuestioning the view
that the instructional design process must be managed by the education specialist. Beilby (1974) presented
astrong case for teacher involvement in instructional design and stressed the need for training teachers for
the instructional designer role. In the past teachers have developed instructional design skills through 1) the
pre-service curriculum, 2) in-service training. and 3) working with an instructional designer o improve
present courses. While the second two needs are important. it is the first need. the pre-service teacher
preparation curriculum. this project addresses by developing an inventory of icacher planning information
that focuses on instructional designer competencies which might be incorporated into teacher preparation
programs,

The rationale for this investigation is that snceesstul wachers engage in similar actions (o those
associated with instructional design when preparing 1o teach. But. does this mean teachers are instruciional
designers? According to Kerr (1981); "Teachers are and are not instructional designers, Most teachers have
not had formal training in the procedures commonly used by instructional designers: many tind it difficult
to shift their thinking into instructional design (1D) patterns when they are asked o do 0 as part of a course
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or workshop" (p. 364). ~ «-. .. be partly attributed to «he less than positive atiitude of some teachers
toward the use of instre snue msign models out of fear that a systematic approach restricts creativity
(2ranch, 1986). Instrucu.. . « vsign ideology adopis the position thai a systems approach promotes
creativity by increasing the number of alternatives generated and by testing instructional options prior o
implementation,

Traditionally, educators and instructors have determined the major elements of the instructional process
to be students, teachers, and curriculum. Since 1970, however, rapid technological advances have
necessitated bringing the instructional designer into the core of the instructional process. The systemaiic
design of instruction is usually considered to be the role of the instructional designer. There is a trend
among instructional design professionals however, to focus attention on the r.eed for preparing and training
public school teachers for the instructional designer's role (Applefield & Earle, 1990; Dick & Reiser,
1989; Earle, 1985).

The contention is that there is a correlation between teacher planning routines and what instructional
designers do when designing instriction. In order te support this bel'af, a systematic investigation is being
conducted to determine the extent of this correlation.

Instructional Episode

Instruction, as subsumed under the concept of curricul im (Reigeluth, 1983). is the inter-ention that
occurs during a content-media-teacher interaction where the expressed goal is to facilitate the progression of
a learner from poirt A to point B along the educational comtinuum. An accurate assessment of learner
characteristics. a thorough analysis of content attributes, and the potential of the teacher to facilitate the
learning proc.s are tae independent variables within the instructional environment that the designer or
teacher attempts to manipulate in order to create or improve instruction. This specific period of interaction
is hereafter referred to as the instryctional episode.

The instructional episode serves as the formal educational vehicle that enables the learner to construct.
or reconstruct. personal understandings, values, and beliefs. Instruction is compiex because it occurs within
a paradigm where each participating entity is within itself complex. Interaction between the Learner., the
Content. the Media. the Teacher Function. and the Context within which learning is to occur during a given
period of Time form the instructional episode (CMT paradigm). Considering all the interrelationships of
the instructional episode causes the complexity of the learning process to increase exponentially. Yet. it is
within this paradigm that all instruction oceurs (Figure 1),
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Within the CMT paradigm. the learner is the focus of instruction. Learners as individuals, bring
multiple expectations, goals and diverse values to the classroom that affect how they interact during an
instructional episode, and ultimately, how tney leam. It is al: + important for instruction 0 account for the
individual differences within the wider leamer audicnce.

Content as a body of knowledge may be static or dynamic, but it is not a collection of unorganized
facts existing in relative isolation one from the other (West, Fensham & Gerrad. 1985). Rather, there are
certain orderly steuctuies inherent within subject matter knowledge (Reigeluth, Merrill & Bunderson, 1978;
Wilson, 1985). Information is not discrele, isolated bits of knowledge, but ¢xists within an organized
structure (kylon & Reif, 1984). Such structures reflect the interconnections or interrelationships among the
facts, concepts, and principles that make up subject matter knowledge (Anderson, 1983). Representations
of information and interrelationships among infcrmation can be called knowledge structures (Hannum,
1088).

Media is the vehicle by which teachers stimulate, motivate, illustrate, provics concrete experiences,
and direct awtenticn. Mediated instruction which is related to the personal experiences of the learner will
assist in building upon her or his prior knowledge and promote achievement, whereas messages
ceommunicated by various forms of instructional media that is foreign to the expericnces of a student or
offensive 1o the values of a student tends to inhibit learning,

Cencrally, the teacher functions as decision maker regardging what will be wugnt, when it will be
taugh:. and how it will be taught. The teacher is often the primary information source unless the ieacher
functions solely a1 facilitator of information. As facilitator, the teacher arranges ¢ lassroom interactions so
as 10 motivate leamers and 1o guide the learner 1o different ways of knowing. Teachers direct leamer
actions, monitor progress. and manage the implementation of instruction.

The context within which instruction occurs directly and indirectly influences all decisions regarding
any instructional episode. Instruction does not oceur in a vacuum and failing 0 acknowledge such hasa
potential £r a dangerous misunderstanding of the complexity of learning environments, The instructional
context incudes all the conditions which designers and teachers should consider in some regard to enhance
learning. Certain contextual arrangements can be manipulated by designers and teachers while other
contextual arrangements are beyond the 1ealm of manipulation by either the designer or the eacher.

Learner achievement of prespecified outcomes depends on the chosen instructional strategv for a
predetermined amount of time. such as during a class period or field experience. An instructional strategy
will vary in cffectiveness depending on the allotied time, Morcover. the quality of an instrugtional activity
s affected by the amount of time that can be devoted toit, Furtser, the abilities of individual learners
directly influence the amount of time required 10 achieve specific learning outcomes.  Time, context. teacher
function, media. content and the learner. interact simultaneously 4 form the complexities of instruction,
Instructional Design

As a discipline. instructionad design is concerned with understanding and improving one aspect of
cducation: the process of instruction (Reigeluth, 1983). Instructional designers have as their principle
objective 1o induce targeted learners 10 perform in prespecificd ways, They achieve results by developing
and impicmenting documented and replicable procedures for organizing the conditions for learning: and by
defining and measuring the accomplishments of instructional design in terms of learner pertormance
(Burkman, 1987). The optimum effects of how student learning is facilitated and what actually occurs in
the classroom environment determines what is done during the design of instruction which is different from
what is done during the development of instruction, In addition. the role of evaluation in instruction and
the management of activities associated with all aspects of instruction is conceptu 1y and practically
different. For the context of this study. descriptions of design. development, evaluation, and management
as outlined in the "Domains of Instructional Techndlogy™ (Association tor Educational Communmcations
and Tecknology. in press) are used as a reference. Intespretations of those domains are presented below,

Instructional Desiga is the planning phase of the instructional creation process.  Instructional
design is descriptive, such as the presentation of natural or existing interrelationships that constitute a
content area. Instructional design is also prescriptive. 1t recommends organization, or reorganization, of
information or a sequence of events based on known learner characteristics, content as a knowledge
structure, specitic media and their attributes, salient features of the teacher function. educational context. and
time available. Design aspects apply systems theory to address the complexity of the variables within the
CMT paradigm. and organizes their interactions in intentional ways.

Instructional development i the procese of producing from a detailed plan (design) the procedures
and media which support an instructiona! episode. During the development phase. the instructional
procedures and media are created and (ested based on the performance objectives identified in the design.
Instructionai strategics prescribed in the design plan, as well as selection strategies and presentation
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methodologics, are confirmed or revised based on the results of several appropriate iteraiions of testing
throughout the various stages of development. Innovative and traditional technologies are employed to
conduct development activitics.

Instructional Evaluation is a dynamic process 10 obtain data about how students learn specific
content information under varying instructional condinons. These data are analyzed and synthesized into
ways 2iid means that are used for judging the instructional potential of the planned instructional episode.
Evaiuation data collected during the design and development phases form the basis for revision of
instructional strategies and influence choices of instructional redia prior to the implementation of an
instructional episode. Instructional evaluacion initiates, permeates and concludes the instructional desi gn
and development process.

Instructional > ‘anagement is concerned with the supervision of instiuctional episodes. including
pre-episodic and post-episodic activitics, as well as the human and financial resources 10 support an
instructional episode. Legislation, governance, monitoring and certification of the instructional design,
development, and evaluation processes needs the endursement of manageinent.

Teachers as Desigrers

Dick and Carey (1990). and Gagne, Briggs, and Wager (1992) perceived the teachers® role as that of
designer of instruction with accompanying roles of implementor and evaluator of instruction. Others have
taken the stance that generic instructional design skills have value for the classroom teacher (Appleficld &
Earle, 1990; Biclby. 1974: Dick & Carey. 1990: Dick & Reiser. 1989). The University of North Caolina
at Wilmington, has integrated a two semester instructional design component into their undergraduate
teacher education program (Applefield & Earle, 1990). Clearly the roles of classroom teachers are like that
of instructional designers, In fact. taking on the role of instructional designer. on the part of public school
teachers would have a great influence on the quality of the teachers' professional performance. and hence.
on the level of their students academic achievement (Figure 2),

Teachers a: High Quality High Quality High Level o
Designers | —] ¢'Teacher |—{ of Learner »| Learner
9 Performance Performance‘ Achievemen!

Figure 2, Influence on learner achievement when teachers practice instructional design,

The extent that classroom teachers currently engage in the kinds of activities practiced by instructional
designers is unclear, The basic assumption is that successt.l classroom teachers prepare for daily
instruction in much the same way that instructioral designers create or improve instruction. However. (o
understand how good teachers express what it is that they "do” is essential to making instructional design
meaningtul for them, It is inappropriate for the instructional design community to change teacher
language. but it is acceptable to clarify and promote good instructional design practices. To stawe specitic
instractional design coneepts in understandable teacher language is a vital ingredient in research on
inst-uction?! design. There is a need to find out if teachers understand the concepts of nstructional design
when asked it they "do” them. This calls tor the translation of instructional design practices into teacher
language,

Wildman and Burton (1981) indicated that too much time and effort have been spent on developing
systematic approaches to the design of instruction without knowing whethe, these approaches can have
widespread utility in the public education sector. or whether the approaches have utility as a device for
transforming theoretical statements into practical applications. There is evidence of pre-service teacher
succers in acquiring and applying principles of tcarning and instructional design in the public education
sector (Earle. 1992: Klein, 1991). However. the reality of the instructional context for public school
teachers may require istructional technologists to reconsider the value of instructional design models
intended ror applications in public school envirorments,

The purpose of this study was to collect and summarize data that can be used to correlate teacher
planning practices and instructional designer practices, The following assumptions were made in order to
formulate the research questions: (1) teachers assume routines or pattemns when preparing to teach, (2)
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instructional designers practice mainly planning activities, (3) the abundance of instructional design models
are a° “ed at improving the instructional episode, and (4) instructional design jargon adversely affects teacher
perceptions about the value of the systematic approach. Based on these assumptions, the following
questions formed the impetus of this study: Is there a correliation between the planning routines of teachers
and the actions of instructional designers?, and What contextual factors atfect the degree of instructional
design practiced by public school teachers?

Methodology
Participants

The participants for this study consisted of 61 public school teachers from the northeast United States.
The panticipants included those currently teaching grades seven through twelve, and represented seven
subject arcas. The participant group was divided into two selected samples: 1) 41 junior or senior high
school teachers from a central New York school district. and 2) 19 teachers who participate in a university-
school Lartnership program in New York and throughout several adjacent states. Scventeen junior high
school teachers were from a single building. and 23 high school school teachers were from a single
building. both in the same school district. The university-school partnership teachers in addition to
teaching regular high school level courses teach college level courses to high school students who receive
college credit for cach course successtully completed.

The participants were requested to complete a survey questionnaire. One hundred ten surveys were
distributed and 61 returned. This vielded a return rate of 56%. Tre survey assessed the degree to which
teachers employ practices characteristic of the instructional design process. This was achieved through
combined efforts of interviewing teachers, generating a list of instructional designer practices. and
translating the list of instructional design practices into language common to public school teachers.
Procedures

A list of instructional design practices was developed as a result of a content analysis based on an
aggregate of recommended design and development competencies extracted from over &0 instructional design
models {Andrews & Goodson. 1980: Branch. 1986: Briggs. 1977: Darwazch, 1986; Dick & Carey. 1990
Gagne. Briggs & Wager. 1992: International Board of Standards for Traming. Performance. and Instruction,
1986: Kerr. 1981 Martin, 1984: Reigeluth, 1983: Romiszowski. 1981).

Qualitative data about teacher planning routines was gathered to ascertain the language most commonly
used by teachers when preparing to teach. Open-ended interviewing technigues with public school teachers
was used to document "what goes through their minds™ when they think about the teaching task. The
responses of |5 informants was recorded. An informal assessment of the data indicates some natural overlap
with the instrectional designer practices. These data were used to aid the ranslation task in creating the
survey instrument,

Instrument

A Teacher Planning Inventory (FPI) served as the survey instrument. The TPI is a 35- item
questicnnaire divided into two parts. and was used 1o find out the ways in which certain important events
during teacher planning are carried out by teachers. Part | is comprised of the first 24 items and employs a
toreed-choice Likert scale for teachers to self-report their typical actions or cognitive processes while
preparing to teach. Part 2 of the Inventory requests demographic information about the respondent such as
age, gender. number of yeais teaching and typical class size. The list of instructional design practices and
the Teacher Planning Inventory are parallel in contert. however, the language is purposetully different. The
Teacher Planning Inventory avoids instructional design jargon and uses language most familiar 1o public
school teachers.

Manv of the things that good teachers do. and which are legitimate instructional design concepts., are
done in thought only. Some of the qualifying verbs used in the instructional designer priorities could be
revised to retlect the common language of public school teachers, This was addressed throughout the
formation of the inventory. and helped make the inventory more effective. Some of the concepts. such as
motivational tactics and formative evaluation of instructional cpisodes. may be greeted by public school
teachers with some skepticism. Reluctance to fully subscribe 1o the use of instructional design models was
attributed more to practical constraints which were viewed as "realities” than because teachers believed they
are unimportant,

Data Analysis

The overall mean recorded for cach respondent on Pant | of the questionnaire became the score of the
participants. Frequency counts were conducted to identify relationships between participant scores by
categorical data reported in Part 2, Crosstabulations formed the primary data analysis 10 determine
correlations, '
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Results

The results indicate that a strong relationship exists between the planning activities of teachers and
instructional design practices (Table 1). The overall mean was 7.0 on a 10 point scale, with a mean of 10
indicating the strongest possible reiationship. However. there appears 1o be no correlation between years of
teaching experience, class size, grade level, and level of teacher education and teacher practice of
instructional design,

The results from Table 1 do suggest that the subject taught does influence the practice of instructional
design by teachers. Science teachers reported the lowest mean of 5.3 compared a mean of 7.7 for English
and Language teachers. Given the pattern of the mean scores on item 1 through 24 across the subject
matter groupings (mathematics, science, etc.) an analysis of variance was conducted (Table 2) to reveal any
statistically significant differences across those groups. The results of a liberal test of significance for
general linear models indicate that subject taught affects the potential for teachers to practice instructional
design.

Because a large percentage of one of the teacher groups (the University Partnership group) were math
teachers, a further test for interaction was employed. No interaction effect was detected (F=.64, p=.64)
indicating that subject matter taught could have an effect on the dependent variable (Table 3). However. due
to the nature of the data collection there is a possible violation of the model, therefore, testing significance
against a more conservative critical value is recommended. Use of the appropriate F does not indicate
statistical significance of ditference in means across subject taught groups.

Table 1 Summary of Descriptive Data for Contextual Factors

Background Information n Mean SD
Overall 61 7.0 2.8
Years of Teaching Experience 56 7.1 2.4
1-5 3 6.0 1.7
6-10 9 6.1 29
11-15 ] 6.6 24
16 - 20 19 7.6 1.8
21 or more 17 7.3 2.9
Class  Size 58 7.1 2.4
20 or less 25 6.8 2.6
21-35 13 7.3 2.3
Grade Level 25 6.8 2.8
Junior High 13 7.0 2.7
Senior High 6 5.8 3.0
Other 6 7.5 1.3
Education Level 57 7.0 2.4
Bachelors 15 6.7 2.3
Masters 39 7.0 2.4
Post-Masters 3 9.3 1.2
Subject Taught 53 7.1 2.4
Math 206 7.6 2.3
Science 7 5.3 1.9
Enghsh/ Language 7 1.7 1.9
Social Science 5 7.6 2.5
Other ¥ 6.1 4.2
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Table 2 _Summary ANOVA of Subject Taught
DF S S MS F P
Between Subjects 4 6966.30 1741.58 3.11 0.02
Within Subjects 49 27428.53 559.77
Total Within Subjects 53 34394.83
Table 3 Interaction of Subject by Group
DF S$S MS F p
Subject 4 6464.63 1616.16 2.69 04
Group 2 3745 18.73 03 97
Subject into Group (Interaction) 4 1532.54 383.13 .64 64
Conclusion

The potential for learner achievement is enhanced when teachers practice instructional design. Based on
this study. however. additional empirical documentation is required. 1t appears that some instructional
desizn practices may be beyond the realm of manipulation by public school teachers, and therefore 2
dmloguc between instructional design professionals and puth school teachers should be formalized. It is
reflected here that instructional designers should consider instructional design models which combine
common teacher planning routines with instructional design practices.
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The research reported in this paper is the result of a
preliminary investigation and development of a knowledge base for
the field of Instructional Design and Technology (ID&T). A
knowledge base provides the theoretical and research
underpinnings for the field. The development of this knowledge
base is important for the education of ID&T specialists and the
definition of the field.

Description of the Taxonomy

The knowledge base model is adapted from the ID&T taxonomy
model proposed by the Association for Educational Communications
and Technology (AECT) Definitions and Terminology Committee. The
taxonomy is a three dimensional model as shown in figure 1.

Iﬂ1ﬂosop?2://// l///,/ ////, ////
Thmfz///// ////// ///// ////
Research ///////, //////, /////, ///
Instructional | Electronic Assessmont //
Design Technology & Resources
Analysis
/
Message A-V , Project /
Design Technology | Formative /
Instructional Print Summative Change ///
Theory Technology Process /
Learning /
Theory General Delivery /
Design Delivery Evaluation Management

Figure 1: Taxonomy for Instructional Design and Technology as
proposed by the Association for Educational Comuunications and
Technology Definitions and Terminology Committee, 1991.

096

Li6



Developing a Knowledge Base and Taxonomy
2

The major side of the model is divided into four areas:

1) design, 2) delivery, 3) evaluation, and 4) management. The
second side divides each of these four major areas into subareas
such as instructional design and learning theory. The third
side is divided into three types of knowledge namely: 1)
research, 2) theory, and 3) philosophy.

The purpose of this study was to test the feasibility of
using the model to build an ID&T knowledge base. The
feasibility was tested by mapping doctoral dissertations into the
model.

Background

Practitioners in the field of instructional technology are
faced with the task of defining the purpose and role of a dynamic
and emerging field of scientific thought. To complete this task
they must establish a means for organizing and identifying the
relationships emerging from research, theory, and philosophical
studies. Given the intricate and complex relationship among
factors such as learner characteristics, task, technology, and
instructional design, the effort to organize numerous functional
categories of interest and information can be overwhelming.

The use of taxonomies and classifications to aid in
simplifying these relationships has been widely used with small
knowledge bases, especially in computer aided education (Carrier
& Sales, 1987; Kozma & Bangert-Drowns, 1987; Knezek, Rachlin, &
Scannell, 1988). There have not been any attempts to develop a
taxonomy that encompasses the entire field of instructional
technology.

This lack of a common framework can lead to the use of
"fuzzy" or multiple definitions for the same idea, making
generalizations across sub-fields difficult. Thus, the
dev~lopment of a taxonomy, or common knowledge base, is important
to the future development of the field of instructional
technology. This paper addresses the validity and usefulness of
a taxonomic structure proposed by the Association for Educational
Communications and Technology (AECT) Definitions and Terminology
Committee.

The origin of classification schemes or taxonomies to
organize human knowledge bases dates back to the Greeks, and even
to primitive man (Sokal, 1974). The purpose of developing
classificavion schemes is to achieve economy of memory, and
ultimateiy to describe the structure ai.d relationship of the
items to each other and to similar objects. This classification
structure aids in simplifying relationships in such a way that
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general statements can be made about classes of objects. (Sokal,
1974).

Fleishman & Quaintance (1984) identified several potential
benefits for developing a taxonomy of human performance that have
direct relevance to the field of instructional technology.

1. To aid in conducting literature reviews. Instructional
technologists looking for literature on a particular problem
often have difficulty identifying appropriate research
descriptors for their search (e.g. instructional technology
versus educational technology).

2. Create the ability to generalize to new tasks. In the
case of instructional technology, the rapidity of
technological change necessitates the ability to transfer
what is known from one technology to another. Without this
transferability the research base must be recreated for each
new technological innovation.

3. Exposing gaps in knowledge by delineating categories and
subcategories on knowledg#, exposing holes in research or
theory.

4. Assisting in theory development by evaluating how
successfully theory organizes the observational data
generated by research within the field of instructional
technology.

Methodology

The model was tested by mapping ID&T dissertations into the
three dimensional model. The dissertation titles covered the
years 1977 through 1988 and were taken from existing lists of
ID&T doctoral dissertations (Caffarella & Sachs, 1988;
Caffarella, 1991). These lists contain 1518 dissertecions
completed at 46 institutions in the United States.

A random sample of 152 dissertations was drawn from these
lists. E&ch of these dissertations was assigned to a specific
cell within the model. This classification process was completed
independently by two evaluators. When the classifications
differed, the evaluators used consensus to determine the
appropriate cell.

Results

The results of mapping the dissertations into the model are
presented in tables 1 and 2. As shown in the tables, virtually
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Table 1

Number and Percentage of Dissertation Titles in Each Cell for the
Research Plane

DESIGN DELIVERY EVALUATION MANAGEMENT
Instructional Electronic Assessnment Resource
Design Technology & Analysis Management
6 titles 4% 4 titles 3% 9 titles 6% 18 titles 12
Message AV Techrnology Formative Project
Design & Television Evaluation Management
5 titles 3% 13 titles 9% 0 titles 0% 4 titles 3%
Instructional Print Summative Change
Theory Terchnology Evaluation Process
27 titles 18% 6 titles 4% 1 titles 1% 15 titles 10%
Learning General Delivery
Theory Delivery Management
30 titles 20% 1 titles 1% 3 titles 2%
Personnel
Management
3 titles 2%

68 titles 45%

Table 2

24 titles 17%

10 titles 7%

43 titles 29%

Number and Percentage of Dissertation Titles in Selected Cells
for the Theory and Philosophy Planes.

Instructional Design =-- Theory

1 title 1%

Formative Evaluation =-- Theory

1 title 1%

Instructional Dezign -~ Philosophy

1 title 1%

Note: All other cells in the theory and philosophy planes
had no title entries.

all of the dissertations were in the research plane with only two
dissertations in theory plane and one in philosophy plane. The
largest number of dissertations were in the design plane with 45%
of the sample. The next largest number was in the management

column with 29% followed by delivery with 16% and evaluation with
8%.

The largest number of dissertations in an individual cell
was learning theory at 20%. This was followed closely by
instructional theory at 18%. The other cells with substantial
numbers of dissertations were resource management (12%), change
process (10%), and AV technology (including television) (9%).
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Every cell on the research plane of the model, except
formative evaluation, had at least one dissertation. Only three
dissertations were mapped into the theory and philosophy planes.
Two new cells were added to the original model in the process of
mapping the titles. These cells are "General Delivery" in the
delivery plane and "Personnel Management" in the management
plane. Four dissertations (3% of the sample) did not fit into
any of the cells in the model.

To measure change over time the dissertations were divided
into three groups covering the years 1977-1980, 1981-1984, and
1985-1988. The percentage of dissertations in each cell for
1977-1980 were compared against the percentages for 1985-1988.
The percentages, as shown in table 3, were relatively equal for
the major categories identified above. The only cell with a
major increase was electronic technology which rose from no
dissertations during the 1977-1980 period to 9% of the total for
the 1985-1988 period.

Table 3
Percentage of Dissertations in Major Categories for the
Periods 1977-1280 and 1285-1988

Category 1977-1980 1985-1988
Percentage Percentage
Instructional Theory 19% 18%
Learning Theory 26% 23%
Electronic Technology 0% 9%
AV Technology 5% 7%
Resource Management 7% 11%
Change Process 12% 11%
Cconclusions

There are several conclusions from this investigation.
First, the model is a reasonable representation of the ID&T
knowledge base. Ninety-seven percent of the dissertations fit
into an appropriate cell on the model with only four
dissertations not fitting the model. Therefore, the model does
reflect the doctoral dissertation research that is being
conducted in the United States.

The next conclusion is that the ID&T dissertation research
has a strong design element. Forty-five percent of the
dissertations were in the design plane of the model with 18% in
instructional theory and 20% in learning theory. A relatively
small percentage (16%) of the dissertations dealt with the
delivery of instruction and the hardware components of the field.
Thus research in the field is not largely hardware oriented, as
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many outsiders believe, but has strong research grounding in the
design of instruction, particularly instructional and learning
theory.

A substantial number (10%) of the dissertations dealt with
the change process. This is not a topic traditionally associated
with the ID&T field but is a major factor in the successful
introduction of new technologies into educational and training
settings. This will likely evolve as an important component of
the field in the future.

Virtually all of the dissertations were classified as
research with only 2% being classified as either theory or
philosophy. This finding is not surprising since theory building
and philosophical investigations are usually conducted by
experienced scholars in the field. Since this study used
doctoral dissertations there were not any experienced scholars in
the sample.

The last conclusion parallels the development and
availability of microcomputers over the past dozen years. Prior
to 1980 there were not any dissertations dealing with electronic
technology systems. During the period 1985-1988 dissertations of
this topic represented 9% of the total.

Limitations

There are several limitations to the investigation in this
study. The dissertations were assigned to the various cells
based upon the title of the dissertation. Although dissertation
titles tend to be very descriptive, many failed to identify the
variables under investigation. The meaning of the specific terms
in the titles is also subject to interpretation. Therefore, the
use of titles only may have lead to the assignment of some
dissertations to improper cells.

The boundaries between the cells are not absolute
boundaries and some dissertations could be classified in multiple
cells. For example, the boundary between instructional theory
and learning theory is not an absolute point and some studies
could logically be classified in either or both cells.

Suggestions for Further Investigation

The model should be tested with other scholarly literature
from the field of ID&T. Specifically the articles from prominent
journals should be mapped to test the validity of the model and
to better define the knowledge base for the field. If this
mapping proves equally valid then the model should be used to
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build a complete knowledge base for the field of instructional
de.cign and technology.
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The effects of computer-assisted learning-strategy
training on the achievement of learning objectives

Introduction

Teaching individuals learning strategies is, in
effect, teaching someone how to learn. If learning is a
knowledge domain in the same way as any subject, for
exaupl> chemiatry or history, then successful learnecs
have or ‘anized knowledge about learning processes in the
same way that chemists or historians have organized
knowledge for their domains (E. Gagne, 1985). There is
a real possibility of improving and enhancing learning
abilities through special programs of training,
education, and other types of intervention (Carroll,
1989), This study examined the effects of computer-
assisted learning-strategy training on learning from a
computer~based tutorial about microcomputer components.
Previous Research

Snowman (1986) describes learning tactics as
specific techniques used to successfully complete a
learning task while strategies are general plans decided
upon before engaging in a learning activity. He
discriminates among kinds of tactics by their objectives
which may be memory-directed or comprehension-directed.
Memory-directed tactics include the use of mnemonics,
outlining, underlining, and summarizing. He refers to
questioning as a "comprehension-directed tactic geared
more toward understanding the meaning of ideas and their
inter-relationships than toward ensuring reliable recall
of those ideas" (p. 256).

Generating Questions

Levin (1982) discriminated between the types of
generated questions and their effect on types of test
gquestions. Duell (1978) found that college students who
generated knowledge and application level questions
scored significantly better than students who did not
generate questions and that learners generated low-level
knowledge questions which were not effective for high-
level tests. Andre and Anderson (1979) found that
learner—-generated questions were more effective than re-
reading. They also found that answering teacher-
generated questions were equally effective, Singer and
Dcalan (1982) found that students who were trained
benefitted more from student-generated questions than
those generated by the teacher.

Training students to generate questions has been an
issue in many studies, but researchers observed mixed
results from variables such as length and intensity of
training, presence or absence of metacognitive
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components, and varied knowledge levels (Andre &
Anderson, 1978-1979; Dreher & Gambrell, 1982; Singer &
Donlan, 1982; Frase & Schwartz, 1975).

Simpson (1986) investiguted the use of writing as an
independent learning strategy and developed PORPE
(Predict, Organize, Rehearse, Practice, Evaluate). This
strategy was designed to prepare students for success
witn essay exams. The "Predict" phase of PORPE asked
studentsn to generate potential ussay questions after
reading. Predicted essay questions were directed it
higher levels of knowledge. Students were instructed to
use verbs such as explain, criticize, compare and
contrast. Simpson (1986) found that the strategy
required time to master but was effective.

Anthony and Raprhael (1987) examined the effects of
questioning atrategies and found that when subjects
generated low-level questions, the strategy was
ineffective. Thus, it is apparent that students must be
taught how to generate effective guestions d‘rected
towards tbe level of learning to be tasted.

Purpose of study

Many educational psychologists agree that students
need to learn strategies (Kulik, Kulik, & Schwab, 1983).
However, the results of training programs vary as much as
the training formats and delivery systems (Armbruster,
1987; Cook & Mayer, 1988; Holley & Densereau, 1984). A
systematic evaluation of strategy~-training CAI would
contribute to the field of study and provide prototypical
software. Since microcomputers provide a learning
environment that favors individualization, self-pacing,
practice, and immediate feedback (Hannafin & Peck, 1988),
it is reasonable to consider computer-delivered learning-
strategy training. The goal of this study was to
determine the effectiveness of specific strategy training
on learning about microcomputer components with CAI
assessed by specific levels of test objectives.

Information Processing and Memory-directed Strategies
Mayer proposed four components of the encoding
process: selection, acquisition, construction, and
integration (Mayer, 1988, Mayer & Greeno, 1972
Weinstein & Mayer, 1986). During selection, the learner
attends to information received by the sensory register.
Acquisition provides for active transfer of information
from working memory to long-term memory. During
construction, the learner connects ideae and develops an
outline organization or schema (Bransford, 1979) or,
while reading, forms a macrostructure (Kintsch and van
Dijk, 1978). Finally, integration of newly acquired
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information with information already held in long-term
memory is necessary for learning transfer. To bhe
ettective, memory-directed learning-strategy training
muat address these mental processes,

Levels of Learning and Comprehension-directed Strategies

Intellectual skills can be categorized by complexity
trom skills requiring discrimination, conceptualizations,
applying rules, and finally, problem solving (Gagne',
Briggs, and Wager, 1988). Teaching learners about these
levels of complexity and applying that information to
generating questions can, in and of itself, be used as a
form of learning-strategy training. By generating
questions about information, such as microcomputer
components, learners should understand the content well
enough to apply rules and solve problems. Delivering
that training by microcomputer-based tutorials should
facilitate learning because of the characteristics of
CAI.

Method

Subjects

Subjects consisted of 60 undergraduate students
enrolled in introductory computing courses at 0Old
Dominion University in southeastern Virginia. The mean
age of all students was 28 years and ranged from 19 to 43
vears. The subjects included only those students whose
prior experience with computers consisted of very little
word processing, playing games, or using computerized
cash registers. As a result of a survey administered to
80 students, those students who reported taking prior
computing classes were excluded from the study. 1In this
balanced design, subjects were randomly assigned to one
of three treatment groups consisting of comprehension-
directed strategy tutorials, memory-directed strategy
tutorials, or a control group., As computing students,
subjects received 5 participation points towards their
final grade.

Instruct‘onal and Assessment Materials

A tutorial was developed in order to introduce the
learner to microcomputer components. The tutorial was
created using Linkway, an authoring system. The learner
had the option of selecting topics by clicking the mouse
on the approriate space located on a graphic
representation of a microcomputer. Learners accessed the
tutorial in a Novell LAN microcomputer laboratory. The
tutorial covered topics included under the headings:
central processing unit, memory, secondary storage, input



and output devices, and peripherals. Wherever possible,
graphic rep.esentations of components supported verbal
descriptions and conceptualizations.

Two learning strategy tutorials, developed through
the use of Linkway, addressed comprehension-directed
strategies or memory-directed strategies. Both tutorials
addressed the same content, microcomputer components, and
were crected within the same format. The same colors,
navigational buttons, and fonts were used for each screen
and both tutorials possessed the same number of screens
or Linkway Pages. Both tutorials concluded with the same
practice quiz about microcomputer components. Each
tutorial began with the same Linkway Folder, analogous to
a Hypercard Stack, that discussed Mayer's information
processing model accompanied by examples and
opportunities for interaction. Each of Mayer's
components, including selective attention, acquisition,
construction, and integration, was discussed and examples
provided.

The tutorial that addressed memory-directed
strateg.es explained tactics to enhance memory including
outlining, organizing information into graphic
organtzers, and linking new information with prior
knowledge. Learners were directed to apply those tactics
to the information they learned from the microcomputer-
components tutorial by creating outlines, graphic
organizers and relating new information to prior
knowledge using the notes *+hey took from the
microcomputer-~components tutorial. The student's name,
age, responses to input questions, and generated
materials were written to data files on disk. These
files were available for inspection by the investigator.

The comprehension-directed tutorial elaborated on
the levels of learning and generating questions according
to the levels of learning. The tutorial required that
students create questions at each level of learning by
typing into designated fields within the tutorial.

Sample questions were provided and students were
permitted to access their notes from the microcomputer-
component tutorial. Due to the nature of Linkway,
questions that the students generated and entered into
the fields were automatically saved when they exited :the
program so that the investigator couuid review results,
In addition, the student's name, age, and responses to
input questions were written to data files on disk.
Evaluation Instruments

Subjects completed two, delayed, and separately
administered tests: one requiring cued recall and the
other requiring recognition. The cued-recall test listed
50 terms which included microcomputer components,
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information about memory, and computing acronyms.
Students were directed to provide definitions and/or
descriptions of each term. The terms were derived from
the microcomputer tutorial. The recognition test
included 50 multiple-choice items with 10 items at each
learning level including discriminations, concrete
concepts, defined concepts, rules, and problem solving.
The tests were validated with the assistance of computing
instructors,

Procedures

This study extended over the period of one week. On
the first day of the study, students completed the
microcomputer-components tutorial in 75 minutes. The
microcomputer-components tutorial directed learners to
take notes on the information but did not provide any
specific note-taking strategies. Two days later,
treatment groups completed the learning strategy
tutorials in 75 minutes. On the same day, the control
group continued to review the microcomputer-components
tutorial without learning-strategy training for 75
minutes. One week later, students completed the recall
test in 25 minutes aund submitted it to the investigator.
Upon completion of the cued-recall test, students
completed the recognition test in 45 minutes. In
addition, ali data files saved to disk were reviewed by
the investigator to confirm tutorial completion along
with inspection of the fields where the learners typed
their questions or outlines,

Results

Cued-recall Test

As seen in Table 1, the group mean scores for the
cued-recall test were at or below 50% of the total
points. The analysis of variance, however, indicates
that the result3 were significant at the p < .001 level
with an F(2, 57) = 11,10 due to the learning strategy
training. Comparing means using the method of Least
Significant Difference (LSD) indicated that the treatment
group mean scores were signficantly higher than the
control group mean scores. However, the comprehension-
directed strategy training did not have a significantly
different effect on learning as compared to the memory-
directed strategy training on the cued-recall test.

Recognition Test

The group mean scores from the recognition test,
found in Table 1, ranged from 33.8 to 43.8 out of a total
of 50 possible items. According tc an item analysis,

10812‘:8



approximately 60% of the subjects incorrectly responded
to questions related to computer memory. The ANOVA
indicates that the main effects were significant at the p
< 0.001 level with F(2,57) = 13.31. A comparison of
means using the LSD method indicated that the group mean
scores from subjects receiving comprehension-directed
strategy training was significantly higher than the group
mean scores from subjects receiving the memory-directed
strategy training at the p <0.05 level. Both treatment
groups scored significantly higher than the control group
on the recognition test.

Discussion

The results of this study supported the hypothesis
that microcomputer-delivered comprehension-directed
learning strategy training enhances learning processes
assessed at the same levels of learning as the evaluation
instrument. Since text-based and lecture-coriented
learning strategy training has been shown to be effective
(Kulik, et al., 1983), this result is not surprising but
adds to an increasing body of research into the effects
of microcomputer-based training (Foreman, 1990; Jensen,
1991; Laridon, 1990).

The ~enerally low mean scores from the cued-recall
test for both treatment groups and the control group
suggest retrieval processes were not enhanced. This may
have been due to insufficient interaction with the
material for activation of memory that would otherwise
result from greater depth of processing (Craik &
Lockhart, 1972; Craik & Tulving, 1975). In spite of the
low mean scores, however, students who received the
learning-strategy training recalled significantly more
terms than students who studied the microcomputer-
components tutorial evan though the control group
interacted more with the informational materials than the
treatment groups. This supports the findings of other
research conclusions . hat teaching individuals how to
learn enhances learning processes (Armbruster, 1987, Cook
& Mayer, 1988; Dufflemeyer, 1987). Since students who
did not receive learning-strategy training scored
significantly lower than the students in the treatment
groups, the study methods that they chose were less
effective than those learned by the treatment groups
(Wade & Trather, 1989).

The results from the recognition test indicate that
student-generated questions significantly enhanced the
recognition of correct answers using discrimination,
conceptualization, rule application, and problem solving
cn a multiple-choice test. This supports previous
research about the use of learner-generated questions
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(Andre & Anderson, 1978-1979; Dreher & Gambrell, 1982,
Duell, 1978; Levin, 1982; Simpson, 1986; Singer & Donlan,
1982; Frase & Schwartz, 1975). Since the level of
knowledge for the test objectives matched the level of
questions generated by students, the tactic was
effective, This supports the findingi of Levin (1982)
and Duell (1978) who found that the role of consistency
and congruency in testing is critical to the selection
and implementation of learning strategies and tactics.

The effects of the memory-directed learning strategy
tutorial were more significant than no strategy training
and supports Weinestein's conclusions that some strategy
use is more effective than non-use (Weinstein, 1982). 1In
addition, item analysis suggests that memory-directed
strategies supported learning at the lower levels of
discrimination and concrete concepts. This suggests that
in cases where memorization of basic vocabulary is
critical, memory-directed tactics will enhance learning.
Rule-using and problem solving were enhanced by
comprehension-directed tactics and strategies. This
supports Snowman's (1986) statement that questioning is a
"comprehension-directed tactic geared more toward
understanding the r.2aning of ideas and their inter-
relationships than toward ensuring reliable recall of
those ideas" (p. 256). This also explains the lack of
effectiveness on retrieval processes.

Implications

The findings of this study support the use of CAI
for learning-strategy training. While the learning
tactics and strategies were presented separately in this
study, further research into the effects of embedded
strategies would cont! ibute to an increasing body of
knowledge. The consistency and congruency of test items
with strateyy training and specific content areas would
also provide a potential area for research. Additional
study about the effects of various CAI characteristics
and computer-baced learning-strategy training offers a
tremendous potential for inveatigation.
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Table 1, Group Mean Scores for the Cued Recall and

Recognition Tests.

CUED RECALL

Comprehension-directed Training
Memory-directed Training
Control Group

RECOGNITION
Comprehension-directed Training

Memory-directed Training
Control Group
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Standard
Mean Deviation
26.3 9,889
25.9 10.612
13.8 7.891

Standard
Mean Deviation
43.8 3.778
39.4 6.021
33.8 7.918
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Proposed Model of Self-Assessment 1

Introduction

The development of constructs that underlie
learning, particularly academic learning has always been
a hotbed for inquiry, ir as much as we humans are
characterized by innate curiosity and the capacity to
learn and to understand what we are learning. However,
while this has primarily been the domain of philosophers,
the emergence of cognitive psychology as a research
discipline has provided us with more of the pieces needed
to understand learning in contaxt of cognitive processes,
internal influences (i.e., individual characteristics)
and external influences (i.e., sociocultural influences).

More specifically, the area of metacognition has
played a critical role in understanding what develops
when an individual learns within academic settings like
those generally found in the United States today. One of
the manifestations of metacognitive thought is self-
assessment. Broadly defined, self-assessment is the act
ofevaluating or monitoring one's own level of knowledge,
performance, and understanding.

In this paper, we will attempt to discuss self-
assessment within a metacognitive framework and take into
account the contexts in which self-assessment occurs.
Towards this end, we will first give a bhrief discussion
of metacognitive and social psychology theories that
pertain to selr-assessment. We will then offer an
interactive model of self-assessment which delineates
some of the possible influences on self-assessment
behaviors. Finally, we will discuss the research
implications of such a model on approaches to studying
self-assessment.

Theoretical Orientations

The Metacognitive Literature

Metacognition may be generally defined as any
cognitive activity that concerns itself with any aspect
of any cognitive enterprise (Flavell, 1979).
Metacognition is believed to be active in such activities
as communication, reading comprehension, perception,
problem solving, social cognition and varying forms of
self-instruction. Ye believe the work of Brown and
Deloache (1978) and the work of Flavell (1979) are
particularly pertinent and instructive in positing a
model for self-assessment.
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Proposed Model of Self-Assessment 2

Brown and DeLoache (1978). They assert that one of

the most fundamental differences between the experienced
learner and the naive learner is the increasing capacity
for metacognition, which they call self-regulation and
control of knowledge. They believe that along with an
increase in learning, there is a concurrent increase in
metacognitive activity, which allows the individual to
monitor problem solving techniques and then modify them.

Brown and Deloache further state that individuals
follow a relatively similar pattern of learning. First
the absolute novice shows 1little self-regulation
(metacognitive activity). Then, as he becomes more
familiar with the necessary rules and subprocesses
required to learn the subject, he increasingly enters a
more active period of deliberate self-regulation.
Finally, there is a period when the use of rules and
subprocesses to access Kknouw_.edge become mostly
automatic. The individual has becomz an expert. Though
their studies have primarily been on children, we believe
that at any age, this developmental pattern is operative.
What develops seems to be a schema or internalized
working model of the individuul's self-requlation or, in
our terms, the individual's self-assessment process.

Although we may intuitively believe that adults have
a sophisticated and fully developed schema of s:lf-
regulation or self-assessment, it may not necessarily be
the case. What may distinguish the acquisition of this
schema may be the constraints of internal influences
(individual characteristics) and external influences
(sociocultural influences).

Flavell (1979). One of the more renowned theorists
in the metacognitive area, Flavell views metacognition in
terms of metacognitive knowledge and metacognitive
experience.

Metacognitive knowledge denotes the area of acquired
knowledge ti.at deals with what an individual knows about
how ..e thinks and how others think. That is, it is the
knowledge and beliefs that one has ac-~umulated through
experienc~ which concern the human mind and its cognitive
processes Some of this stored knowledge is declarative
(e.g., knowing that you have poor memory). Other
metacognitive knowledge may be procedural (e.g.,you know
how to improve your poor memory by the use of
supplementary aids like notes or 1lists).There is also
metacognitive knowledge that is both procedural and
declarative (e.g., Your ability to know that writing
lists helps your poor memory).

Flavell views metacognitive knowledge as roughly
subdivided into knowledge about persons, tasks, and
strategies.

Persons includes knowledge and beliefs one might
acquire concerning what individuals are like as thinkers.
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Proposed Model of Self-Assessment 3

It can be further broken down into knowledge and beliefs
about cognitive differences within people (e.g., you know
that you are better at one subject than another), between
people (e.g.,knowledge about other people's social
cognitive skills), and cognitive similarities among all
people (in other words, the universal properties of human
cognition.

Tasks includes two subcategories. First is the
nature of the information to be addressed when facing a
cognitive task (e.g., the difficulty of taking a
comprehensive exam). Second is the nature of the task
demands (e.g., You know it is easier to remember the
general theme of a story than its exact wording).

Strateqies includes your knowledge of the ways that
you can succeed in achieving your cognitive goals (e.g.,
remembering a poem, comprehending a theory, or solving a
problem). The principal role of metacognitive strategies
is to help you succ:ssfully carry out cognitive
activities (e.g., knowing that you must monitor your time
during an exam).

Finally, Flavell believes that metacognitive
knowledge is not qualitatively different from other kinds
of knowledge. Like other knowledge it is probably
accumulated in a slow and gradual fashion through
experiences in various cognitive activities. It is
probably often automatically activated through stimulus
response processes that detect and appropriately respond
to familiar cognitive situations. Also, metacognitive
knowledge can oftentimes be insufficient, inaccurate, not
reliably retrieved and not used when appropriate.

Metacognitive experience is a concept which refers
to cognitive or affective experiences that occur during
some activity that gives insight to that activity.
Metacognitive experiences can be brief and simple (e.g.,
a brief puzzlement about a friend's behavior) or lengthy
and comeple (an obssessive desire to understand a
friend's behavior). They may also occur at any time
before, during, or after a thinking activity (e.g.,
thinking about how you are doing on different parts of an
exam). Many metacognitive experiences tend to include
your perpception of previous progress you have made,
progress you are currently making, or progress you will
make in a given activity. Such metacognitive experiences
occur in situations that would be expected to engender
careful, conscious monitoring and regulation of one's own
cognition. Metacognitive experiences serve useful
functions in ongoing cognitive activities. For instance,
if you have trouble solving a problem, a metacognitive
experience may help you to restructure your thinking so
that you can reach a solution. In this sense, a
metacognitive experience 1is adaptive. Moreover,
metacognitive experiences tend to be influenced and
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Proposed Model of t£2lf-Assessment 4

shaped by whatever relevant metacecqnitive knowledge you
have acquired. 1In turn, metacognitive experiences must
also contribute information about persons, tasks, and
strategies to one's developing store of metacognitive
knowledge.

According to Flavell, it would seem that
metacognitive knowledge, metacognitive experience, and
cognitive behavior are constantly informing and eliciting
one another during the course of a task.

Bocial Psycholoqgy Literature

Learning does not occur in a vacuum and is
influenced by a number of different components which can
be loosely grouped into external influences
(sociocultural influences) and internal 1influences
(individual characteristics). The work of social
cognitivists and the emerging field of cultural
psychology is particular salient to our proposed model
for self-assessment.

Social cognitivists like Vygotsky (1962) and Cole and
Scribner (1975) bring to cognitive psychclogy the premise
that cognitive activities develop and are modified within
sociohistorical and cultural contexts. The effect of
these influences can be observed in an individual's
choice of activities, motives, and priorities. Thus, the
individual's schema for self-assessment is based not only
on metacognitive knowledge and experience but also on a
variety of internal and external influences. The
emerging discipline of cultural psychology also speaks to
this issue in that it views individual development and
functioning as occurring in particular intentional
worlds--that is within unique sociocultural environments
that have within them unique communities of individuals
with unique beliefs, desires, emotions and purposes
(Shweder, 1990). From this perspective, we would expect
metacognition to be influenced by an individual's level
of involvement and commitment along different social
domains (i.e.,school, family, workplace, etc.). 1In this
way, learners (at any age) can be seen as belonging to
interconnected systems which influence their learning at
every turn.

1‘9‘139



Proposed Model of Self-Assessment 5

Possible Model for Self-Assessment

What higher order thinking occurs during an
individual's self-assessment? What influences this self-
assessment capacity? How can we improve an individual's
ability to self-assess, and does this ability hold along
different knowledge domains? We believe these questions
can best be answered by positing a self-assessment model
that takes into account the metacognitive and social
psychology theories we discussed above.

In this model, self-assessment behaviors are really
manifestations of metacognitive processes involving
metacognitive knowledge and metacognitive experience.
These metacognitive processes make up an individual's
schema for self-assessment. This schema is part of the
individual's overall cognitive processes. However, at
the same time, the self-assesment schema acts as a
mediator of cognitive activities in differe it knowledge
domains. Thus, we may view the self-assessment schema
as a generalized cognitive process that is operable along
a wide array of knowledge domains.

The operation of this self-assessment schema may
"occur at two levels. During a task, a person may perform
frequent incremental assessments of his performance in
order to reach completion. The self-assessment schema is
utilized in a formative fashion in orderr to monitor and
modify the on-going task. Once the individual has
completed the task, he again utilizes the self-assessment
schema to do a summative evaluation of his performance on
the overall task. He may then use this summative
evaluation to modify his self-assessment schema, which
will be used again at some future task.

However, all cognitive processes (e.g.,
metacognition and particularly self-assessment) do not
merely occur independent of other influences, as we
mentioned earlier in our social psychology section.

External influences in an academic environment may
include the school. Within a school setting, the goals,
curriculum, training, faculty-student interaction , etc.
may affect the individual's ability to self-assess. The
individual's family life, culture, neighborhood, and the
media may also impact on self-assessment.

Any task which requires the use of the self-
assessment schema 1is itself embedded within these
external influences. The tasks may come from the schonl
(e.g., performance on exams), from the family (e.g.,
interaction dynamics among family members), or from the
neighborhood, etc. The completion of these tasks provide
the individual with opportunities to activate his se'f-~
assessment schema. Subsequently, he modifies his schema
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to account for his task performance and the external
factors which influenced this performance.

In addition, internal influences (such as various
individual characteristics) can affect the components of
the self-assessment schema. A person's temperament, such
as whether one is an introvert or an extrovert, may
affect how the self-assessment schema is utilized in a
given task. In addition, an individual's self-esteem or
self-concept, motivation, school achievement, social
skills, etc. also play a role in influencing the
components and formation of this self-assessment schenma,
thus ultimately influencing the individual's performance
in a task.

Because the.'e internal and external influences act
as mediators of tlL~ self-assessment schema, they provide
opportunities or avenues to intervene by modifying the
schema, which , in turn, may change an individual's
performance on a task. Moreover, the interactions among
the self-assessment schema, the internal influences and
the external influences are not just one-way
interactions. The self-assessment schema are not only
being influenced by external and internal influences.
The self-assessment schema (and all other cognitive
processes) also impact on these external and internal
factors. For instance, modifying an individual's
previously in.ffective self-assessment schema to a more
effective schema may improve his self-concept and his
self~-confidence (internal characteristics), as well as
also 1improve his performance at school (external
environment).

Conclusions and Inplications for Research

This paper provided a brief discussion of the
metacognitive 1literature and the sccial psychology
literature as it may pertain to self-assessment as a
social cognitive construct. These theoretical frameworks
posited (mainly Flavell's metacognitive components and
the social cognitivists (Vygotsky, Cole and Scribner)
provided the basis for a proposed model o self-
assessment in an academic environment. Much of the self-
assessment literature out there seems to be limited to
describing the manifestations of self-assessment
behaviors in various student populations. The utility of
providing a model of self-assessment is that it provides
a contextual framework in which we could discuss various
self-assessment behaviors in a less limited manner. How
can we observe developmental change in self-assessment?

Brown and DeLoache (1978), using recommendations
made by Cole and Scribner (1975), advocated three
components of researchirg developmental change in
competencies. It calls for a synthesis of ethnographic
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and experimental methods and for the investigation of
particular activities along a range of situations (from

natural observations to experimental). First, they
believe one should examine the individual's understanding
of the experiment or task and his role in this. One

should be fully aware of the task demands and how they
appear to the individual being tested. Second, they
believe in "experimenting with the experiment". That is,
researchers should use variations of a paradigm
applicable to the individuals being studied. Third,
researchers should investigate the same process in a
range of situations, whether in naturally-occurrring or
experimental situations.

I believe the current self-assessment literature can
benefit from conducting research in this manner. The
complexity of self-assessment and its importance to
learning behooves us to make certain that research in
this area goes beyond merely descriptive analysis of
self-assessment behaviors. The development of a viable
model for self-asessment can be instrumental in enhancing
our understanding of what exactly develops when one goes
from a novice learner to an experienced learner in a
knowledge domain.
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The Perception of the Educational Value of Channel One Among Secondary
Level Teachers and Students.

Ted Carlin Zulma Quinones Robert Yonker

Whittle Communication’s Channel One is an educatio.al broadcast service desipned
specifically for teenagers. This twelve minute daily broadcast claims to deliver top-quality
news and information to schools, via satellite, with state-of-the-art production

techr.iques. By creating a program that is completely original, Channel One hopes 1o
consistently deliver riveting, age-appropriate coverage 1o an audience lacking in consisient
news viewership. The purpose of this study was to describe student and teacher
attentiveness 1o Channel One, and the perceived educational value and the qualirv of the
presentation of Channel One within the Lakota School Districi of northwestern Ohio. A
self-report questionnaire was used 1o survey all students (n=512) and teachers (n=33) at the
junior and senior high schools. The results show that the mean viewing time of Channel
One by students is 8.5 minutes, and that 74.8 % of the <tudents supported Channei One's
claim that the service provides new ideas to think about. However, 78.9% of the students
do not seek out more information about a topic shown on Channel One. In terms of the
presentation of Channel One, 72.6% of the students rated the overall quality of the
programming to be good or exceilent. The average viewing time for teachers was 10
minutes, with 87.9% indicating that Channel One provides new ideas to think about.
Ninety-seven percent of the teachers stated that the overall quality of Channel One was
good or excellent. Overall, the analysis of the data seems 10 support the effectiveness of
Channel O.c in increasing students’ awareness of news and current evenls.

Introduction

Studies and commentaries ("A Nation Sull at Risk," 1989: Harris, 1989),
suggested that American education is in serious trouble and that graduates of American high
schools are not competitive with their counterparts in many foreign countries. Educators,
politicians, and social critics have offered reasons for the problems with education, but
most all agreed that American students are deficient in areas such as science, mathematics,
geography, history, and cultural literacy. Particularly troublesome to many was the fact
that a number of students had little, if any, awareness of basic current events and 1ssues.
The education plight is reflected in some of the following educational indicators:

*Six percent of seventeen-year-old high school students can solve multi-step
math problems and use basic algebra.

*Seven percent are able to infer relationships and draw conclusions from detailed
scientific knowledge.

*Given a blank map of Europe and asked to identify particular countries, young
American adults typically give the correct answer less than one time in four (Finn,
1989).

*Twenty-seven million adults in the United States are functionally illiterate.
*Forty-six million adults are considered "marginal” literates.

*The drop-out rate ranges between 40 and 60 percent in areos like Los Angeles,
Boston, Chicago, Detroit, and New York.

*Each day, ncarly 3800 teenagers, nationwide drop out of school, according to the
Department of Education (Townley, 1989).

From the educational indicators presented, it is clear that the panel which produced
the "Nation at Risk” report in 1983 had good reasor to be alarmed. The panel indicated
that the United States had to act promptly or an educational meltdown would occur, the
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educational systern would crack, our culture erode, our economy totter, our national
defenses weake: (Finn, 1989).

In 198Y. u grim portrait of the public school system emer< :d from the Second
Gallup Phi Delta Kappa Poll, which surveyed the attitudes of U.b. teachers toward the
public schools. Teachers tend to regard themselves as martyrs. They believe that they are
unappreciated and underrewarded, and they blame everyone but themselves for recognized
school problems (Elam, 1989). The most frequently mentioned reason for the public
school system's dyer situation, as cited by 34% of all «eachers (830 respondents-57.2%
elementary tzachers, 32.7% secondary teachers, 4.2% both, 5% other) in the 1989 Gallup
Poll, is parents’ lack of interest and support. Others charged that parents do not help
students realize the importance of preparing for the future. Some pointed to parental
apathy, while others said that parents lack faith in the school system. Lack of proper
financial support was the second most frequently mentioned reason; teachers acknowledge
that the lack of financial support is related to other school problems. Other reasons
mentioned as factors leading to the public education system's possible meltdown were:
pupils' lack of interest/truancy {26%), poor curriculum/poor standards (6%),
communication problems (3%), large schools/overcrowding (4%), teachers' lack of interest
(3%), difficulry in getting good teachers (2%), and low teacher salaries (7%).

A seri-literate population, lacking both good learning habits and basic skills and
knowledge, cannot support a productive economy. Scholars and studies often speak of
potential solutions which can be used as guides to improve the educational system. Chester
Finn (1987) offered direction for the improvement of the educational system. Some of his
recommendations indicate that we must:

*Focus public regulation of education on ends, not means--professional educators
need the latitude to organize schools and determine what happens within them.
*Let the schools manage themselves--each school should make its own key
educational management decisions.

*Promote more imaginative school leadership.

*Engage parents as well as schools.

*Make better use of technology--technology allows the teacher to transform the
classroom into a place where teachers teach, children learn.

Finn's final recommendation--make better use of technology--did not fall on deaf
ears. The classroom has been profoundly affected by technological innovation, from
computers to televisions. The use of these new innovations create ncw environments and
new forms of knowledge. The classroom is vulnerable to technological innovation (Kaha,
1990), and as Finn (1987) has indicated the teacher should make better use of the
technology. As Kaha (1990) states: "The classroom cannot exclude the impact of
television.” As Marshall Mcluhan pointed out, on€ can be absorbed by the glowing screen
of television in a way that is not possible with books.

Between 1958 and 1960, Schramm et al., conducted the landmark study of the
effects of television on North American children. as reported in Television in the Lives of
Qur Children (1961). The primary focus of this study was on the uses and functions of
television for various categot es of children. The study found that public affairs and news
programs were not viewed consistenetly until the teenage years. Viewing of these types of
programs depended on the teenager's age, sex, and mental development. Their results
concluded that the "brighter” teens were the first to turn away from traditional entertainment
programs in favor of news and public affairs content