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THE USE OF COLIATERAL INFORMATION IN PROFICIENCY ESTIMATION
FOR THE TRIAL STATE ASSESSMENT'

John Mazzeo
Eugene Johnson

Drew Bowker
Y. Fai Fong

Educational Testing Service

INTRODUCTION

Beginning in 1984, most of the results for the National Assessment of Educational Progress
(NAEP) have been reported in terms of IRT-based scales (referred to here as pmficiency scales).
Estimates of features of the distribution of proficiencies (such as means, percentile locations, and
proportions of students above certain levels) are routinely reported for important demographic
subgroups, as well as for gxoups of students defined by their standing on a host of educational
relevant variables.

In NAEP, the estimation of these proficiency distautions is based on a particular set of
marginal estimation procedures sometimes referred to as the plausible values approach (Mislevy,

Beaton, Kaplan & Sheehan, 1992) . As discussed in Mislevy (1991), the computing approximation

used to carry out this approach is based on an extension of Rubin's (1987) multiple imputation
procedures for survey nonresponse. Random draws, called plausible values in NAEP, are taken

from predictive distributions, the parameters of which depend on students' reg7onses to cognitive

assessat items, other kinds of survey questions, and demographic variables. Following Rubin,

multiple draws five of them) are taken from the predictive distribution of each sampled examinee.

When analyzed appropriately, these plausible values provide estimates of various features of the

distnbution of proficiencies, as well as appropriate estimates of the relationships between
proficiencies and other variables, that are consistent under the model used to construct them.

The model-based predictive distributions which form the basis of the approach consists of

two components, a latent variable model, and a population model (Mislevy, 1991). IRT provides the

'The work upon which-this paper is based was performed fc r the National Center for Education
Statistics, Office of Educational Research and Improvement, b Educational Testing Service. The
authors are grateful to Dave Freund, Ed Kulick, Laura McCamley, for data processing and
statistical programming. The authors would like to mend special thanks to Bob Mislevy for his
always enlightening discussions on matters related to the current paper and more generally to
NAEP scaling and analysis issues.



latent variable models used in NAEP The population model, described further below, is similar
in form to a multivariate regression model with IRT proficiencies being the depender variable and
demographic variables, survey variables, and, responses to other background questio s forming the
predictor variables. The parameters of both the latent variable and population models are
estimated from the NAEP assessment data using marginal estimation procedures (see. e.g., Mislevy,
Johnson, & Muraki, 1992).

In 1990, NAEP carried out its first Trial State Assessment (TSA) ir eighth-grade
mathematics. As with the national assessment, resuit were analyzed and reported wing IRT-based
scales for each of the 40 jurisdictions that agreed to pu icipate. Separate scales we t produced for
five mathematics content areas. Results for each participant were estimated usim. the same kind
of plausible-values based approach that has been implemented since 1984 wita the national
assessment As applied to the TSA, the estimation procedures involved estimatini a single lp.tent
variable model (the three-parameter logistic (3PL)), but separate population nodels (hence,
separate sets of predictive distributions) for each of the participating jurisdictions Mazzeo, 1991).
The models were similar in form (i.e., linear multivariable regression modeb however, the
parameters of the model (i.e., the regression coefficients and residual variance ma rices) were free
to vary across jurisdictions.

The rationale for such an approach, discussed further below, was to ensupl consistent (i.e.,
asymptotically unbiased) estimation of results for important subgroups within each of the
jurisdictions. However, the approach was labor intensive, computationally intensive, and time
consuming. With the planned expansion of the TSA to more academic subjects and more grades,
along with desires for more timely reporting, a simpler, less labor intensive alternative producing
comparable results would clearly be attractive. In addition, as discussed further below, simpler
alternative procedures could, in principal, have more desirable statistical properties than the
procedure actually used.

The research described here examines the adequacy of several more rest ictive approaches
within a plausible values framework. Because they are more restrictive, the e approaches are
computationally less burdensome and could provide improved performance from a statistical
standpoint Each of the procedures was used to reanalyze the results of the 19 ) TSA for eight of
the participating jurisdictions. Results obtained from each of the procedures ind the procedure
used operationally in 1990 are compared to results obtained by a criterion pr Icedure (described
below).

Qyervi_si,platiaprgag_ew h

Since its inception in the late 1960's, NAEP has used matrix sampling mt,.tthods in an attempt

to provide broad content coverage within the subject matter domains while ma tntaining acceptable
limits on examinee testing time. Beginning in 1984, a particular variant of matrix sampling,
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balanced-incomplete block spiraling, was coupled with Item Response Theory (IRT) scaling methods
to provide a new approach the analysis and reporting of NAEP results (Messick Beaton, & Lord,
1983). Since that time, NAEP results have, for the most part, been reported on scales derived from
IRT.

IRT was developed in the context of measuring individuals, where each examinee is
administered enough items to estimate his or her proficiency (0) with a large degree of precision.
In such mses, quantities that are of interest to consumers of NAEP reports (such as features of the
distribution of 0 for various demographic subgroups) are reasoi ably approximated by distributions
of point estimates of 0 (such as maximum-likehbood estimates). However, this approach breaks
down in the assessment setting where, due to limited testing time, each individual is administered
relatively few items in a scaling area. The uncertainty associated with point estimates of 0 is too
large to ignore, and the featura of the distribution of these estimates can be seriously biased as
estimates of the distribution of 0 (see, e.g., Mislevy, Beaton. Kaplan, & Sheehan, 1992).

In order to circumvent such difficulties, most NAEP results (such as proficiency means for
subpopulations, the proportion of examinees above particular proficiency levels, and the
relationships between proficiencies and educational variables) have been obtained using marginal
estimation procedures which do not require point estimates for individual examinees. In NAEP,
these marginal estimation procedures have been approximated using the so-called "plausible value'
technolog (Mislevy, 1991; Mislevy, Johnson, & Muraki, 1992; Mislevy, Beaton, Kaplan, & Sheehan,
1992). The following is a brief overview of the plausible values approach as applied in the context
of NAEP. A more thorough treatment can be found in Mislevy (1991).

In NAEP, samples of examinees are administered assessment instruments and background

questionnaires and additional information is obtained from the teacher's of the sampled examinees
as well as the principals of their schools. Thus, for each examinee, the observed data available are
responses to a subset of cognitive items included in the assessment, as well as a variety of
back/7mnd questions relating to demographic characteristics and other vzlucationally relevant
variables. Let y be a vector of containing responses of all assessed examinees to all background
variables, attitude questions, and survey design variables (such as school membership, or type of
community). In other words, y = (yy2,..y)', where y indicates the vector of background variables
for the ith examinee. Similarly, let = (Ng2,...26)' refer to the vector of responses of these students
to the cognitive items included in the assessment. In addition, let 0°=(/,,,E...f.)' represent the
vector of examinee proficiencies on the (possibly multiple) IRT scales of interest

If the were observed for each of the sampled examinees, it would be possible to compute
a statistic t(0°,y) (e.g., a sample mean or sample percentile point for some subpopulation) to
estimate some corresponding population quantity T. However, 0 is unobservable. Following Rubin
(1987), 8 is treated as "missing data" for all sampled examinees and t(fity) is approximated by its
expected value given the observed data (x,y),



rob) graiwtcran pax) paw) de (1)

In NAEP, a Monte Carlo approximation to (1) is obtained by taking random draws from
a predictive distribution of proficiencies for each examinee conditioned on their item responses and
their responses to background questions and survey variable& These predictive distributions are
denoted here as p(f lux). The values of these random draws are referred to as imputations in the
sampling literature and plausible values in NAEP.

Of course, in NAEP, as in most applications, the predictive distributions are unknown. in
order to evaluate the integral in (1), a particular model must be anumed and estimate& denoted
p(f INA), obtained. In NAEP, the predictive distributions are characterized as

PUi Rbe
izia? = (2)

In (2), lc' is a proportionality constant and P(g, II), what Mislevy (1991) refers to as the latent

variable model, is the likelihood for induced by the vector of responses to cognitive items xi under
an IRT model with conditional independence. The remaining piece, p(1,11), referred to by Mislevy
(1991) as the population model, is the joint density of proficiency conditional on the obsezved value

y, of backgound responses. This joint density is assumed multivariate normal with meat en by

ley, and covariance matrix X, where r is a matrix whose columns contain the coefficieni4 for the
regressions of each of the elements of on y. The model for the joint density of proficiency
conditional on the background data is known in NAEP parlance as the conditioning model.

In NAEP, estimates of predictive distributions are obtained in two steps. First, assessment
data are used to estimate IRT item parameter using BILOG (Mislevy and Bock 1982). These item
parameter estimates are then treated as known and used to fit a linear model to the assessment
data of the form

where e is assumed normally distributed with mean zero and dispersion matrix Z. Maximum
likelihood estimates of T and I are obtained using Sheehan's (1985) MGROUP computer program.
The program uses a variant of the EM solution described in Mislevy (1985) in which a normal
approximation to P(3,1/) is used (for further details see Johnson & Mislevy, 1991, or, Mislevy,
Johnson, & Muraki, 1992). Based on the MLE's for T and I, and the normal approximation to
P(3,19), MGROUP then also produces an estimate of the predictive distribution for subject i,
p(113,y,), from which the plausible values are drawn.
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The plausiblg values approach applied to tile 1990 TSA

As described in Mazzeo (1991), a common latent variable model for each of five content
area scales was estimated for use with all 40 jurisdictions participating in the TSA. Procedures for
estimating the populations models were more complicated.

Plans for reporting each jurisdiction's results required analyses examining the relationships
between proficiencies and a large number of background variables. The background variables
included student demographic characteristics (e.g., the race/ethnicity of the student, highest level
of education attained by parents), student attitudes toward mathematics, student behaviors both in
and out of school (e.g., amount of TV watched daily, amount of mathematics homework each day),
the type of math class being taken (e.g., algebra, or general eighth-grade mathematics), the amount
of emphasis provided by the students' teachers to various topics included in the assessment, as well
as a variety of other aspects of the students' background and preparation, the background and
preparation of their teachers, and the educational, social, and financial environment of the schools
they attended. Overall, relationships between proficiency and more than 50 variables, taken directly

or derived from the student, teacher, and school questionnaires, or provided by Westat, were to be
estimated and reported. When expressed in terms of contrast-coded main effects and interactions,
this resulted in a total of 167 variables (see Koffler, 1991, Appendix C for a listing).

As descdbed in Mislevy (1991), statistics that involve proficiencies and variables that are
explicitly incorporated in the predictive model for 0 are consistent estimates of their corresponding
population values. Statistics involving variables not included in the model are potentially subject
to asymptotic biases. The degree of bias to be expected is a function of the camplement of test
reliability and the extent to which an omitted variable is independent of the variables included in
the predictive model.

To avoid biases in reporting results and to minimize biases in secondary analyses, it was
desirable to incorporate as many of the 167 contrasts into the predictive model as possible. The
same background set of contrasts were included in the predictive model for all 40 Trial State
Assessment participants. However, a decision was made to t*timate population models separately
for each of the 40 TSA participants. Estimating separate population models for each state was
more complex than the simpler alternative of estimating a single model for all 40 states. However,
it was felt that there were significant potential problems associated with the simpler approach to
warrant the more complicated approach. The need for separate population models for each state
can be understood by examining the potential problems associated with estimating a single common
model.

Under the assumptions of the model, estimating a single model for all 40 states would
produce consistent estimates of the means for subfFoups for those contrasts that were explicitly
included in the model. For example, since a Race/Ethnicity contrast was included for Asian
Americans, a consistent estimate of the mean proficiency of the total group of Asian-American
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students represented by those students who participated in the Trial State Assessment could be
obtained from the single model. But TSA results were to be reported separately for each state and
for subgroups within the states. Given this reporting structure, the single model approach is
problematic because it will produce consistent estimates of the mean proficiency of subgroups within
each state only if the magnitude of the effect associated with a particular contrast is identical across
all 40 jurisdictions. Thus, the single model approach is tantamount to assuming there are no state-
by-contrast interactions. This assumption appeared unnecessarily restrictive. The least restrictive
approach, the one chosen, was to estimate separate population models for each jurisdiction.

Estimating separate models for each jurisdiction was not without problems, both practical
and theoretical. First, a number of exact and near multicolinearities existed among these predictor
variables within each of the jurisdictions. In a standard regession analysis (e.g. unweighted least
squares or maximum likelihood estimation), estimation of regression coefficients in the presence
of such multicollinearities often results in computing problems and numerical instabilities. The M-
step of each cycle of M-GROUP's EM algorithm is taming out a maximum-hltehlood estimation
of I' based on sufficient statistics calculated in its preceding E-step. Hence, similar problems arise
in MGROUP when one tries to obtain numerically stable estimates of I', and, consequently, M.
Identifying these colinearities and removing them by selectively deleting variables for each
jurisdictions would be a time consuming task. A more time efficient alternative was to transform
the original predictor variables into a set of linearly independent variables by extracting principal
components from their correlation matrix. Principal components, rather than the original variables,
were used as the I variables in the population model.

Estimating a regession model by maximum-likelihood using a full set of principal
components is equivalent to estimating a model in terms of the original predictors (see, e.g., Joliffe,
1986). To see why, let Z be an n-by-q matrix variables to be predicted, let W be an n-by-p matrix
of standardized predictor variables, let B be a p-by-q matrix of regression coefficient, and let E be
a matrix of residual terms. Also let A be the matrix of orthonormal eigenvectors of WW and let
V = XA be the matrix of principal components. Then,

z xB +E. XAAII3 VG + E (4)

where G = A"13 is the matrix of regession coefficients for the principal component scores. Even
when multicollinearities are present, the full set of components can be used to obtain an unbiasedA

estimate 8=AG that avoids computational problems. However, such an estimate may be subject
to undesirably large degrees of sampling variability (Gunst & Mason, 1977)

An additional reason to worry about sampling instabilities in regression coefficient estimates
is the large variables-to-observations ratio that would result from estimating separate predictive
models for each jurisdiction. A typical sample size for the 1990 TSA participants was about 2,500.
With 167 variables in the model, the ratio of variables to observations is about 15, which would not
be considered large for a simple random sample. NAEP data are collected according to a
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multistage sampling design which inflates standard errors of most statistics relative to their standard

errors under a simple random sampling design. Thus, because of the presence of multicollinearities,
as well as the high variable to observation ratio, it seemed desirable to attempt to reduce the
dimensionality of each states predictor variables.

One way to obtain estimators of regression coefficients with smaller sampling variances
under the fixed effect model is to delete principal components associated with the smallest
eigenvalues (see, e.g., Belinfante & Coxe, 1986; Coxe, 1984; Gunst a Mason, 1977). Equivalently,

one can set coefficients for those components to 0 in the model and &min an estimate of G subject
to those restrictions. If H is the matrix of regression coefficients for the principal components with

appropriate rows set to zero, and H is its estimate, then 13*=Aiii is the correspJniing restricted
estimated for the coefficients in terms of the oriOnal variables. B has smaller sampiing variabflity
then B, but may biased to the degree that the restrictions imposed on G are not true. Analyses
by Kaplan and Nelson (see Mislevy, 1991) on the 1988 NAEP Reading data suggested that a
relatively small subset of principal components would capture almost all of the variance and most
of the complex intercorrelations among the set of original variables and would reduce most of the
potential bias for primary and seoondazy analyses of NAEP results.

Based on the above considerations, population models for each jurisdiction were obtained
by including only a subset of the full complement of principal components as predictor variables.
The principal components were produced separately for each jurisdiction. In other words, we
obtained a separate eigenvector matrix A, for each jurisdiction based on that jurisdictions cross-
product matrix of standardized predictors (W,). The subset of principal components to include in
the model was then done separately for each jurisdiction. In other words, the restrictions to be
placed on G was decided on separately for each state. The number of principal components included
in the population model for each jurisdiction was that number required to account for
approximately 90 percent of the variance in the original contrast variables. Mislevy (1991), shows
that this puts an upper bound of 10 percent on the potential bias for all analyses involving the
original variables. Finally, population models were estimated separately for each jurisdiction based
on only that jurisdiction's data. In other words, separate estimates of the matrix of residuals (4)
and separate restricted estimates of the model coefficients ift7i.A,a, were produced for each
jurisdiction.

Some alternativgs to the approach used

The procedure used to estimate predictive models for the 1990 TSA participants was
developed in an attempt to: a) avoid unnecessary assumptions about the constancy of the
relationships between background variables and proficiencies across jurisdictions, b) avoid
computational difficulties due to multicollinearities, and, c) reduce the potentially large sampling
variability associated with using a high dimensionality predictor variable. The resulting procedure

7



was, however, quite labor intensive and computationally burdensome. Because of the possible
expansion of the scope of the TSA in the future, and the desire to shorten timelines for the analysis
and reporting of results, there was considerable interest in considering less labor and less
computationally burdensome procedures. If such procedures produced equivalent, or near
equivalent results to the one used in 1990, consideration could be Oren to implementing these
procedures in 1992 or in future NAEP assessments.

From a more statistical standpoint, there was interest in examining alternative procedures
for reducing the dimensionality of the set of predictor variables. As mentioned above, deleting
principal components with small eigenvalues is equivalent to using a restricted estimator for the
coefficients of the population structure model which are possibly biased but may have smaller
variance than an unrestricted estimator. If the restrictions imposed are correct (i.e., if the principal
components set to 0 are, in fact, unrelated to the variable to be predicted), such a restricted
estimate also has smaller mean squared error than the unrestricted estimator. However, this is not
always the case. However, Lott (1973), for one, has provided examples in the context of principal
components regression in which components with small eigenvalues have substantial relationships

with the dependent variable. Eliminating these components from the regression equation can
produced restricted estimates with smaller variance, but their associated bias results in larger mean
squared error (MSE). A logical alternative approach would be to delete components with the
smallest correlations with the dependent variable of interest. Keeping components with the
strongest correlation with the dependent variable tends to result in restricted estimators with larger
variance, but smaller MSE.

Based on the considerations discussed above, six alternative procedures for estimating
population models were compared. With some modifications due to practical considerations, the
alternatives were generated by crowing three factors: 1) method of obtaining principal components,
2) method of selecting principal components, and, 3) procedure for estimating the model.

Factors

Method of obtaining principal components (across-state vs within-state)

Two different methods of obtaining linear combinations of the original variables were
compared. The first method, across-state principal components, consisted of obtaining the principal

components of an agnate correlation matrix of predictor variables. This aggregate matrix was
based on all available data from each of the 40 jurisdictions that participated in the 1990 TSA. The
total sample size was about 100,800 with the sample sizes for the jurisdictions ranging from 1326
to 2843, with a typical sample size of about 2,500. The aggregate correlation matrix was produced
using a rescaled version of the sampling weights used for reporting each jurisdiction's 1990 results.

The rescaling was carried out so that the sum of the weights for all jurisdictions were equal. The



intent of the resealing was to produce a correlation matrix pertinent to a synthetic population
containing approximately equal numbers of students from each jurisdiction.

The second method, within-nate principal components, consisted of obtaining separate sets
of principal components for each jurisdiction from their within-state correlation matrix. As with the
previous method sampling weights were used in generating the matrix. This later method is the one

that was used operationally for the 1990 TSA
In the notation of the previous section, the across state principal components involved

obtaining a single set of eigenvectors A for use with all states. The values al variables in the
population model for state s were V.,=WA, where W is a matrix of predictor variables
standardized in terms of the ,,ggregate means and variances of the predictor variables. For the
within-state component method, the values of the variables for the population model for state s
were Nr,=Ww,A, where Wi, is a matrix of predictor variables standardized in terms of the within-
state means and variances of the predictor variables.

Sejecting principal components (% of trace vs r-squared criteriora

Two approaches to selecting the subset of principal components to include in the model
were used. The first approach, the approach used operationally for the 1990 TSA, was based on
a wpercent-of-trace criterion. The principal components were ranked (from high to low) in terms
of their associated eigenvalues and the first s components were selected such that the sum of the
eigenvalues for these s components was greater than or equal to 90 percent of the trace of the
correlation matrix. Applying this criteria to the within state components produces a separate sets
of restrictions on G for each state. Applying, the criteria to the across state components results for
a common set of restrictions on G for each state.

The second approach consisted of two slightly different variations, each of which used an
"r-square" criterion. The first variation, applied to the within-state principal components, is based
on the procedure suggested by Lou (1973) in the context of principal components regression. Lott's

procedure is to include in the model that set of components which maximizes the adjusted squared
multiple correlation (Kerlinger & Pedhazur, 1973, page 283) with the dependent measure. Because
principal components are uncorrelated by construction, the squared multiple correlation (and hence,
the adjusted squared multiple correlation) between the dependent variable and any set of these
principal components is simply the sum of the squared zero-order correlations of the components
in that set. This feature makes Lott's procedure particularly simple to implement. The principal
components are sorted and ranked (from high to low) on the basis of their zero-order correlation
with the dependent variable. One then determines the rank order of the principal component at
which the adjusted multiple-correlation is maximized and includes in the conditioning model that
component and all components with lower rank orders.

In the context of the present study, the dependent variable for the population model is O.

9



Because of the multiple-imputation procedures used in NAEP, accurate determination of the
correlations between principal component scores and 8 would require that predictive models be
already available. So for practical reasons, correlations with a surrogate measure of proficiency
were used to rank the principal components. The measure used was a logit txansformation of the
proportion of items answered correctly by each examinew. There were seven distinct test booklets
used for the 1990 TSA. Each booklet contains items from each of the five content areas for which
MA scales were produced and the spiral administration procedure used in NAEP results in each
book being administered to randomly equivalent samples within each of the participating
jurisdictions. Howewa, the booklets are not designed to be parallel in terms of level of difficulty.
Therefore, the logit scores from each booklet were further standardized to have a mean of 0 and
standard deviation of 1 in the aggregate sample of examinees that participated in the 1990
assessment.

Applying Lott's adjusted r-square procedure to the across-state principal components
resulted in some problems. Because of the extremely large sample size on which the across-state
approach is based (100,800 cases), the adjusted-r-square criterion suggested that virtually all
principal components should be included. As discussed earlier, such amoutcome is undesirable for
practical reasons. Therefore, an alternative r-square approach was needed for selecting the
appropriate subset of across-state principal components. An examination of multiple correlations
revealed that keeping the 83 components with the largest zero-order correlations with livit scores
resulted in a multiple r-square that was 99 percent as large as the multiple r-square obtainable using
all principal components. Therefore, this set of 83 components was used for the across-state
principal component methods.

As with the percent of trace methods, applying the r-square based criteria to the within state
components produces a separate sets of restrictions on G for each state and applying, the criteria
to the across state components results for a common set of restrictions on G. for each state

Type of population model (within-state vs across-state)

Two approaches were evaluated. The first approach, equivalent to what was done
operationally for the 1990 MA, was to estimate separate population models for each state. In other
words, separate estimates T, and I, were obtained for each of the jurisdictions. The second
approach, involved estimating a single population model for use in all the states. In other words,
a single set of estimates, r and I were produced.

The six alternative procedures

A total of six alternative procedures were obtained by combining the various levels of the
factors described above. The six procedures were as follows:

10
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1 - withio-state peSiwit: ilin-state models/select by % of trace

This procedure (denoted as wwt) was the procedure used opaationally for the 1990 TSA.
It consisted of producing separate sets of principal components from each jurisdiction'i within-state

correlation matrix. Decisions about which components to include :Ili the model were made
separately for each jurisdiction on the basis of the percent-of-trace aiterion appP- to each
jurisdiction's correlation matrix. A separate population model was then estimaied for each
jurisdiction.

2 - across-state pc's/within-state models/select by % of trace

This procedure (denoted as awt) used a single set of principal components for each of the
jurisdictions derived from the aggregate correlation matrix. The set to be included was determined
by applying the percent-of-trace aiterion to the aggregate correlation mati 'T.. A separate population
model was then estimated for each jurisdiction. Note that, unlike the wwt procedure, the same set
of principal components was included in each jurisdiction's model or, equivalently, the same set of
restrictions on the regression coefficients was imposed. However, separate estimates of these
restricted model co..fficients were obtained for each jurisdiction.

3 - across-state pc's/across-state model/select lt/ % of trace

This procedure (denoted as aat) used the same set of across-state principal components as
used for the awt procedure. However, unlike the previous two methods, a single model was
estimated and used for each of the jurisdiction& In other words, the same set restrictions was
imposed and a single set of restricted coefficients estimated.

4 - within-state pc's/within-state model/select by adjusted r-square

This procedure (denoted as wwr) is identical to procedure 1 except that decisions about
which components to include in the model were made on the basis of the adjusted r-squared
criterion applied separately to each jurisdiction's correlation matrix.

5 - across-state pesiwithin-state model/select by r-square

This procedure (denoted as awr) is identical to procedure 2 except that the set of pc's to be
included was determined by applying the 99% r-square criterion to the aggregate correlation matrix.

6 - across-state pc's/across-state model/select by r-square

11
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Denoted as aar, this procedure used the same set of across-state principal components as
the previous method but a single model was estimated and used for each of the jurisdir S.

Methods 1 and 4 represent the least restrictive alternatives. Because estimation is carried
out separately for each jurisdiction, the model being fit allows regression coefficients associatedwith

any particular variable to differ across jurisdictions. Because the principal components are
developed and selected separately for each jurisdiction, a unique set of linear constraints are being
imposed on each jurisdiction's coefficients. Methods 1 and 4 differ in that, within each jurisdiction,

they impose different sets of constraints on the parameters.
Methods 2 and 5 are slightly more restrictive. Again the estimation of separate models for

each state allows for different regression coefficients for each state. However, the use of a single
set of principal components results in the same linear constraints being imposed on the model for

all of the states. Methods 2 and 5 differ in that, within each jurisdiction, they imply different sets
of these common constraints.

Methods 3 and 6 represent the most restrictive models. Fitting a single population model
tor all participants implies an identical set of same regression coefficients for all participants and
using a single set of principal components implies the same set of restrictions. Again, methods 3
and 6 differ only with respect to the particular linear constraints being imposed on the regession
coefficients.

METHOD

Dag

The data used in the study was from the 1990 Trial State Assessment. In order to keep
work loads and costs at acceptable levels, a subset of eight of the 40 1990 participants were selected

for the study. The jurisdictions included in the study evidenced a diversity of demographic profiles

and exhibited a fairly wide range of performance on the assessment. The jurisdictions studied were
California, the District of Columbia, Florida, Hawaii, New Jersey, North Dakota, Texas, and the

Virgin Islands.

Procedure

Data from the 1990 TSA for each of eight jurisdictions were reanalyzed using one each of

the procedures described above. Estimatiopt was carried out using MOROUP. In estimating the
models, the operational 1990 IRT item parameters were used and results were obtained for all five

content area scales. Since one of the alternatives (wwt) was the actual procedure used operationally

for the analysis and reporting of the 1990 TSA results, no additional analysis was required for this

12



alternative. The remaining six alternatives required a partial reanalysis of the 1990 data. For the
methods which estimated a single population model for all jurisdictions (aat and aar), principal
components were determined and the population model was estimated using all available data from

the 1990 TSA (i.e., using data from all 40 participants). Data were weighted so that each
jurisdiction contributed equally to the resulting estimates. The same principal components used for
the single population methods were used with the awt and awr methods.

The major purpose of using the plausible values approach in NAEP is to ensure that
consistent estimates of important subgroup differences, such as male/female and white/black
differences can be obtained. Therefore, the procedures were compared by focussing primarily on
the magnitude of estimated subgroup differences on the NAEP proficiency scales and estimates of
the within-subgroup variability in proficiency. Comparisons were confined to two of five content
area scale, Numbers and Operations(NO), and Data Analysis, Statistics, and Probability (DASP).
The NO scale is the longest of the 1990 grade 8 scales and, with a typical examinee being
administered about 20 items. The DASP scale is the shortest of the 1990 grade 8 scales with a
typical examinee being administered 8 items. The importance of the conditioning model used
depends on the amount of information available about individual profiCsencies (Mislevy, Johnson,
& Muraki, 1992). Consequently, the greatest differences between the methods is to be expected
for the DASP scale and least for the NO scale. An additional legitimate criteria for comparing the
procedures involves comparing them in light of estimates of the variability (due to sampling and
other sources) associated with each.

Each of the above alternatives was evaluated by comparing its results to those obtained using

a close approximation to a full maximum-likellood solution under the least restrictive model. A
full maximum-blelihood solution under the least restrictive model would entail separate coefficients

for each jurisdiction for each of the predictor variables included in the population model. Such a
model would result in unbiased estimates of the coefficients, although the error variances for the
model coefficients could be somewhat larger than those obtained under a more reetricted modeL
Within a principal components framework, such a model would be estimated by using separate sets

of components for each jurisdiction, including all components with non-zero eigenvalues, and fitting
the model separately within each jurisdiction. However, the inclusion of principal components
associated with near zero eigenvalues often results in computational instabilities.

The criterion procedure actually used was an approximation to the full maximum-likellood

solution which avoided the computational instabilities. The procedure involved obtaining separate
sets principal components for each jurisdiction and deleting principal components which showed
evidence of computational instabilities. Such instabilities arise for the components with extremely
sm.til eigenvalues and are evident when one examines correlations among such components or with
these components and other variables. Across the jurisdictions that we studied, such instabilities
could be effectively eliminated by deleting the set of principal components with the smallest
eigenvalues such that the sum of the eigenvalues in the set was about 1 percent of the trace of the
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matrix of all eigenvalues. The remaining principal components were then used to estimate a
separate population model for each jurisdiction.

Appendix 1 shows the total number of original variables, the number of exact colinearities
(Le., the number of 0 eigenvalues) and the number of principal components deleted due to
computational instabilities. Appendir, 2 shows total group and subgroup sample sizes for eacn of
the eight jurisdictions evaluated in the study.

RESULTS

Table I shows the number of principal components included in the model for the met-tods
that selected principal components separately for each state. The number selected (or, equivakntly,
the number of restrictions imposed) by the adjusted R2 criteria was less than or equal to the number
selected by the percent of trace criteria for all but one jurisdiction (North Dakota). For the
methods using a single set of principal components for all states, the percent of trace criteria
resulted in substantially more components being selected (94) than did the 99 percent of R2 cr teria

(7 I).

Table 2 provides estimates of the mean and standard deviation of the aggregate population
of students from the eight jurisdictions included in the study, as estimated 1:5, the criterion method
and each of the six alternative methods. For the NO scale, estimates of the means and standard
deviations are quite similar for all six methods. The largest difference from the criterion method

occurred in the standard deviation estimate produced by the aar method. However, even this

difference is only .4 scale points. For the DASP scale, results from the two methods using a single
across-state population molel depart some from the remaining methods. Both the aat ard aar
estimates of the mean of the aggregate population are about 1 point higher than those ob:ained
with the remaining methods, while the standard deviations are almost 3 points lower. Apparently,
even for a fairly course aggregate statistic Ince the overall mean and standard deviatior of a
collection a states, using a single population model seems to introduce some distortion in locations
and unit of scale. This demonstrates that the particular conditioning model used is more important
for cases with lower levels of information about individual proficiencies.

The means and standard deviations in Table 2 were used to linearly equate the scales
produced by each of the methods to the scale of the criterion method. This was done 3 that
subsequent comparisons could be evaluated in terms of changes in results over and abovt those
related to differences in location and unit of scale. It should be pointed out, however, that such
adjustments affect primarily the single population methods as little distortion was present tor the
remaining methods. All subsequent results are in terms of these "equated" scales.

Table 3 shows the means for each jurisdicticr. deviated from the national mean or the
criterion method and for each of the alternative methods. In order to provide some framew irk for
evaluating the size of the differences produced by the various methods, Table 4 shows the
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differences between each alternative method and the criterion method divided by an estimate of
the standard error of the criterion method result. In general, we regard small differences in
standard error units as being below the threshold of noise inherent in the survey. It should be
noted that the standard error shown reflect estimation error due to sampling examinees and error
due to using multiple-imputation ,=timates of proficiency (Mislevy, Johnson, & Muraki, 1992).
However, the production version of the MGROUP program available at the time of these analyses
estimates the population model and draws multiple-imputations treating r estimata as fixed across
imputations. As a result, uncertainty associated with estimating r is not reflected in these standard
errors. (The program to be used for the 1992 analyses incorporates this source of variance).

For the NO scale, differences between the results from the criterion method and all four of
the procedures that estimated separate population models for each jurisdiction were, with one
exception, small. However, the estimate of the mean for the Virgin Islands (the most extreme
jurisdiction) differed from the criterion method estimate by over two standard errors under the awt
method and close to one standard error under the awr method. It is interesting to note that both
methods slightly underestimated how far the Virgin Island mean was from the national mean. For
the methods that estimate a single population model, results from the aar method differed little
from the criterion method. The aat method showed slightly larger differences for two of the
participants (Hawaii and DC) but all differences were less than a standard error.

Results are less satisfactory for the DASP scale. The means for Hawaii and D.C. differ from
the criterion method by well over a standard error for both the methods which used across-state
population models. The differences for the two states were in opposite directions however.
Hawaii's distance from the national mean was slightly underestimated by both methods while D.C.'s
was sligt dy overestimated.

Table 5 shows estimates of standard deviations for each jurisdiction obtained under the
criterion method. Table 5 also contains for each of the alternative methods the ratio of its
estimated standard deviation to the criterion method estimate. Table 6 provides a listing of the
difference from the criterion method standard deviation divided by the standard error of the
criterion method standard deviation. This standard error is the square root of the sampling
variance of the criterion method standard deviation, estimated by the jackknife repeated-replications

procedure (Johnson & Rust, 1992). For both the NO and DASP scales, results from the methods
which estimate a single population model differ noticeably from the criterion method results. For
the NO scale, differences exceed two standard errors for three of the eight jurisdiction for the aat
method. Results for the aar method are only slightly better. Even more dramatic differences are
evident for the DASP scale, where results differ from the criterion method in some cases by 4 to
6_ standard errors. Of the remaining methods, results appear closest to the criterion method for the
methods which selected principal components by the percent-of-trace criterion. Both the wwt and
awt methods evidenced only 1 of 16 differences larger than a standard error. The wwr and aar
methods, though better than the single population model methods, did result in several differences
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exceeding a standard error for each of the scales.

As discussed earlier, a key area of interest in NAEP results involves examining differences
in academic achievement among the various demographic groups, as well as among groups defined
by their standing with respect to certain policy relevant educational variable& As shown in Mislevy,
Beaton, Kaplan, & and Sheehan (1992), the predictive models used in NAEP are essential to ensure
accurate estimation of subgroup differences when examinees are administered a relatively small
number of items. Therefore, it is of particular interest to examine estimates of subgroup differencix
obtained under each of the alternative methods. In addition, it of equal interest to examine the
extent to which the number of items taken by each =minim mitigates the effects of differences in
the methods of obtaining population models. As mentioned earlier, one would expect larger
differences due to method for the DASP scale.

Table 7 contains estimates of male-female differences as estimated by each of the population
methods. Table 8 contains the differences between each alternative method and the criterion
method divided by the criterion method standard error. Differences between the alternative
methods and the criterion method are quite small for the NO scale, with one notable exception.
Under the criterion method, the gender difference in Hawaii was estimated as 8 points favoring
females, compared to 0 points for the nation as whole. Under the aat and aar method, Hawaii's
gender difference is shrunk to 5 and 43 points respectively, differences that are on the order of 2
standard errors. Hawaii's results are equally unsatisfactory under theacross-state methods for the
DASP scale. In addition, the results for the Virgin Islands suggest that the size of the gender
difference is underestimated, relative to the criterion method, by all six alternative methods and the
underestimation is fairly substantial for three of methods (awt, wwr, and aar). Somewhat
surprisingly, one of the three methods showing substantial differences from the criterion method
was the wwr method, which involves estimating separate models for each state.

Table 9 contains estimates of mean proficiency differences between white and hispanic
students and Table 10 shows the differences in terms of criterion method standard error units. For
both the NO and DASP scales, it is apparent the methods using a single population model perform
markedly less well than the other methods. As might be expected from the earlier discussion, the
across-state methods performed particularly poorly for the DASP scales. In Florida, where the
difference is somewhat smaller than that observed nationally, and for New Jersey and Texas, where
the difference is somewhat larger than that observed nationally, white-hispanic differences are
substantially overestimated by both the single population model approaches. By contrast, in D.C.
and Hawaii, where the differences are larger than that observed nationally, the white-hispanic
difference is substantially underestimated.

As part of the NAEP survey, the teachers of the assessed students were asked a variety of
questions about their classes. One such question, included as a population variable, asked teachers
to indicate the ability level of their classes (high, medium, low, or mixed). Table 10 shows mean
proficiency differences between students in high and low ability classes, as identified by their
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teachers. Table 11 contains estimates ofmean proficiency differences between students in high and
low ability classes and Table 12 shows the differences in criterion method standarderror units. For
Hawaii, where the difference was much larger than the difference observed nationally, results from

the across-state population models badly underestimated the size of difference between high and
low ability classes. This underestimation occurred for the NO scale but was particularly noticeable
for the DASP scale where the difference was estimated under the single population methods was
only about half as large as that estimated under the criterion method.

As part of the NAEP survey, the assessed students were asked a vaiiety of questions about
their backgrounds, study habits, and out-of-school activities. One such question, included as a
population variable, asked students how much television they watched each day (1 hour or less, 2
hours, 3 hours, 4-5 hours, 6 or more hours). Table 13 shows mean proficiency differences between
students watching 1 hour or less and students watching 6 or more hours and Table 14 shows
differences from the criterion method in standard error units. With one exception, differences
between each of the methods and the criterion method are small for the NO scale. However in the
Virgin Islands, where the difference slightly favors students watching 6 or more hours of TV, the
across-state population procedures reverse the direction of the estimated effect. This effect is even
more dramatically evident for the DASP scale. Based on the criterion procedure, the mean
proficiency for Virgin Island's students reporting more than 6 hours of TV watching is almost 11
point higher than the proficiency mean for students reporting 1 hour or less of TV watching. This
effect is markedly different than that observed for the remaining jurisdictions and for the nation
as a whole. Perhaps this is due to the demographics of Virgin Islands. Students reporting less than
1 hour of TV watching may come from lower SES homes where TV's may be less prevalent. In
contrast, the Virgin Island's results based on the across-state population methods suggest that
students with 1 hour or less of TV watching have a 2 to 3 point advantage of students reporting 6
or more hours of TV watching. Apparently, the estimated difference has been shrunk dramatically
toward the national difference.

SUMMARY AND CONCLUSIONS

For both practical and theoretical reasons, the study reported here examined the adequacy
of alternative procedures to estimating population models for use in NAErs multiple imputations
procedures. From a statistical viewpoint, the alternative procedures can be considered as methods
for obtaining estimates of the coefficients of the model subject to sets of linear constraints. The
restricted estimators, though biased, may have superior properties from the point of view sampling
tariability or MSE. The least restrictive procedures (wwt and wwr) allow for separate estimates of
; and impose separate sets of linear constraints for each jurisdiction. Slightly more restrictive
procedures (awt and awr) allow for separate estimates of r for each jurisdiction but impose a
common set of constraints on all such estimates. The most restrictive procedures (aat and aar)
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require a single estimate ofT and a common set of constraints. The methods of choosing principal
components (percent-of-trace based and Rkbased) can be viewed as different empirical procedures
for identifying the constraints to be imposed.

From a practical viewpoint, the more restricted alternatives can be viewed as ways of
attempting to reduce the work load and computing requirements associated with the TSA, hence
shortening reporting deadlines and reducing costs. Using the 1990 TSA as an example, the wwt and

wwr method involve 40 sets of analyses to determine principal components and 40 sets of analyses
to carry out model estimation. The awt and awr methods still require 40 sets of model estimation
analyses, but the number of principal component analyses is reducevl to 1. The aat and aar methods
require only a single set of principal component analym and a single set of model estimation runs.
It should be clear from a practical standpoint why, if acceptable results could be obtained, the
restricted procedures would be attractive.

In our opinion, the analyses reported here indicate that the methods which estimate a sinee
population model do plot provide acceptable results. Even for highly aggregated quantifies such as
the mean and standard deviation of the composite population of the eight states studied here, the
aat and aar methods did not produce adequate results. When compared to the criterion procedure,
the aat and aar methods showed substantial differences in estimating the mean and standard
deviations for several of the eight jurisdictions studied here. For each of the four empirical
contrasts examined (male-female, white-hispanic, high ability-low ability, and 1 hour of TV-6 hours
of TV), results from the single-population-model methods differed noticeably from the results
obtained from the criterion method for several of the jurisdictions. In particular, constrasts the that
were markedly different in magnitude than those observed for the nation (e.g., ability group
differences in Hawaii) were often badly underestimated. These results suggest that the relationship
between background variables and proficiencies is sufficiently different across jurisdictions
necessitate the use of separate population models for each TSA participant.

Differences in performance among the remaining alternatives are less distinct. However, on
balance, one would have to conclude from the results presented here that the wwt method, the
method used operationally for the 1990 TSA, produced the most satisfactory results. Across all of
the state mean and contrast comparisons carried out, results from the wwt method differed by less
than a standard error from those obtained using the criterion method. In most cases, the
differences were considerably less. The single instance in which results for the wwt method differed

from those obtained using the criterion method occurred for the standard deviation of Texas on the
DASP scale (1.04 standard error units). Consequently, current plans are to continue to use the wwt
method for analysis of the 1992 TSA.

While the remaining separate-model methods did not perform poorly, their results were
clearly less satisfactory than the wwt method. Differences in overall state means, and estimates of
empirical contrasts were generally small for the wwr method. For only two of the contrasts did the
differences from the criterion method exceed one standard error. In both cases, this occurred on
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the DASP scale. However, in estimating state standard deviations, the wwr method performed
noticeably less well than the wwt method. For the former, five of differences from the criterion
method estimates exceeded a standard error in magnitude. The corraponding number was only
1. The awt and awr methods did not often result in large differences from the criterion method.
However, a few substantial differences in overall state and subgroup means were found, though
almost all appeared to be limited to the awt method applied to the data from the Virgin Islands.
For the aar method, state standard deviations were misestimated somewhat for Hawaii and North
Dakota.

Although the results reported here tend to support the use of the less restricted models in
general, and the wwt method in particular, a definitive statement on the various methods would be
somewhat premature. The analyses reported on here have focussed on comparing point estimates
of state means, state standard deviations, and selected empirical contrasts. Such comparisons are
extremely important from the point of view of identifying unacceptable biases that might result from
the various procedures. In our judgement, their is sufficient evidence of unwanted biases in the
single population models to warrant their exclusion from future consideration. However, results are
less clear cut for the various procedures which estimate separate population models for each state
and, before making defmitive conclusions, it would probably be wise to examine these alternatives
from the point of view of inteival estimates, sampling variances, and MSE. Future studies will
extend this work along those lines.

In future research, we also intend to expand the list of alternative procedures somewhat.
For example, one procedure being given consideration involves combining contrasts and principal

components in a single modeL The method would proceed as follows. First a relatively small set
of key variables would be identified. Most Illce ly, this set of variables would consist of the major
NAEP reporting variables (gender, race/ethnicity, type of community, parental education, # of
reading materials in the home, etc.). Contrasts would be defined for these variables. The
remaining larger set of background variables would also be expressed as contrasts. The second set
would be residualized for the first set and then subjected to a principal components analysis. The
final set of variables appearing in the population model would consist of the first set of contrasts
and some (hopefully) small number of principal components from the remaining contrasts.
Preliminary analyses with this approach are encouraging (Nelson, 1992). However, the necessary
evaluative research will most likely not be completed in time to impact the current assessment's
results.

Before concluding, there are several additional points that should be noted regarding the
quantification of uncertainty in NAEP results. The standard errors used in this report reflect two
sources of error, a component due to sampling and a component due to imputing rather than
observing 0. This later component is estimated by generating multiple plausible values for each
examinee (NAEP uses 5), treating these as making up five full data sets, and quantifying the
between set variance of results. Such an approach follows Rubin's (1987) suggestions for
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incorporating imputation error. However, in NAEP's computing machinery prior to 1992
(MGROUP), each set of plausible values are selected from a predictive distribution calculated using
a fixed set of item parameters and a frired estimate of F. Thus, the uncertainty associated with
these estimates in not reflected in the imputations component of variance. As a result, NAEP's
reported standard errors are somewhat optimistic.

A more satisfactory approach, one consistent with Rubin's suggestions, would be to: 1) take
a 5 random draws from the posterior distribution of item parameters, 2) take 5 random draws from
the posterior distribution of I', and, 3) produce five sets of plausible values, each using a different
estimate of item parameters and r. Such a procedure would provide more realistic estimates of
the component of variability due to imputation. Plans for incorporating uncertainty about are
already in progress. Neal Thomas at ETS is producing enhanced versions of the MGROUP
program that will accomplish this and plans are that standard errors for the 1992 NAEP results will
reflect the uncertainty involved in using estimates of F. Work in progress by Mislevy, Sheehan, and

Wingersky (1991) is directed toward incorporating information about the uncertainty arising from
using item parameter estimates.

An additional source of uncertainty in NAEP results, one demonstrated here, is their
sensitivity to models of nonresponse. As noted earlier, the plausible values approach used in NAEP
is an adaptation of Rubin's (1987) model-based procedures for nonresponse in surveys. Rubin has
talked about the need to display the sensitivity of results to different models of nonresponse.

If in a particular survey without follow-up response, there is no single accepted class
of assumptions about nonresponse, then it is obviously prudent to perform data
analyses under a variety of plausible models for nonresponse. if (a) infaences vary
in important ways as the models change and (b) the data cannot eliminate some models
as inappropriate, then the tautological conclusion must be that the data cannot support
sharp inferences without further specification of the models. (page 17, emphasis added)

In the current study, the various approaches constitute different modeLs. While it appears to be the
case that the data can eliminate some of the models (i.e., those which assume a single population
model for all jurisdictions), a decision among the remaining models is less clear cut and one could
perhaps consider then as competing alternatives.

With the exception of the single population approaches, differences in results among the
alternative procedures did occur. Such differences were, for the most part small, and in our opinion
unlikely to affect the types of inferences typically made about NAEP results. Nevertheless, such
differences do underscore the fact that there is an additional source of uncertainty not reflected in
standard errors for NAEP results, the uncertainty associated with choice of nonresponse model.
Perhaps a direction for future work would be to consider how to incorporate this kind of uncertainty
into published standard error estimates.
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Table 1 Sample size_s and number of_princVal components included
in the population model for_each state for the
criterion, wwr /Ind wwt methods

N crit wwt wwr

CA 2424 126 90 90

DC 2135 119 87 84

FL 2534 125 91 81

HI 2551 123 88 88

Ntl 2710 122 89 81

NO 2485 117 86 100

TX 2542 124 90 84

VI 1326 115 82 78

/



Table 2 -

NO Scale:

-1 nd I. tat for t el .

population of Ike ei_oht states estimated by each

alterngtive Procedure

crit wwt awt aat wwr awr aar

mean 257.8 257.8 258.0 257.8 257.8 257.9 257.9

sd 38.1 38.1 37.9 37.9 37.9 38.1 37.7

DAP Scale:

crit wwt awt aat wwr awr aar

mean 247.4 247.6 247.1 248.7 247.6 247.5 249.0

sd 49.6 49.6 50.1 46.8 49.3 49.6 46.2



Table 3 Adjusted state means deviated from nationai mean

NO Scale (National mean = 266)

crit wwt awt aat wwr awr aar

ND 20.1 19.8 19.9 20.0 20.1 20.2 20.4

NJ 7.3 7.5 7.1 7.4 7.4 7.3 7.2

TX -4.1 -4.1 -4.3 -4.1 -4.0 -4.2 -4.2

FL -5.9 -5.8 -6.4 -6.1 -5.9 -6.1 -6.0

CA -6.5 -6.5 -6.8 -6.4 -6.5 -6.7 -6.5

HI -10.0 -9.9 -10.0 -9.3 -9.8 -10.0 -9.5

DC -28.2 -27.8 -28.3 -28.8 -28.2 -28.4 -28.5

VI -38.7 -39.0 -37.3 -38.6 -39.0 -38.1 -38.8

DASP Scale (National mean = 262):

crit wwt awt aat wwr awr aar

ND 23.4 23.6 23.1 24.3 23.5 23.7 24.8

NJ 6.0 7.8 8.3 7.3 8.0 7.7 7.0

TX -5.5 -5.8 -5.5 -5.8 -5.8 -5.6 -6.3

FL -7.2 -7.5 -7.3 -7.9 -7.2 -7.3 -7.3

CA -7.8 -7.8 -6.9 -7.9 -7.7 -7.5 -7.9

HI -19.3 -19.8 -19.4 -17.4 -19.7 -19.6 -17.7

DC -41.0 -40.6 -40.3 -42.2 -40.8 -40.7 -42.3

VI -67.3 -66.5 -68.7 -67.1 -66.9 -67.3 -66.9



Table 4 Adiusted state !vans Deviation from criterion results

in se(criterionj units

NO Scale:

wwt awt aat wwr awr aar

ND -0.17 -0.15 -0.08 -0.01 0.05 0.18

NJ 0.13 -0.16 0.10 0.10 -0.04 -0.05

TX -0.03 -0.14 -0.03 0.06 -0.06 -0.07

FL 0.05 -0.40 -0.20 -0.03 -0.14 -0.08

CA -0.03 -0.21 0.04 -0.03 -0.13 -0.01

HI 0.07 0.00 0.83 0.27 0.02 0.51

DC 0.47 -0.13 -0.81 -0.05 -0.26 -0.42

VI -0.52 2.40 0.18 -0.49 0.96 -0.23

DASP Scale:

wwt awt aat wwr awr aar

ND 0.11 -0.17 0.54 0.05 0.15 0.81

NJ -0.17 0.24 -0.47 -0.01 -0.25 -0.75

TX -0.20 -0.02 -0.18 -0.18 -0.09 -0.44

FL -0.23 -0.08 -0.49 -0.02 -0.10 -0.08

CA -0.02 0.46 -0.07 0.04 0.13 -0.03

HI -0.45 -0.11 1.93 -0.41 -0.25 1.56

DC 0.48 0.76 -1.32 0.27 0.39 -1.48

VI 0.90 -1.51 0.20 0.40 0.05 0.42



Table 5 Adjusted state standard deviations relative to criterion

results from the criterion procedure

NO Scale:

crit wwts awt aat wwr awr aar

CA 37.1 1.01 1.02 0.99 1.02 0.99 0.99

DC 31.9 1.00 1.01 1.05 0.97 0.98 1.02

FL 34.7 0.99 1.00 1.00 1.00 0.99 1.01

HI 38.2 1.00 1.01 0.93 1.02 1.03 0.95

NJ 35.2 0.99 1.00 1.04 1.00 1.01 1.04

ND 30.2 1.01 0.98 1.00 0.97 0.99 1.02

TX 34.0 0.99 1.00 0.98 1.01 1.00 0.99

VI 29.3 1.01 1.01 1.01 0.98 1.01 0.99

DASP Scale:

crit wwts awt aat wwr awr aar

CA 43.9 0.99 0.99 1.00 1.00 1.00 1.01

DC 42.3 1.00 1.00 1.00 0.99 1.00 1.01

FL 42.5 1.00 1.00 1.04 1.02 1.01 1.04

HI 48.1 1.02 1.00 0.89 1.02 1.01 0.91

NJ 40.8 1.00 0.99 1.13 1.01 1.00 1.11

ND 33.2 0.99 0.97 1.05 0.98 0.93 1.05

TX 41.7 1.02 1.00 1.02 1.01 1.01 1.01

VI 41.7 1.00 1.01 0.89 0.97 1.01 0.88



Table 6 Adiusted_state standard deviations - differences from

criterion method results in se(criterion) units

NO Scale:

wwt awt aat wwr awr aar

CA 0.48 1.06 -0.42 0.74 -0.56 -0.54

DC -0.17 0.53 2.10 -1.16 -0.88 0.99

FL -0.30 0.14 0.08 -0.18 -0.45 0.34

NI 0.22 0.55 -3.25 1.00 1.24 -2.60

NJ -0.43 -0.12 2.07 0.09 0.60 1.94

ND 0.32 -0.61 0.05 -1.12 -0.18 0.60

TX -0.40 -0.18 -0.96 0.46 0.27 -0.80

VI 0.29 0.60 0.38 -0.75 0.40 -0.65

DASP Scale:

wwt awt aat wwr awr aar

CA -0.37 -0.50 -0.20 0.20 -0.10 0.55

DC 0.04 -0.10 0.03 -0.38 -0.12 0.41

FL 0.04 0.14 2.03 1.00 0.75 1.91

HI 0.85 -0.16 -6.03 0.96 0.46 -5.05

NJ 0.03 -0.40 4.60 0.33 0.17 3.71

ND -0.24 -0.80 1.42 -0.69 -2.05 1.52

TX 1.04 -0.18 0.95 0.29 0.31 0.61

VI -0.06 0.57 -4.14 -1.13 0.56 -4.81



Table 7 Male femaie differences--deviated from natio al mean

NO Scale (National mean = 0):

crit wwt awt aat wwr awr aar

ND 5.7 5.9 4.8 4.1 4.7 5.7 5.5

TX 4.0 3.4 3.9 3.3 4.3 3.7 3.3

NJ 3.5 3.7 3.4 2.8 3.5 3.0 3.0

FL 1.2 0.7 1.4 1.8 1.5 0.5 1.7

CA 1.0 0.8 0.5 2.2 1.1 0.1 1.6

VI 0.6 1.4 -0.2 1.1 0.4 0.2 0.6

DC -3.6 -4.3 -4.3 -2.5 -3.2 -4.2 -3.3

HI -8.0 -7.4 -7.3 -5.0 -8.3 -7.5 -4.3

DAM' Scale (National mean =1):

crit wwt awt aat wwr awr aar

ND 6.8 7.8 7.6 6.3 6.7 7.9 7.5

VI 5.7 4.3 2.4 4.2 1.9 4.4 1.1

FL 4.5 4.9 4.7 4.7 3.7 4.3 4.0

NJ 4.0 3.8 4.0 4.6 4.0 3.3 4.9

CA 3.0 3.5 2.9 3.6 1.9 3.7 3.9

TX 2.6 1.6 2.2 3.6 2.3 2.3 3.2

DC -1.9 -2.5 -1.6 -1.6 -1.5 -2.5 -2.3

HI -5.6 -5.2 -4.1 -2.2 -6.7 -5.3 -2.1



Table 8 M-F diffIrgnce --Deviation from criterion method results

in _secriterion) units

NO Scale:

wwt awt aat wwr awr aar

ND 0.08 -0.38 -0.67 -0.42 0.00 -0.08

TX -0.29 -0.05 -0.33 0.14 -0.14 -0.33

NJ 0.10 -0.05 -0.35 0.00 -0.25 -0.25

FL -0.24 0.10 0.29 0.14 -0.33 0.24

CA -0.09 -0.22 0.52 0.04 -0.39 0.26

VI 0.53 -0.53 0.33 -0.13 -0.27 0.00

DC -0.50 -0.50 0.79 0.29 -0.43 0.21

HI 0.35 0.41 1.76 -0.18 0.29 2.18

DASP Scale:

wwt awt aat wwr awr aar

ND 0.37 0.30 -0.19 -0.04 0.41 0.26

VI -0.58 -1.38 -0.63 -1.58 -0.54 -1.92

FL 0.15 0.08 0.08 -0.31 -0.08 -0.19

NJ -0.09 0.00 0.26 0.00 -0.30 0.39

CA 0.17 -0.03 0.21 -0.38 0.24 0.31

TX -0.36 -0.14 0.36 -0.11 -0.11 0.21

DC -0.32 0.16 0.16 0.21 -0.32 -0.21

HI 0.20 0.75 1.70 -0.55 0.15 1.75



Table 9 White-Hispanic difference deviated from national mean2

NO Scale (National mean 0 25):

crit wwt awt aat wwr awr aar

DC 41.3 38.4 38.8 36.0 39.6 40.0 33.4

CA 8.0 7.8 8.7 7.8 8.0 7.8 8.5

ND 6.8 5.8 7.3 2.9 7.8 6.4 6.0

NJ 6.7 6.3 7.4 9.6 7.5 8.0 10.4

HI 5.3 5.4 5.6 2.9 6.9 6.5 2.8

TX 1.6 1.5 1.5 2.3 2.2 2.5 2.6

FL -6.8 -7.0 -7.3 -5.8 -7.4 -6.4 -4.6

DAP Scale (National mean = 23):

DC 52.4 50.6 49.1 42.8 54.2 51.8 44.5

HI 13.7 13.7 12.6 4.4 11.8 10.6 6.6

CA 12.0 10.9 11.4 12.5 10.8 11.7 12.7

NJ 11.8 13.7 11.4 18.8 11.9 13.0 17.9

TX 2.0 2.4 1.7 6.2 2.1 3.5 6.3

ND -3.9 -7.4 -4.9 -5.1 -0.6 -4.9 -2.1

FL -9.8 -9.4 -10.9 -4.3 -8.6 -9.1 -3.4

'Results not reported for Virgin Islands due to insufficient sample sizes forwhite examinees

a."



Table 10 White-Hispanic difference --Deviation from criteriqn

method results in se(criterion) units3

NO Scale:

wwt awt aat wwr awr aar

DC -0.57 -0.49 -1.04 -0.33 -0.25 -1.55

CA -0.08 0.27 -0.08 0.00 -0.08 0.19

ND -0.15 0.07 -0.57 0.15 -0.06 -0.12

NJ -0.13 0.23 0.97 0.27 0.43 1.23

HI 0.03 0.09 -0.69 0.46 0.34 -0.71

TX -0.05 -0.05 0.33 0.29 0.43 0.48

FL -0.07 -0.19 0.37 -0.22 0.15 0.81

VI -0.53 0.47 -0.24 0.17 0.36 0.08

DASP Scale:

wwt awt aat wwr awr aar

DC -0.19 -0.35 -1.01 0.19 -0.06 -0.83

HI 0.00 -0.27 -2.32 -0.47 -0.77 -1.78

CA -0.33 -0.18 0.15 -0.36 -0.09 0.21

NJ 0.46 -0.10 1.71 0.02 0.29 1.49

TX 0.13 -0.10 1.40 0.03 0.50 1.43

ND -0.51 -0.15 -0.18 0.49 -0.15 0.26

FL 0.13 -0.37 1.83 0.40 0.23 2.13

VI -0.40 -1.01 0.67 1.28 0.54 1.35

'Results not reported for Virgin islands due to insufficent sample sizes for white examinees.



Table 11 High-Low abtlity ctjfference deviated from nationa] mgmk

NO Scale (National mean 0 49):

crit wwt awt aat wwr awr aar

HI 19.2 19.5 19.5 12.4 19.6 19.1 12.7

FL 10.6 10.5 10.7 11.1 10.1 9.4 10.8

CA 10.4 9.2 10.2 8.7 10.1 9.6 8.5

NJ 9.1 8.3 8.6 10.7 9.5 8.4 10.2

ND 6.9 5.8 3.9 3.9 5.0 7.8 6.2

TX 5.5 5.8 6.0 5.2 3.9 5.6 4.5

DC -4.3 -5.4 -4.9 -1.3 -6.1 -6.8 -2.5

VI -14.7 -15.8 -14.4 -12.1 14.8 -14.7 -11.6

DASP Scale (National mean = 57):

crit wwt awt aat wwr awr aar

HI 30.0 31.3 29.2 16.0 29.1 28.9 16.8

FL 13.7 14.3 14.3 16.9 13.5 12.1 16.4

TX 9.0 10.1 9.7 9.2 9.6 8.0 9.4

CA 7.4 7.6 7.3 11.6 10.7 7.7 10.0

DC 5.7 2.3 3.1 9.0 4.6 3.1 7.5

NJ 5.3 3.8 2.1 12.9 5.4 5.9 12.6

ND -0.7 -0.6 -1.0 3.2 -3.1 1.9 5.2

VI -4.0 -2.2 -3.5 -8.0 -3.9 -5.1 -6.7



Table 12 Hitah-Low difference Deviation from criterion method

results in se(criterion) units

NO Scale:

wwt awt aat wwr awr aar

HI 0.15 0.15 -3.40 0.20 -0.05 -3.25

FL -0.03 0.03 0.17 -0.17 -0.40 0.07

CA -0.44 -0.07 -0.63 -0.11 -0.30 -0.70

NJ -0.22 -0.14 0.44 0.11 -0.19 0.31

ND -0.26 -0.71 -0.71 -0.45 0.21 -0.17

TX 0.09 0.16 -0.09 -0.50 0.03 -0.31

DC -0.35 -0.19 0.97 -0.58 -0.81 0.58

VI -0.32 0.09 0.76 -0.03 0.00 0.91

DASP Scale:

wwt awt aat wwr awr aar

HI 0.48 -0.30 -5.19 -0.33 -0.41 -4.89

FL 0.17 0.17 0.91 -0.06 -0.46 0.77

TX 0.26 0.16 0.05 0.14 -0.23 0.09

CA 0.06 -0.03 1.27 1.00 0.09 0.79

DC -0.97 -0.74 0.94 -0.31 -0.74 0.51

NJ -0.31 -0.65 1.55 0.02 0.12 1.49

ND 0.01 -0.04 0.57 -0.35 0.38 0.87

VI 0.40 0.11 -0.89 0.02 -0.24 -0.60



Table 13 TV1 TV6 difference deviated from natignal mean

NO Scale (National mean 24):

crit wwt awt aat wwr awr aar

NJ 8.9 9.2 9.1 11.2 9.9 9.4 10.3

ND -3.3 -1.1 -2.6 -1.2 -2.5 -2.6 -2.3

CA -3.6 -3.7 -2.7 -4.4 -4.1 -3.0 -4.0

FL -4.5 -4.1 -4.5 -4.6 -4.5 -4.7 -4.3

TX -9.4 -9.3 -9.0 -8.0 -9.5 -9.9 -8.5

HI -9.4 -9.0 -9.8 -8.6 -9.8 -9.0 -9.6

DC -17.7 -18.5 -16.0 -15.5 -17.6 -17.4 -13.9

VI -27.3 -25.9 -22.8 -23.3 -26.0 -26.4 -22.7

DAP Scale (National mean = 24):

crit wwt awt aat wwr awr aar

NJ 18.1 18.5 16.5 21.9 18.4 17.0 22.7

ND 2.6 4.4 4.0 7.2 4.6 2.8 4.9

CA 0.0 1.3 1.3 2.8 -0.7 1.5 2.5

TX -0.5 -0.7 0.3 0.1 -3.7 -2.1 -1.6

HI -3.1 -3.9 -4.1 -3.8 -5.4 -5.4 -4.5

FL -3.6 -3.5 -5.4 0.5 -6.5 -3.2 -0.1

DC -11.1 -8.6 -9.7 -8.2 -11.0 -8.3 -6.2

VI -34.6 -34.5 -34.9 -20.8 -29.9 -32.1 -22.1



Table 14 TV1 - TV6 difference --- Deviation from criterion method

results in se(criterion) units

NO Scale:

wwt awt aat wwr awr aar

NJ 0.08 0.05 0.59 0.26 0.13 0.36

ND 0.51 0.16 0.49 0.19 0.16 0.23

CA -0.03 0.22 -0.20 -0.12 0.15 -0.10

FL 0.12 0.00 -0.03 0.00 -0.06 0.06

TX 0.03 0.11 0.39 -0.03 -0.14 0.25

HI 0.12 -0.12 0.24 -0.12 0.12 -0.06

DC -0.13 0.27 0.35 0.02 0.05 0.60

VI 0.52 1.67 1.48 0.48 0.33 1.70

DASP Scale:

wwt awt aat wwr awr aar

NJ 0.09 -0.34 0.81 0.06 -0.23 0.98

ND 0.38 0.30 0.98 0.43 0.04 0.49

CA 0.28 0.28 0.60 -0.15 0.32 0.53

TX -0.04 0.16 0.12 -0.65 -0.33 -0.22

HI -0.19 -0.24 -0.17 -0.55 -0.55 -0.33

FL 0.02 -0.43 0.98 -0.69 0.10 0.83

DC 0.30 0.17 0.35 0.01 0.34 0.60

VI 0.03 -0.10 4.60 1.57 0.83 4.17



Appendix 1 Number of contrasts. number of 0 eigenvalues_. and the

number of components deleted due to computatignal

instabilities

4 of 0

eigenvalues

4 of unstable

PCs

4 of

contrasts

CA 166 15 25

DC 166 20 27

FL 166 16 25

HI 166 19 24

NJ 166 16 28

ND 166 21 28

TX 166 27 15

VI 166 26 25



Appendix 2 Pbgroup sample sizes for eagh jurisdiction

Males

Females

Whites

Hispanics

High Abil

Low Abil

1-Hr TV

6-Hr TV

CA DC FL HI NJ ND TX VI

1244 1003 1291 1341 1360 1279 1261 644

1180 1132 1243 1210 1350 1206 1281 682

CA DC FL HI NJ ND TX VI

1091 54 1548 445 1789 2234 1175 20

818 192 398 264 363 70 926 265

CA DC FL HI NJ ND TX VI

638 287 602 588 639 254 371 162

394 378 489 653 541 179 407 248

CA DC FL HI NJ ND TX VI

398 157 299 252 332 334 313 229

262 716 471 572 349 158 375 351


