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The use of tests of statistical significance in educational and
psychological research has been under attack for over 30 years. Among the
critics have been Skinner (1956), Bakan (1967), Meehl (1967), variocus authors
in Morrison and Henkel (1970), Seeman (1973), Signorelli (1974), and Cronbach
(1975). 1In 1978, Carver's excellent critique, "The Case Against sStatistical
Significance Testing," was published. I touched on the matter as it related
to the lack of productivity of educational research in 1979, participated in
an American Educational Research Association symposium in 1980 with a title
similar to the one for which this paper was prepared--"Tests of Statistical
Significance: Readdressirg Their Role", and then wrote a two-part article
cautioning educational practitioners about misinterpretations of statistical
significance (Shaver, 1985a, b).®

In 1978, Carver (p. 379) noted that all of the criticisms of tests of
statistical significance appeared to have had little effect. The situation
has not changed since then. A quick perusal of educaticnal research journals,
educational and psychological statistics textbooks, and doctoral dissertations
will confimm that tests of statistical significance contimue to dominate the
interpretation of quantitative data in educational research. Surely one
characteristic of statistical significance testing is that it is an enduring—
in the face of the devastating criticism, perhaps it would be better to say,
relentless—phenamenon in educational and psychological research.

The thrust of this paper, like so many written before it, is that the
daminance of statistical significance testing is dysfunctional, because such

* Much of this paper is a story told before. That has presented a quandary in
regard to how extensively to develop various concepts and to cite supporting
sources for jdeas that seem well established, if not well accepted. I have

prabably been both over-frugal and excessive an both accounts at different
points in the paper.
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tests do not provide the information that many researchers assume they do.
Statistical significance testing also diverts attention and energy from more
appropriate strategies, such as replication and attention to the practical or
theoretical significance of results. In the hope that the accumulation of
criticism will have an effect, I respond again in this paper to the question
of what statistical significance testing is and what it is not. Fossible
reasons for the persistence of statistical significance testing are also
discussed briefly, and proposals are presented for action by journal editors
to moderate the negative effects of statistical significance testing, if not
eradicate their inappropriate use.

A test of statistical significance is, at its very simplest in the
dominant Fisherian model of hypothesis testing, a procedure for detemmining
how likely a result is assuming a null hypothesis to be true. Samewhat more
precisely, our commonly used tests of statistical significance (z-ratiocs, t-
ratios, and F~ratics, such as in the amalysis of variance or covariance) are
procedures for determining the probability (usually at a prespecified level
called alpha) of a result under the null hypothesis (assuming the mull
hypothesis to be true) with randomizationt and a sample of size p (i.e., the
sample size used in the study).

Individual elements of that statement are important, although often
overlooked. First, the result of a test of statistical significance is a

probability statement, often expressed as a dichotowy in terms of whether the

*Iusemmminchﬂebothrmﬂmsmplhgarﬁmndmassim,
although some authors use randomization to refer only to assigrment. Much of
the discussion that follows is in terms of random sampling; but, as I point
aut later, random assigmment also meets the randamess assumption.

©
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probability was less or greater than the alpha level. Second, the test is
based on the assunmption that the mull hypothesis is true. That is, the
theoretical sampling distributions against which results are campared (the
normal distrikution, the t-distributions, the P-distributions, the chi-scuare
distributions) are generated by assuming that sampling occurs from a
population, or populations, in which the mull hypothesis is true. Thind,
despite same claims to the contrary (e.g., Thompson, 1987), randamization is a
fundamental assumption underlying the use of these tests of statistical
significance. Fourth, sample size is a crucial consideration, because the
statistical significance of a result will depend on the mmber of cases on

which it is based. Each of these elements will be alluded to in the
discussion that follows.

Randammess as an Assumption

As Glass and Hopkins (1984) stated, "Inferential statistics is based on
the assumption of randam sampling fram populations® (p. 177). Elsewhere, they
refer to "random samples" as one of the "huilding blocks for hypothesis
testing" (p. 202), and they specify random sampling as an essential assumption
for the use of the one-sample z-test for a mean (p. 205), the t-tests for two
independent means (p. 231) and for the difference between means from
correlated cbservations (p. 241), and the F-ratios for differences between
variances (p. 261) and in the analysis of variance (e.q., pp. 342, 445).

Randomization is important because it helps to ensure the independence
of observations (or, equivalently, errors; Glass & Hopkins, 1984, p. 350).
Despite what is cammonly assumed, however, randammness does not guarantee
independence beyond the initial sample selection. For example, cbservations
almost certainly will not be independent when treatments have been delivered
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to subjects in a group setting, as is common in educational research.

In addition, randomization is essential to the typical tests of
statistical significance. Randamess (i.e., randam error) is the basis for
the sampling distributions against which results are campared. Use of, far
exanple, a {-distrilution to answer the question, "How likely is this
particular result under the mull hypothesis?” will not yield a meaningful
probability statement if the sample is not randam. Repeated random sampling
(or assigmment) yields known sampling distributions. Nonrandom sanpling does
not, nordoesmecatparismofamxrandansanpletoarardanlygenerated
sampling distribution provide a valid statement of probability of ococurrence.

'meﬁﬂispaxsabnityofrmmmybemreevidentwhenmequtim
being addressed in tests of statistical significance is stated as, how
representative is this sample (sample statistic) of the population (population
parameter) as specified in the mull hypothesis? Without randomness, that
questimcamntbemswemdvalidlyusmgﬂ'ammtestsofstatjsti@l
significance. As Glass and Hopkins (1984) put it:

The method of random selection of samples will ensure, within a

certain known margin of error, representativeness of the samples

and hence wili permit establishing limits within which the

parameters are expected to lie with a particular probability.

The ability to estimate the degree of erxor due to chance

(sampling exxor) is an important feature of a randam sample

[enphasis in the original] . . . . It is not possible to estimate

the error with accidental sampling and many other sampling

strategissimeﬂxeycmﬁainmﬂumtypesanddegreesofbiasin

addition to sampling error. (p. 177)
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In that context, I found it baffling that Thampson (1987) would assert
that “significance testing imposes a restriction that samples must be
representative of a population, hut does not mandate that this end must be
realized through random sampling” (pp. 8-9), and then go on to discuss
"conparing known sample characteristics with known population characteristics
to build same warrant for an assumption of representativeness" (p. 9). The
description of sample characteristics in order to allow generalization to
populations from which a random sample was not drawn is an important, and
often neglected, element of research reporting (Shaver & Norton, 1980a, b).
In fact, such description of sample characteristics is crucial, even if a
random sample was used, to assist readers in making generalizations—both
because the sample may not have been drawn fram a population in which a
research user is directly interested and, equally important, because a randam
sample may not represent well the population from which it was drawn.

Such descriptions are not, however, a substitute for randam sampling;
the purpose of randamness is not to ensure representativeness (if that could
be done, there would be no need for an inferential test), but to allow the
specification of the prabability that a sample came from a population with an
hypothesized parameter (or, conversely, to estimate a range of probable values
for a parameter). In short, random sampling addresses solely the
representativeness of samples in the long run; it does not ensure that all of
the characteristics of a particular sample, including the dependent
variable(s) under investigation, will be the same as those of the popalation,
only that (whether assessed or not) they will differ cnly by chance from the
population characteristics. Of course, this also means that in conventional
significance testing with random sampling from a population in which the mull
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hypothesis is true and with alpha set at .05, 5% of the time the researcher

wnlixmnectlycmcmdematthesanpledidmtmfmﬂ\epqnlatim
specified in the mull hypothesis; however, a conclusion that the sanmple was
not representative of the specified population (with « as the criterion) would
be correct.

In essence, the mistake is in viewing randamization as an cutcame (i.e.,
representativeness) rather than as a process (i.e., sampling in which every
member of the population has an equal chance of being seleacted for the
sample). This error is not uncommon, and can even be found in statistics
books. For exanple, Ferguscn and Takane (1989) provided an example of the use
of chi-square "to test the representativeness of a sanple where certain
population values are known" (p. 218). They analyzed a set of data canposed
of 200 individuals drawn (the process is not specified) from the population of
Montreal. The difference between population and sample frequencies for three
levels of national origin--French, English, and other—was statistically
significant at the .01 level. Ferguson and Takane concluded, erronecusly,
"that the sample . . . cannot be considered a random sample” (p. 219). of
caurse, thequestimofmrﬂmismtamatterofadﬂ-squaregoodrmsof
f£it test, but of the process by which the sample was drawn. Had they said
that the sample could not be considered a "representative” sample, their logic
would have been correct, although statistical significance has dubious
validity as the criterion for such a decision.

Random assigrment. The term randomization is used somewhat ambiquously
in discussions of experimental design and tests of statistical significance.
Sape (e.g., Hays, 1973, p. 562) use randomization to refer generally to the

application of random processes in designing experimental studies,
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encanpassing both random sampling and randam assigrmment. On the other hand,
theare are those who use randamization to refer only to rundam assigmment to
treatments, (e.g., Ferguson & Takane, 1989, p. 245; Winer, Brown, & Michels,
1991, pp. 7-8). Focusing on randam sampling, and not discussing ran am
assigmment, is also common. That is the case with Glass and Hopkins (1984),
who discuss tests of statistical significance in terms of random sampling but
not random assigmment to treatments.

Although random assigmment is not comon in educational research, it is
more so than random sampling (Shaver & Norton, 1980a, b). As Berk and Brewer
(1978) pointed aut, with random assigrmment, researchers can appropriately
canpare their results against the sampling distributions commonly used in
tests of statistical significance (also see Hays, 1973, p. 562; Winer et al.,
1991, p. 8). Whereas random sanmpling ensures chance sample differences fram
the source population on all characteristics, random assigrment ensures that
differences between the groups on all variables, assessed or not, are
nonsystematic. Again, there is no assurance that the groups are not different
on any important variable. In fact, a test of statistical significance may
indicate, even after random assigmment, that the groups are sufficiently
different on the variable(s) under analysis that, following the logic of the
inferential test, one should conclude that they did not came from the same
population.

Repeated random assigrment to graups from the same population will
result in a sampling distribution of mean differences with a mean equal to
zero. The 2z, &, or F distributions can be used in tests of statistical

significance to determine the prabability of a particular mean difference (or
difference in same other statistic) under the mull hypothesis of no
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difference. Of course, with only randam assigmment, a test of statistical
significance provides no basis for generalization to a specific population,
although it can be regarded as addressing the question whether the groups
under analysis can be regarded as samples fram the same undefined population.

Just as randam sampling will not ensure that a particular sample is
representative of the population from which it is drawn, random assignment
does not provide assurance that the resulting groups are identical with one
ancther or, put altermatively, that the groups are equivalent splits from the
same hypothetical infinite population (McHugh, 1964). Randam sampling into
treatment groups addresses both the estimation of population parameters and
the 1likelihood of associations between treatment group membership and
preexisting characteristics; random assignment addresses only the latter.

It should be noted that, without randam assigmment, an exact probability
test of statistical significance can be based on a sampling distribution
generated by randamly splitting the available sample into all possible
cambinations of the size of the groups in the study and computing the relevant
statistic for each cambination. The researcher can then ask, using that
distribution, how likely it is that an obtained result would have cocurred by
chance (e.g., Berk & Brewer, 1978; Winch & Campbell, 1969). Such probability
tests are rarely reported in the literature, however. Traditional tests of
statistical significance are typically applied, often ignoring the assumption
of randamization.

Violat:i.ns of randamess. Unfortunately, statistics textbook authors
tend to ignore the effects of violating the randamess assumption. For
example, Glass and Hopkins (1984), who are explicit about the importance of
random sampling if not random assigrment, discuss the effects of violating the

¢ (!



assumptions of normal population distributions and homogeneous population
variances, hut not the effects of lack of randomness on the appropriateness of
drawirg a conclusion about a particular result using the theoretical sampling
distribution. The effect of lack of randamess on the independence of scores,
is, however, often mentioned (e.g., Glass & Hopkins, 1984, p. 353).

One reason that randamess is often ignored may be that the examination
of the effects of violating that assumption is a formidable task because it
involves all sample-population characteristics, not only the dependent
variable as with the normality and hamogeneity of variance assumptions. As I
have pointed ocut earlier (Shaver, 1980):

To emumerate every potentially relevant variable and specify its

relationship to the dependent variable(s), being certain that no

crucial variable was overlooked, in order to investigate the

effects of nonrandamess on probability statements presents

insuperable difficulties. (p. 6)

Nevertheless, the general conclusion that levels of randamess can be
overlocked, as is common in the reporting of educational research, must be
challenged. As Winer et al. (1991) stated in discussing amalysis of variance
assumptions:

Violating the assumption of randam sampling of elements from a

population and randam assigmment of the elements to the treatments

may totally invalidate any study, since randamness provides the

assurance that exyors are independently distributed [emphasis
added] within and between treatment conditions and is also the

mechanism by which bias is removed from treatment conditions. (p.
101)

11
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However, their table summariziig the "consequences of violation of assumptions
of the fixed-effects ANOVA" (p. 102) includes randomization only in terms of
the independence of dbservations (errors), perhaps because the other
consequences are unknown, and unknowable in practice.

An analogqy. To sum up, the cammonly used tests of statistical
significance provide the researcher with limited information: How likely is
this result, assuming the null hypothesis to be true and with randomization
(random sampling and/or assigrment) and a sample of size p? Without
randamess, the result of the test of statistical significance is meaningless
or, at best, its relevance to a statement of probability is indeterminato
Frequently in educational research, the researcher goes into a school or
schools, obtains available groups (with neither random sampling or
assigrment), collects data—sometimes with, and sometimes without, a
treatment—and then conducts tests of statistical significarmce. The results
of such inferential tests are essentially meaningless, unless cne is
interested in camparisons to an abstract standard of probability as indicated
by the question: What would be the probability of the cbtained result if
random samples had actually been drawn?

Consider an analogous situation: A person walks into a roam and sees 10
coins lying on a table. He cbsexves 8 heads and 2 tails, and wonders if the
coins are biased. So he asks if this particular arrangement of coins is a
likely chance occaurrence. Having a statistics book handy, he turns to
Pascal's triangle and finds that the probability of cbtaining 8 cut of 10
heads is 45/1024 or .044. Because that probability is less than the
traditional .05 alpha level, he concludes that his result is not a likely

chance occurrence under the mull hypothesis of a 50-50 split in tails and

12
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heads, and that he has evidence that the coins are biased. However, what he
clearly should conclude is that if he h»~ flipped each coin—or,
alternatively, had flipped 1 coin 10 times—the probability of the particular
result cocanring by chance is less than 5%. But he has no evidence as to the
bias in the particular set of coins because they were not, as far as he knows,
flipped. That is, he does not know the process by which they arrived in their
positions. The theoretical (binomial) distribution provides only an abstract
standard of little relevance because the data were not produced in such a way
as to meet a basic assumption for use of the distribution. (Describing the
physical properties of the coins vis-a-vis biasedness would be a substitute
for flipping and use of the binamial distribution, not proof that the binamial
distribution was applicable.)

Just as application of the binamial distribution could not provide valid
information about possible bias in the abserved coins, so educational
researchers who use nonrandamized groups camnot cbtain valid information about
the probability of a group difference under the mull hypothesis using a common
test of statistical significance. The t~distribution, for example, has no
more relevance to differences between available grours than the binomial
distrilution does to the possible bias in coins found lying on a table.

khat Statistical siemificance Testing Is Not

A test of statistical significance used without randomizatio?, then,
does not yield valid information about the probability of a result under the
null hypothesis. The following brief listing of what tests of statistical
significance cannot do for the researcher is, therefore, based on the
assunption that data come from a design that includes randamization—either
randcm sampling or randam assignment. As noted above, with randamization, a

13
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test of statistical significance provides a researcher with information on the
pmbabﬂityofamltasamhqmemnhypoﬂ\esistobetnnaxﬂgivenme
sanple size. On the other hand, a test of statistical significance does not

p:wideinfmtimmammberofmatte:sofintamsttoreseardm,even
though it is often presumed to do so.

What About This Sample?

A test of statistical significance provides a statement of probability
ofocan'rexminthelmgxm,withrepeatedrarﬂmsa;@lhg (or assigrment)
under the mull hypothesis. As Carver (1978) argued, it is a fantasy to
believethatsudxat&stspeakstowhetherapartiuﬂarmsﬂtisadﬁnce
occurrence. That is, a test of significance provides the probability of a
resultocmrringbydmnceinﬂmlongrmmﬂerthemnhypomesiswim
random sampling and sample size pn; it provides no basis for a conclusion about
the probability that a particular result is attrilutable to chance.

Evenwithzandmsampladrawnfmapopxlatiminwhidmthemﬂl
hypoﬂxsisistmeaxﬂinwhidxscomamdistrihxtedamdﬂgtothe
assumptions for the statistical model, with alpha set at .05, 5% of the time
ﬂxsreseardxerwﬂlconcluﬁeﬂmtar&mltisnotalﬂcelyocamrememﬂer
the null hypothesis, thus making a Type I error. But the researcher has no
wayofhmhgforanypartimlarrwultmethermtermrisbeirquadeor
if the sample was drawn from a population in which the mull hypothesis was not
true. That is why, according to Tukey (1969), R. A. Fisher's "standard of
firm knowledge was not ope very extremely significant result, but rather the
ability to repeatedly get results significant at 53" (p. 85). Replication is
essential to confidence in the reliability (reproducibility) of a result, as

well as to conclusions about generalizability (extermal validity) (e.g.,
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Campbell & Jackson, 1979).
khat About H,?

A test of statistical significance does not indicate the probability
that the null hypothesis is true or false. It provides the researcher with
information in regard to the likelihood of a result given that the mill
hypothesis is true; it does not indicate the 1ikelihood that the null
hypothesis is true given a particular result. Carver (1978) and J. Cohen
(1990) are among those who have cautioned against that fallacy.

Unfortunately, authors of statistics books and research reports
frequently make statements about rejecting the mull hypothesis based on one
statistically significant result. That is too absolute a conclusion. If any
inference about the null hypothesis is to be drawn from one test of
statistical significance, it should be stated in terms of evidence for the
plausibility of the rmll hypothesis, not an absolute rejection. Even though
the "rejection” decision may be set implicitly in a probabilistic context—
with, e.g., a .05 chance of a Type I error——that qualification is, typically,
quickly ignored.

Conversely, a test of statistical significance also does not provide
information on the probability that an alternmative hypothesis is true or false
(see, e.qg., Carver, 1978). The sampling distribution is based on the mull
hypothesis; so no evidence is provided as to the likelihood of the result
occurring under altexrmative hypotheses.

What About Treatment Effects?

One of the more egregious errors is to conclude that a test of
statistical significance indicates whether a treatment beiny studied had an
effect. Clearly, the test of statistical significance addresses only the

15
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hypothesis with rendamization and a sample of size n. At most (as noted
above), a statistically significant result has to do with the probability of
the result in the long run (i.e., over repeated samples), not with whether the
partiaﬂarresxﬂ.tdidordidmtoccur\mderthemﬂlhypothesis.

It seems terribly cbvious that a test of statistical significance does
not speak directly to causality. Even if a researcher were willing to
conclude, following a test of statistical significance, that a low probability
rasultdidmtcanefmapopulatiminmichmemnhypothesisistme
(i.e., the result was not a chance occurrence underx H), and did not make a
Type I exror in doing so, the test of statistical significance provides no
evidence as to the cause of the result. That is a matter of design, not of
statistical inference. Not even the selection threat to jinternal validity is
perfectly controlled by randcm sampling or assignment; simply by chance
pretreatment groups can be significantly (statistically and/or practically)
different on one or more relevant variables.

The fallacy of concluding that a statistically significant result
indicates a treatment effect (as often seen, for example, in statements such
as, "the statistically significant difference between means indicates that
Treatment A was more effective than Treatment B") is likely perpetuated by
statistics books in which it is suggested that tests of statistical
significance will address questions such as: "Is the treatment effective?
Does mugxmhypenctivitymthanaplacebo? Does anxiety level
influence test performance?" (Glass & Hopkins, 1984, p. 230).

Statements such as, "the mean practice effect was highly signifi "
(Glass & Hopkins, 1984, p. 242), following a t-test camparing pre- and
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posttest means, can mislead as well, as can a statement that a confidence
interval for a difference between means indicates the range of values that
encanpass “the true treatment effect (s, — w,)" (p. 236). The ambiguity of
the tem effect as used in inferential statistics, especially analysis of
variance, to refer to a camparison (e.qg., a "main effect”) does not help. As
J. Oohen and P. Cohen (1983) pointed out, the "causal implication of the temm
effect™ can cbscure the fact that "causal interpretations are never warranted
by statistical results, but require logical and substantive bases" (p. 210).

Nontextbock discussions to inform researchers about inferential
statistics can misinform, as well. For example, J. Cohen (1990) camvented
that "everyone knows that . . . all [statistical significance] means is that
the effect is not ni1 . . ." (p. 1307). And, in a generally sound piece, Berk
and Brewer (1978) said: "If this null hypothesis [u, = p,] is rejected, it can
be concluded that presence or absence of the specific diplama treatment
contributes to group differences in income" (p. 209). Such statements create
and perpetuate an erronecus view of the relationship between tests of
statistical significance and causality.
khat About Magnitude and Importance?

Despite frequent conclusions to the contrary in research reports (as
noted, e.g., by Bracey, 1991, and Harcum, 1989), statistical significance
indicates neither the magnitude nor the importance of a result. Statistical
significance is only information in regard to the probability of a result
under the null hypothesis with randomization and a sample size of n.

Sample size is, of course, a primaxry ccncern in this particular instance
of what a statistical significance test is not. For example, with n = 0 and

of =

.05 for a nondirectional test, a correlation of .63 is statistically
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significant; with p = 50, an x = .28 is needed; with n = 100, an x = .20} with
n*= 500, an ¢ = .09; with n = 1,000, an ¢ = .06; and, with p = 10,000, an [ =
.02 is statistically significant at the .05 level (Glass & Hopkins, 1984, p-
549). Altematively, with a standard deviation of 10 and n = 20, a difference
of 9.4 between 2 independent means is necessary for statistical significance
at the .05 level in a nondirectional test; with p = 100, a difference of only
4.0 is required, and with p = 1000, a difference of only 1.2 is required.

Cbvicusly, very small and trivial results as well as important ones may
be statistically significant. As Meehl (1967), along with a host of other
writers, has pointed cut, with a large encuch sample and reliable assessment,
practically every association will be statistically significant. Conversely,
with a very smll sample, vexry few results will be statistically significant.
Therefore, to know only whether a result is statistically significant tells
one virtually nothing about the magnitude or importance of the result.

It is so commonly stressed that the statistical significance of results
is directly a function of sample size that cne can only wonder at the mmber
of articles in which results are either interpreted as important because of
statistical significance or in which the probability level appears to be taken
as ap indication of magnitude, as suggested by the use of termws such as
highly significant” when the probability is .01 or less. Even statistics
textbook authors make the latter mistake, as in Glass and Hopkins' (1984)
references to a "mean practice effect [that] was highly significant" (p. 242)
and a "multiple correlation coefficient [that] is highly significant" (p. 314)
when the probabilities were .001 or less.

Effect sizes. Statistical probability is not, then, a useful indicator
of magnitude of a result because it is dependent on sample size. This
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deficiency became especially c!:ar in efforts to prepare quantitative
research-literatire ssmmaries. Glass (1976) proposed that effect sizest—
metrics for the magnitude of results that are independent of sample size and
scale of measurement——be used in reporting results.

Effect sizes, too, may be misinterpreted, however. Despite J. Cohen's
(1988, p. 12-13) cautions to the contrary, researchers have ignored the
arbitrariness of his conventions for low, medium, and large effect sizes
(e.g., .2, .5, and .8, respectively, for standardized mean differences). Yet,
as has been made clear by a mmber of authors (e.g., Glass, McGaw, & Smith,
1981, p. 104; Shaver, 1985b, 1991), an effect size of 1 or larger may reflect
a trivial result. The dependent variable may lack value (benefit), the
construct or characteristic may not have been validly assessed (Messick,
1989), or the result may he too costly to produce or its reliability may be in
doubt. Substituting sanctified effect size conventions for the sanctified .05
level of statistical significance is not progress.

Power analysis. One reaction to the relationship between sample size
and statistical significance has been the call for statistical power anmalysis.
J. Cohen (1988), amcnyg cthers, has indicted the low power——that is, the
probability of dbtaining a statistically significant result if there is a
difference in the population—of much psychological and educational research
due to the small sample sizes typically used and the small to moderate effect
sizes that are common.

In conducting a power analysis, the population value is not known
(cthexwise, a test of statistical sijificance would be irrelevant); an effect

* Result size would be a better term to avoid cause-effect implications. But

effect size is probably too firmly embedded in the educational research usage
to change now (Shaver, 1991).
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size must be estimated, either the population value or the minimm result that
would indicate practical significance. Once this is done, the researcher can
manipulate sample size, alpha level, whether the alternative hypothesis is
directicnal or nondirectional, and even the magnitude of the estimated effect
size to obtain a desired level of power. All seem to be rather meaningless
exercises, ar intellectual game, once the eftect size of interest has been
specified (a point to which I will returm). The cancern should be whether an
anticipated effect size is cbtained, not how to manipulate design and analysis
elements so that the result, if cbtained, will be statistically significant.
To focus attention on the appropriate issue, S. A. Cohen and Hyman (1981) have
insisted that their doctoral students specify an effect size, not just an
alpha level, as the criterion against which to judge results.

How About Replicability?

Samething else which a test of statistical significance is not, is an
indication of the probability that a result would be obtained upon replication
of the study. A test of statistical significance yields the probability of a
result occurring under the null hypothesis, not the probability that the

result will occur again if the study is replicated. Carver's (1978) treatment
should have dealt a death blow to this fallacy, too.

With the randomization model, one has no way of knowing how close a
particular result is to the population parameter. The more extreme a
statistic is in the sampling distribution, the less likely it is to be
reproduced upon replication. That is, with the contimued drawing of random
sanples (and especially with continued random assigrment when not conjoined
with randaom sampling, so there is lack of control of the hypothetical
populations from which the assigmments are being made), there could be
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considerable fluctuation in the statistics cbtained. Moreover, sampling
(i.e., random) error is compounded by the experimental cirtumstances that make
it difficult in educational settings to implement a previous design with
fidelity, including the valid reproduction of a treatment, across
replications. These difficulties, capled with the limited information from a
randamess-based probability statement, are why statistical significance does
not indicate the reliability, or replicability, of a result. Unfortumately,
the contrary assumption has been cammon, encouraging a one-shot approach to
research (Shaver, 1579).

Statistical significance not only provides no information about the
probability that replications of a study would yield the same result, but is
of little relevance in judging whether actual replications yield similar
results. Similar probabilities could be based on quite different results and
different probabilities could be based on identical results (see Rosenthal,
1991). For that reason, a recamendation that statistical significance and
the statistical power of tests of statistical significance, in addition to
effect sizes, be reported in replications (Rosenthal, 1991) makes little
sense: The question of interest is whether an effect size of a magnitude
judged to be important has been consistently obtained across valid
replications. whether any or all of the results are statistically significant
is irrelevant.

The Persistence of Tests of Statistical Significance

Tests of statistical significance, then, yield little valid information

pertinent to the questions of interest in most educational research.# As I

* Projects, such as the National Assessment of Educational Progress, in which

randam sampling techniques are used in order to estimate population parameters
are notable exceptions.
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noted 12 years ago (Shaver, 1980), the cantinued reliance on inferential
statistics in educational research in the face of the many criticisms would
surely make an excellent study in intellectual history and the sociology of
ideas. There is, undoubtedly, a canplex web of causal factors; it is an
oversimplification to claim that the fault lies with journal editors who
discourage the submission of reports of statistically nonsignificant results
and of replications and who do not accept articles in which quantitative data
are reported without tests of statistical significance.
Erxors of Omission

There are, undaubtedly, many subtle factors involved in the contimued
use and misuse of tests of statistical significance. For example, although I
have yet to see an article in which it is arqued that a test of statistical
significance does more than provide information on the likelihood of a result
ocaurring under the mull hypothesis, an error of amission is common. That is,
there is a tendency to not remind readers of the central position of random
sampling in the logic of the commonly used tests of statistical significance
(e.g., J. Cohen, 1990) or to mention xrandomness at ope point in the
discussion, but ignore it elsewhere (e.g., Berk & Brewer, 1978, pp. 190-191;
Carver, 1978, pp. 381-382, 385; J. Cohen, 1990, e.g., pp. 1307, 1310; S. A.
Cohen & Hyman, 1980). Although the authors may understand that randomness is
central to the meaningful interpretation of tests of statistical significance,

many readers will miss that point when it is amitted from much of the
discussion.

Statistics Courses
That educational researchers might not read "with randamization" into a
statement such as, "what [statistical significance] tells us is the
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probability of the data, given the truth of the mll hypothesis . . .* (J.
Cchen, 1990, p. 1307), is not swxprising in light of the training that many
receive. Statistics textbooks are sametimes the source of "myths and
misconceptions® that lead researchers to overinterpret inferential statistics
(Brewer, 1985). Moreover, statistics courses, like textbooks, are frequently
geared almost solely to helping students recognize the types of analysis
sitvations to which various inferential statistics are applicable and to
interpreting the results in terms of statistical significance. They are not
aimed at encouraging students to question the uses or usefulness of tests of
statistical significance, mich less to reflect on the role of random sampling
in their inferential tests.

The tendency for statistical over-amalysis and unthinking interpretation
is being exacerbated by the growing availability, with perscnal camputers in
practically every office, of black-box statistical solutions: The researcher
puts data in and receives output, often without understanding the assumptions
underlying the analysis, and is encouraged in this activity by a current
enphasis on data analysis with high-speed camputers at the highest possible
level of statistical camplexity. J. Cohen's (1990) caution that "simpler is
better" is refreshing advice that will likely be ignored with complex data
analyses so easily accomplished. A possible cause is the education that many
educational researchers receive. Their statistics courses in particular are
not philosophical in orientation. They are trained to be mechanical appliers
of statistical techniques, rather than educated to be thoughtful, critical
users (Dar, 1987).

Graduate Comittees
Graduate students' training is often reinforced by their experiences
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with their graduate camittees. Faculty often insist on the application of
tests of statistical significance when they are not appropriate, such as in
the situation where the student will collect data on a total population. As
alleged by Brewer (1985, p. 246), there is also an\mmi.nk.h_t; insistence by
graduate cammittees on the importance of results statistically significant at
the .05 level. The myth persists that only results that are statistically
significant at or beyand the .05 level are important, and that "beyond" means
"of greater magnitude" and/or "of greater importance." Graduate students are
frequently anxious that they might not cbtain statistically significant
results and, consequently, their research will not be acceptable to their
camittees. Misunderstanding of the meaning of statistical significance is
perpetuated, along with misapprehension of the importance of negative (no
difference) findings in the production of knowledge, a point for discussion on
another day.

Beipg "Scientific"

Among the reasons for the insistence on tests of statistical
significance is that they provide a facade of scientism in research. For many
in educational research, being quantitative is equated with being scientific.
Mumbers, perhaps, give a sense of security and of seemingly firm results,
especially when researchers confuse the mmbers with reality (Shaver, 1991,

p. 94). An extension is the assumption that mathematics, including
inferential statistics, are essential to science—despite the fact that some
scientists (for examwple, physicists) and many outstanding psychologists (such
as Wundt, Piaget, Iewin, and Skinner) have managed very well without
inferential statistics (J. Cchen, 1990, p. 1311). Unfortumately, attention is
distracted from the serious consideration of educational research as science,
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including the role of replication (Shaver, 1979).
Ritualized Practice

The use of statistics has been criticized as ritualistic, because it is
so often unthinking practice (e.g., J. Ochen, 1990; Seeman, 1973; Shaver,
1987), and even campared to religious ritual (Salstarg, 1985). What Salshwry
noted in regard to "the religion of statistics" in the medical profession
applies equally well to educational research. There are the high priests,
those who have the secrets to the mysteries of God, salvation, and etermal
life (of statistical inference) and they are not lightly or easily challenged.
The religicus practitioners go to church (start up their camputers) and go
through their rituals (compute their tests of statistical significance) hoping
for salvation (findings at the .05 level). Overall, a sense of security
pervades; the practitioners have confidence in the high priests' access to the
underlying mysteries, allowing them to avoid dealing with the foreboding
uncertainties of the meaning of life (or of the meaning of statistical
analyses) .

The term "mystery” is particularly significant in this discussion
because, to many educational users, tests of statistical significance really
are mystical; the probability level is a magical indication of whether results
are important—that is, have achieved the sacred .05 level of statistical
significance. and, just as pecple are often raised to accept religious
affiliation and practice, rather than encouraged to question underlying
tenets, so do statistics courses and other graduate education experiences, as
noted above, often foster the unthinking acceptance of statistical
significance practices and over-interpretations rather than challenging their
validity and usefulness. The acceptance of the ritual diverts attention from
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inportant matters such as the role of replication in knowledge verification,
the reporting of effect sizes to indicate the magnitude of results, and the

weigm:gofberaﬂtsmﬂcostsinmakingj\ﬂgmmsabmtmeedxmtiml
significance of results.

Social Context

Considerable social pressure also contributes to the continued
unthinking use of tests of statistical significance. I can attest, as I am
sure many readers of this paper can, to the subtle as well as overt pressures
that have led me to have my own doctoral carxdidates report tests of
statistical significance when they were basically meaningless additions to
interpretation (a practice I have abandoned). Rejecting the use of statistics
is likely to be particularly threatening—that is, it raises fears of
rejection by, even humiliation at the hands of, academic peers—for those who
do not- feel camfortable with mathematics or with their philosophical
understanding of the logic of statistics.

Such influence is present in the broader research daomain as well. Glass
et al. (1981, pp. 197-199) discussed why inferential statistics are not
appropriate for meta-analyses in which the reviewers are analyzing data from
populations or near populations of studies. They noted, however, that Tukey
had "chided them for not presenting standard errors of the more important
averages," despite their reasons for not doing so. He maintained that
"regardless of such camplications, same rudimentary inferential calculations
would be informative and useful." After that revelation, Glass et al.
presented a lengthy discussion of the application of inferential statistics in
meta-analysis.

Ancther part of the social context is professors who teach inferential



statistics courses and researchers whose reputations have depended on
statistically significant results. Both have psychological investments, as
well as personal stakes, in the contimed legitimacy of tests of statistical
significance. Carver (1978) was correct: The influence of statistical
significance testing will not be easily diminished because "too many have a
vested interest in it" (p. 397).

Paradigmatic Effects

Breaking out of ritual, then, is not only a problem for those at the
lower levels of statistical practice. As Thampson (1987, 1989) noted,
paradigms, including accepted ways of thinking about research, are difficult
to examine. They came to be taken for granted as natural thought and they
carry normative implications for what is appropriate thinking. Paradigms
daminate the thinking of the high priests as well as their followers, in
science as well as in educational research, and are resistant to change in
all.

As Lightman and Gingerich (1992) noted, there is in science a strong
preference for "explanmations that are mechanistic, logical, and calculable"
(p. 694)-—certainly an apt description of tests of statistical significance.
Lightman and Gingerich also suggested that even in the face of anomaly,
scientists—and one might assume, educatiocnal researchers—are conservative,
"reluctant to change their explanatory frameworks" (p. 694). The explanations
for this inertia include social and cultural factors——as noted above and as
discussed by Barber (1961), such as the force of shared beliefs and
camitments, the influence of and desire for professional prestige, resistance
to "nonspecialists”, and adherence to schools of thought—and psychological
factors, such as being comfortable with the familiar and desiring to avoid the
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discamfort of cognitive dissonance (Festinger, 1957).

The resistance to paradigmatic change may be so strong that facts are
not even acknowledged as anamalous and thus a reason for change. Tests of
statistical significance seem to fit in that category. Despite all of the
critiques, the unpleasant facts about the limited applicability of tests of
statistical significance seem not to be recognized as ancmalous with their
use; thus, the need to upset established practices is avoided.

As one exanple of a paradigmatic influence in educational research,
Thompson (1987, p. 4) cited the unthinking use of analysis of variance, which
leads individuals to think in terms of the statistical significance of
differences between or among means, instead of regression techniques that
focus attention on relationships. Other examples of what appear to be
paradigmatic influence are not too difficult to find. I noted above the
continued inappropriate application of inferential statistics in meta-analysis
when the reviewer has not sampled from a population of studies, ut has done
an exhaustive literature search. Sophisticated discussion of the compufation
of standard errors and establishing confidence intervals in meta-anmalysis
(e.g., Hedges & Olkin, 1985; Rosenthal, 1984; Wolf, 1986) and the use of those
inferential statistics in reporting meta-analytic results (e.g., schlaefli,
Rest, & Thoma, 1985) seantometobetheresultofarelentlssmradjgmatic
influence (Shaver, 1991).

Bower analysis again. Another example ccimes fram power analysis. Even
those who are vocal critics of tests of statistical significance seem unable
to shake loose from the nagging thought that tests of statistical significance
might have more meaning than they accord to them in their criticisms. S. A.

Cohen and Hyman (1981) strongly attacked the use of statistical significance
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and advocated hypothesis testing based on the prior specification of a
critical effect size—"the minimm value . . . that the researcher has defined
as educationally, or scientifically or practicaliy significant" (p. 60). Yet,
they also suggested the continuation of. power analyses and the reporting of
probability levels. J. Cohen (1990) (to whom, of course, mxch of the emphasis
on power ana’ysis can be attributed, based on his 1969 bock), laid aut a
devastating criticism of statistical tests of the null hypothesis, kut then
went on to advocate power analysis. His discussion illustrates that once one
has accepted the lack of information provided by tests of statistical
significance, power analysis is a vacuous intellectual game.

It is difficult to argue with J. Cohen's (1990) contention that
researchers should plan their research, or with his proposal that a "tentative
informed judgment" be made about the population effect size under
investigation. what is questionable is his recamendation that the plamning
include the risk in regard to a Type I error that the researcher is willing to
accept and the statistical power that is desired, so that once these items
have been specified, "it is a simple matter to determine the sample size you
need". Moreover, if "the sample size is beyond your rescurces, consider the
possibility of reducing your power demand or, perhaps, the effect size, or
even (heaven help us) increasing your alpha level' (p. 1310). Wwhat is the
purpcse of power analysis and the arbitrary manipulation of criteria in order
to help ensure that the researcher will cbtain a desired level of
praobability, when statistical significance has so little meaning?+

S. A. Cohen and Hyman (1981) also recamended the same sort of

* In that context, concern over whether to state a directional or

nondirectional alternative hypothesis (Pillemer, 1991) seems to me to be an
ecqually empty exercise.
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intellectual game playing--that is, after Musually" setting a critical effect
size, they then "set p which is often a feasibility decision, . . . then
juggle alpha and beta error risks to try to maximize power as close to 80%
(beta error = .20%) setting alpha at .05, .06, .10, etc., depending on what
the power tables tell us . . ." (p. 53). Why "focus on Critical ES rathex
than on statistical significance without giving up the latter [underlining in
the original)"” (p. 64)?

If effect sizes are important because statistical significance
(probability) is not an adequate indicator of the magnitude of result (or mch
of anything else), why play the game of adjusting research specifications so
that a statistically significant result can be cbtained if a prespecified
effect size is ocbtained? As Carver, 1978, pointed out: "Researchers should
ignore statistical significance testing when designing research; a study with
results that camnot be meaningfully interpreted without locking at the p
values is a poorly designed study" (p. 394).

Another possible illustration of paradigmatic influence was mentianed
earlier: Rosenthal's (1991) recammendation that, along with effect sizes,
statistical significance and the statistical power of tests of statistical
significance be reported in replications. That makes little sense. The
question of interest is whether an effect size of a magnitude judged to be
important has been consistently cbtained across replications of adequate
fidelity, not whether the result from a replication was statistically
significant or whether the design had adequate power for a result to be
statistically significant. Carver (1978) was correct: "Rejlicated results
autamatically make statistical significance unnecessary" (p. 393).
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Jourmal Editors

Another explanation for the persistence of statistical significance
testing is the influence of journal editors. It is commonly claimed (see,
e.d., Kupfersmid, 1988; Neuliep, 1991) that researchers tend nct ‘o submit
results that do not reach the .05 level of statistical significance often
because they deem such findings to be unimportarc, but also because they
believe that journal reviewers and editors are unlikely to accept the results,
even with accampanying effect sizes. It is also believed that journal editors
have policies against publishing replication studies.

Publication is crucial to success in the academic worl”®. Researchers
shape their research, as well as the manuscripts reporting the research,
according to accepted ways of thinking about analysis and interpretation and
to £it their perceptions of what is publishable. To break from the mold might
be couragecus but, at least for the unterured faculty member with same
commitment to self-interest, foolish. As gatekeepers to the publishing realm,
Jowrnal editors have tremendous power. As Carver (1978) and Kupfersmid
(1988) have argued, a decline in statistical significance testing is not
likely to occur until journal editors take a stand against it.

What Should Editors Do?

Editors are, of course, caught up in the tangled web of influences that
have been sparsely discussed above. They are not immme to the allure and
emotional power of ritual and they may themselves, be sanewhat in awe of the
high priests, perhaps because editors, too, may not be comfortable in their
understanding of or capacity to challenge tests of statistical significance.
Like the rest of us, editors have difficulty separating themselves from their
educational rearing and do not like to take public stances that might result
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in opprobrium fram their academic colleagues.

It may be unrealist.c, as Carver (1978) recognized, to expect Journal
editors to became crusaders for an agnostic, if not atheistic, approach to
tests of statistical significance. What editors can accamplish is certainly
limited by the research ecology within which they work. They should, however,
e familiar with the longstanding criticisms of statistical significance
testing, such as cited at the beginning of this paper, and the implications
for editorial policy and practice should be given serious consideration. The
result should be policy that does not rely on the assumed epistemological
validity of tests of statistical significance and the off-shoot, power
analysis (as Thampson's, 1987, proposed model does). Following are guidelines
for such a policy and for editorial practice.

Statistical Significance

In general, authors should be encouraged, even required, to minimize
statistical significance in their analyses and interpretations. Reports of
tests of statistical significance that are not based on randomized samples
(randamly selected and/or randamly assigned) should not be published. For
those studies in which randamization was an element in the design, authors
should be restrained from interpretations that go beyond the legitimate
conclusion in regard to whether the result is a likely occurrence assuming the
null hypothesis to be true. The use of tests of statistical significance to
reject the null hypothesis, to declare a particular result to be nonchance
under the null hypothesis, to indicate the probability that an alternative
hypothesis is true, as indicators of the probability that results are
replicable, as measures of the magnitude of the result, or as indications of
treatment effectiveness should not be accepted.
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Effect Sizes

Even with randamess, authors should be required to state expectations
for (hypotheses about) quantitative results as critical effect sizes (S. A.
Cohen & Hyman, 1981). (Fifect sizes cther than the standardized mean
difference are available (see, e.g., J. Cohen, 1988; shaver, 1991].) Effect
sizes should be required in reporting the findings from quantitative research,
along with descriptive statistics (and verbal descriptions) that will help
readers to interpret results and to evaluate the authors' interpretations and
conclusions about the populations and settings to which the study findings
might be generalized. In short, studies should be published without tests of
statistical significance, but not without effect sizes. And, it should be
made clear that, with effect sizes specified, power analysis is not relevant.

BEqually important, authors should be required to provide justification
for their interpretations of the educational significance of effect sizes.
There already is a tendency to use criteria, such as J. Cchen's (1988)
standards for small, medium, and large effect sizes, as mindlessly as has been
the practice with the .05 criterion in statistical significance testing.
Consideration of the value of the cutcome—including the validity of
assessment—and the human as well as financial costs in producing the cutcome
should be mandatory. In addition, authors should be asked to confront the
reproducibility of the result as an element of its educational significance
(Shaver, 1991).
Replication

The mention of reproducibility leads directly to replication, widely
agreed upon as a crucial element of science ut largely missing from reports
of educational research (e.g., Shaver & Norton, 1980a, b). BEditors should not
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only actively encaurage the reporting of replications, hut in many instances
demand replication before results can be published. In doing so, however,
they should not confuse replication with reviews of research. Even if done in
a meta-analytic framework, reviews are not equivalent to replications, despite
implications to the contrary by some authors (e.g., Bangert-Drowns, 1986, p.
398; Carlberg & Miller, 1984, pp. 9, 10; Fisk‘a, 1983, p. 67; Hedges & Olkin,
1985, p. 3; HMunter & Schmidt, 1990, p. 37; Jackson, 1980, p. 445; Rosnow &
Rosenthal, 1989, pp. 1280-1281; J. Cohen, 1990, p. 1311). As I have noted
elsevhere (Shaver, 1991), "the post hoc assembly of studies that have few, if
any, planned connections and [that have] uniknown differences among them is
[not] an adequate substitute for purposely designed replications" (p. 91).
Reviews of the literature have their place, but they do not have the
explanatory power of planned replications.

A proposal for a shift in editorial policy to an emphasis on
replications raises several issues. One is the matter of space: It may take
more journal space to publish study descriptions that are adequate to allow
replication and to é&scribe replications sufficiently to allow the evaluation
of their fidelity. Moreover, with replications given higher priority, fewer
Woriginal" studies could be published, requiring more critical judgments about
study validity and importance. In the long run, the ocutcome should be better
studies, an increased mmber of replication studies, and greater knowledge
productivity. However, careful attention to standards will be crucial,
raising other issues to be addressed by journal editors.

All studies are not worth replicating:; replication will not make a
trivial study worthwhile. And not all replications of potentially important
studies will be worth publication. Criteria must be specified by which to
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judge which initial studies are nontrivial, when a direct replication is
adequately replicative, when a sufficient mmber of independent replications
have been published to establish the reliability of a finding, and whether a
systematic replication makes a substantial contribution to generalizability
(e.g., Rosenthal, 1991). Kupfersmid's (1988) proposal that mamuscripts first
be submitted to editors without the Results and Discussion sections, so that
the publication decision would be focused on study justification and design
quality, is as relevant to replications as to initial studies. The logistics
involved in handling acceptances and later full sulmissions may, however,
place unrealistic demands on editors.

Type of Significance

An easily instituted editorial policy, proposed by Carver (1978, p.
395), is to insist that authors always use a modifier for the temm
"significant". Authors should not be allowed to make statements such as, "a
confidence interval . . . tells you incidentally whether the effect is
significant . . ." (J. Cohen, 1990, p. 1310). As any reader of the literature
is likely to have observed, it is more common to use the term significant
without a modifier than with one.

Insisting upon a modifier would make it more evident to authors that
they should contemplate whether their results have educational or practical
significance as well as statistical significance or, conversely, whether
results lacking statistical significance might not have educational or
practical significance. At the same time, readers would be alerted against
overinterpreting a statistically significant result as necessarily
educationally significant. Sensitivity to the important epistemclogical
issuves underlying the use of tests of statistical significance might also be
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increased.
Guideline Examples

Ancther rather modest editorial action that might have important
autcanes would be to delete misleading examples fram guidelines for authors.
For example, as Becker (1991) pointed out, the Publicaticn Manual of the
Aperican Psychological Association (1983) does not provide a good model of
reporting, with horrendous examples such as, "the first grade girls reported a
significantly greater liking for school" (p. 81) and "the analysis of variance
indicated a significant retention interval effect”" (p. 81). Moreover, the
Marual discourages "the reporting of negative results" (p. 19), pramoting the
idea that only statistically significant results are important.

Conclusion

J. Cohen (1990, p. 1311) suggested that changes in the way people
conceptualize, conduct, and report research take time, as evidenced by the
over 40 years that elapsed before Gossett's t test made its way into
statistics textbooks. However, criticisms of statistical significance testing
have been around longer than 40 years and the practice seems to continue
unabated, despite a slight increase in the reporting of effect sizes. It is
probably too much to hope that 10 years hence the participants in an AERA
symposium on tests of statistical significance will be able to cite evidence
that the criticisms are having a noticeable impact on educaticnal researchers’
planning of analysis and reporting of quantitative results.

The reasons for the persistence of tests of statistical significance are
carplex. The blame for the contimation of their use cannot be laid on
journal editors alone. Nevertheless, given the role of editors in determining
what gets published, they could be a powerful influence for more rational use
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of tests of statistical significance. Possible actions range from a rather
modest insistence on the use of a modifier with the temm significance to the
more far-reaching policy that reports of tests of statistical significance be
restricted to those based on randamized samples. Researchers would be
encouraged to analyze more carefully the importance of their results and to
demcnstrate enpirically the reliability and generalizability of study
outcomes.

There are sufficient logical grounds, laid cut in authoritative
criticisms, on which to base changes in editorial policy to minimize, if not
eliminate, the use of tests of statistical significance. No doubt action to
limit the inappropriate use of tests of statistical significance would be
stress for editors, given the strength of statistical significance testing
in the daminant educational research paradigm and the social and psychological
pressures that encourage the contimuation of the inferential ritual. Jourmal
publication is, however, the most focused point in the process of research
production and reporting, and editors have an historic opportunity to
influence the course of educational and psychological research and the
production of research-based knowledge in a way not available to researchers,
textbook authors, or statistics professors. Modifications in publication
policies have great potential for effecting the changes in the use of
statistical significance that have been called for over and over hut largely
ignored. The question is, who will lead the way?
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