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PREFACE

Baeed on evidence gradually emerging from the developing world, the

World Bank believes that the main way to help women, and thereby contribute to

poverty reduction, less nvironmental stress, and other development objectives,

is to enable women to raise their awn productivity and income. During the U.N.

Decade for Women (1975-85), efforts were made to increase public awareness about

the difficulties women face and to institute policies promoting expanded

opportunities for women. But rigorous research remained scarce on how to do

that and on what precisely the benefits would be. The World Bank has therefore

begun to prepare some 23 country-level assessments and action plans and

undertaken several research efforts using hounehold-level sample surveys tc,

demonstrate what can be done to improve opportunities for women and how that will

contribute to development. Country assessments have been ptblished for

Bangladesh, Kenya, and Pakistan, and one on India is forthcoming. This report

on Peru is the first of the new wave of research to reach fruition. It does not

answer all questions, of course, but sheds some light on what women's situation

is, haw it compares to that of men, what can be done to help, and what the

results are likely to be.

This report refers to Intis at the official exchange rate of June, 1985

when one U.S. dollar equaled about 11 Intis.
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SUMMARY AND INTRODUCTION

Barbara R. Herz and Shahidur R. Khandker

This report examinee ways of improving women's productivity and

education and the consequences for development in Peru. It finds that women

account for about 39 percent of family income in Peru. They carry the main

responsibility for child care and heavily influence family decisions on

children's education and family size. Improving opportunities for women can

thus be a means to foster economic and social development as well as an end tn

itself. The main way to expand women's opportunities is through human capital

investments, notably education beyond the primary level. This will increase

women's earning capacity and broaden their labor force participation -- and

thereby promote economic growth, family welfare, and slower population growth.

The report's findings are based on econometric analysis of the

household survey data from the Peruvian Living Standards Survey (PLSS) conducted

in 1985-86. The PLSS is a national probability sample of 5,100 families and

26,000 individuals.

Women's Contributions to Development

About 45 percent of Peru's total wage and self-employed labor force

are women. Women contribute to GNP and earn income in a variety of ways. Some

57 percent of Peruvian women engage in economic activities - about 10 percent

work in the wage sector, 30 percent as farmers, and 15 percent in the informal

sector. Women's economic participation varies by where they live. In urban

areas, some 14 percent work in the wage sector, while 10 percent are farmers and

19 percent work in informal activities. By contrast, in rural areas, only 4

percent work for wages, and 10 percent are self-employed in informal activities,

while 56 percent are farmers. Women's employment options and productivity

Peru as elsewhere depend heavily on education, but Peruvian women have about five

years of schooling, on average, compared to seven years for men. While only 8

percent of men df.d not attend school, 25 percent of women never enrolled. The

gender differences in educational attainment are more pronounced in rural areas

than in urban areas and among the children of the poor.

As women gain education and income, couples tend to opt for smaller

families. Women's income and education matter in this regard more than men's

because women tend to spend more time with children and, of course, bear the

children. Educated mothers who can earn a substantial income prefer smaller

families partly to make time for their income earning activities and for other

interests. As the opportunity cost of the mother's time rises (as measured by

the wage she could earn), her preference for a smaller family becomes stronger.

Women with a secondary education have, on average, 3 children, while women with

no education have 6 children. The relationship stands up when more sophisticated

analysis takes account of other influences on family size. Parental education

also influences children's schooling in different ways. Father's education

usually matters more for boys than for girls, but, the mother's education

increases girls' school enrollment as much is 40 percent more than the father's

education.
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What are the most effective ways to increase women's income and
productivity? The principal way, this research finds, is to educate women,
especially at the secondary level. Education increases women's wage income at
least as much as it increases men's. At the secondary level the returns to
schooling for women are 15 percent compared to 9 percent for men. Primary
education alone increases women's productivity in the informal activities.
Educetion helps wamen break into the wage labor force and get better paying jobs
afterwards in a variety of activities. Of course, women respond to offers of
higher wages, but higher wages are justified and thus more likely to occur as
women's productivity increases, and education is the main route to higher
productivity. Yet human capital variables, notably wiucation and experience,
explain only one third of the male-female differences in wages in the labor
market. Other constraints on productivity as yet to be identified or barriers
to women's labor force participation presumably account for the remaining
differences.

Providing credit to the self-employed woman working in Peru's vast
and growing informal sector has a high pay-off. Poor women who operate small
retail businesses can earn an 18 percent rate of return on credit funds provided
to finance working capital. Women entrepreneurs do respond to economic
incentives but tend to earn less than men. They are more concentrated in la*,r-
intensive fields, accounting for some 70 percent of the work force in retail and
textile activities which are the most labor-intensive activities in Peru. Women
entrepreneurs have only one fourth of male entrepreneurs' fixed capital
investment. Female entrepreneurs are also less educated than male entrepreneurs:
Female retailers, on average, have 6 years of schooling compared to 8 years of
schooling for male retailers. These differential factor endowments account for
much of the male-female differences in earnings in informal activities.

In the country as a whole, women are more concentrated in cervices,
while men predominate in industry. Of the employed female labor force, 72
percent of women are in the service sector, while only 15 percent are in
industry. By contrast, 52 percent of the male labor force works in services and
24 percent in industry. Expanding services thus tends to increase women's
employment opportunities and so raises the economic returns to female education
more than expansion in industry, which tends to favor men. Whether this reflects
different pre.'erences, deficits in female education, or labor market barriers
is not clear.

The Female Education Paradox

Even though female education has substantial economic returns and
broader social benefits (for children's health and schooling and lower
fertility), girls in Peru continue to receive less education than boys. In
rural areas the "gender gap" in school enrollment is apparent even at the primary
level, and nationally it is striking at the secondary level and beyond. The
proportion of the school-aged children enrolled in secondary school is 9 percent
higher for boys than for girls in Peru as a whole and in rural areas it is 17
percent. The data do not permit detailed analysis of the reasons for this gender
gap. It is reasonable, hawever, to suppose that parents may be reluctant to

11
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incur the costs of educating girls because the social benefits accrue ao far in

the future and do not affect the parents much. The girls themselves, their

children, and the society in which they live will reap the main benefits.

Parents may also believe girls are less likely than boys to succeed in finding

a good job once educated, because of discrimination reflecting traditional

expectations about women's proper occupations. Moreover, traditional culture

may favor the education of boys, and parents may have more concern for girls'

physical safety or social reputation, particularly ia the girls grow older.

While further research would help to diagnose the r,asons for the

gender gap in education, it is possible now to identify some policy measures

that do help close the gap. The more educated parents are, the more willing

they are to educate their daughters as well as their sons. Maternal education,

as noted earlier, is especially important in this regard. The question then is

how to achieve a generation of educated mothers. This report suggests four main

policy measures. First, simply increasing the number of school places helps.

Even though parents may prefer to educate sons before daughters, once most boyr

are in school, the additional places go to girls. Second, locatire the schools

closer to children's homes facilitates enrollment of all nhildren but especially

girls. Thira, improving the quality of education is particularly important to

increase girls' schooling. As quality improves (measured by the supply of text

books or by the number of school teachers), parents become more willing to

educate their girls, even more than their boys. In the 1960s Peru undertook a

major initiative to expand the educational system, increasing school places as

well ss improving quality. The quality and quantity improvements helped increase

girls enrollments and reduced the gender gap but were not enough to bridge the

gender gap, especially in rural areas. Thus, additional steps such as

scholarship for girls at the secondary level may be helpful. Since female

education has more impact than male educatat, on children's schooling and family

size and these benefits exceed the private costs to parents, a special effort

to educate girls is warranted on ecoaomic grounds. Finally, efforts to tmprove

the earning capability of women may build parental willingness to educate their

daughters, as parents see the aconomic returns to female education increaae.

In this regard, measures to assere women's equal access to the wage labor force

may be helpful, as will measures to boost the earning capacity of the vast

numbers of women employed in the informal sector.

Promoting Female .Entreareneurshj.s.

The importance of Peru's large and growing informal sector is well

docur.ented, and many Peruvians will doubtless continue to depend on it for their

livelihood for some time to come. The informal sector can also serve as a

stepping stone to more productive activities in the formal eector. Measures to

strengthen the inform'', sector should therefore be undertaken in parallel with

measures to open up wamen's opportunities 4.n the wage labor market. Evidence

reported in this report suggests that women's entrepreneurial activities are

constrained by the scarcity of capital. While capital markets may not be

designed deliberately to exclude women, that may be the practical result if women

lack the collateral, financial experience, and educatiun to cope with the formal

credit system. This is particularly likely to be the case with poor women.

Measures to target credit for the pi,3or, male or female, may help them shift into

mcre productive lines of work. Further research is needed on how to extend



credit more effectively to the poor, but experience in several countries suggests
that spe-ial measures may be needed to reach women, because of gender-specific
barriers rooted in childbearing or tradition.' It bears emphasizing that such
credit need not and probably should not be subsidized below normal commercial
interest rates. The poor already pay exorbitant rates for whatever credit they
can find in the informal sector, the record of subsidized credit programs is
generally dismal, and the main need is for reliable and continued access to
capital which can best be assured through credit programs that are financially
sustainable. Easing other constraints to women entrepreneurial ability such as
lack of skills and training is also worth considering. Policy makers may develop
professional skills development policies for women.

The Underlying:Model and Research Methods

The report's data analysis is based on econometric analysis of a
household economic framework that suggests how to improve women's education and
productivity and what the consequences of doing so will be. The contribution
of women to development is assessed in the context of the family because women
must balance the time they spend producing goods and services at home and in the
marketplace with the demands of childbearing. An understanding of family
economics is thus essential for analyzing household resource allocation by gender
and may explain the gender gap in education and productivity. It may also help
to show which government policies can encourage families to invest in women as
well as men.

Two competing family models may be used--the usual "unified" and
the more recent "bargaining" family model, both in the tradition of neoclassical
consumer theory (Schultz 1989). The "unified" model assumes that family members
agree on objectives and pool their resources to maximize a common family welfare
function. (Alternatively, one dominant family member may impose his or her own
preferences). This model assumes that market goods do not yield utility directly
but require time to be spent to yield utility (Becker 1965). Thus, quantities
consumed of any good depend on the opportunity cost cf an individual's time,
which reflects his or her market wage. Market wages eepe.Ad in turn on education
and market opportunities. Although education can LIcrease women's productivity
at home and in the market, the increase is thought to be more pronounced in the
marketplace. Higher market wages for women can raise the relative opportunity
cost of producing children and encourage families to invest more in the child's
human capital.' Evidence also indicates that gains in women's education and
income promote an intrahousehold resource allocation that is more equal between
males and females (World Bank 1989).

In contrast, the key message of bargaining models (McElroy and Horney
1981; Manser and Brown 1980) is that people within families do not agree on

Vamenwith young children may have more trouble leaving home to seek credit
or training.

21Women's education is the most important determinant of family welfare, in
terms of fertility reduction, children's health, school and occupational
promotion (Schultz 1989).
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objectives, and women may influence family decisionmaking more as they gain

control over resources. These models, which assume that individual members of

a family have conflicting preferences, make it possible to see how individuals

use their resources to benefit the family (or the reverse) (Schultz 1989). In

some cultures women control unearned income and hence affect family's resource

allocation (Schultz 1989; Duncan 1989). In others women's wages influence
intrahousehold resource allocation (Rosenzweig and Schultz 1982). In a sense,

the unified model Is just a special case of the bargaining model, where people

agree or where one bargainer dominates.

The unified household model has weaker data requirements. It can

rely mostly on household-level information, while the bargaining family model

requires more detailed individual-level information. The choice of model is

therefore often driven by data availability.

Collection of individual-level information is not an easy task and

is seldom attempted. Even collecting data at the household level is difficult.

The Peruvian Living Standards Survey (PLSS) provides data primarily on

households. It supplies some data on individuals but not enough to permit using

'the "individualistic" family model. The report therefore relies on the unified

family model to document the relationships among women's work, education, and

family welfare in Peru, but it does permit some indirect inferences that hint

at underlying bargaining.

The data, which were collected by Peruvian Instituto Nacional de

Estadistica and the World Bank in 1985-86, contain information on labor force

participation and wages, income from various sources including agriculture,

marital status, fertility, consumption, savings and credit. Because data on

unearned income and assets were collected only for households, not for

individuals, we were unable to examine the impact of individually owned assets

on family decisions. Nor were we able to measure the extent and impact of gender

bias in the allocation of resources for household consumption. While data on

households often have information on individual labor supply and earnings, they

do not cover individual consumption. Although attempts have been made to
identify the extent of gender bias in household consumption by using aggregate
family consumption data (Deaton 1988), this approach has serious limitations.3

The report uses the individual and household information to explain gender

differences in time allocation, school investment, productivity in formal and

informal activities, and their effects on household outcomes such as fertility

and school enrollment of children. Unfortunately, data on family planning
services and cortraceptive use are also missing from this sample survey. Thus,

no attempt could be made in the report to understand how the provision of family

planning and female education may reinforce each other or how family planning

'The main criticism of adult-equivalent scales as proposed by Deaton (1988)

and others is that one cannot separate the factors reflecting household

technology ("needs") from those governing the intrahousehold distribution rule

("wants"). See Gronau (1989) for details.
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alone influences fertility.' Similarly, because of a lack of data on

agricultural extension and limitations on farm-level production and input use
data, no attempt could be made to determine whether or how women's farm
productivity is improved when women have better access to extension, credit and
other public tervices.

Outline of the Report's ChaDtete

The report has seven chapters. A brief discussion of the contents
and findings of each of the remaining chapters follows next. Schafgans (Chapter
One) gives an overview of men's and women's labor force participation. She

discusses possible associations between a woman's wage labor force participation
and her observed fertility, education, marital status, spouse's economic

activities, children's school enrollment and household characteristics.
Schafgans also analyzes school enrollment by gender to identify male-female
differences in school enrollment that may affect wage labor force participation
and other outcomes.

Schafgans shows that 57 percent of women are economically active.
Women are mostly self-employed, while men are mostly employed in the wage sector.
Women's predominance in the self-employed sector reflects their lower education
and household responsibilities. Recognizing self-employed women as a legitimate
part of the labor force and their needs for improved productivity would clarify
the potential benefits to be gained by improving women's productivity. Schafgans
finds that education increases women's wage labor force participation at the
expense of self-employed work in agriculture. Edtmated women also have fewer
and better educated children. Moreover, the households headed by women have,
on average, lower incomes and per capita expenditure than the households headed
by men. Note, however, that both types of households have equal per capita food
consumption.

Khandker (Chapter Two) analyzes wages and wage labor force

participation to see what explains gender-related differences. In Peru as a
whole women earn about half of men's wages. The wage labor market participation
rate for women is 13 perceut compared to 35 percent for men. Khandker estimates
a wage equation to explain wages and, using the wage estimates, calculates the
private returns to schooling for men and women. He also examines whether these
returns influence school enrollment of boys and girls. He Jeals with two
econometric issues that are often ignored in research on wage estimation. Sample
selection bias may occur if one only considers wage workers, excluding those who
are self-employed, because this procedure ignores reasons that may lead people
to choose to stay out of the wage labor force. A better method is to estimate
a wage equation along with an equation that predicts whether or not an individual
will participate in the wage labor market at all (by using at least one other
variable not in the wage function to identify the labor force equation).
Khandker estimates the wage function with such a sample-selection correction and

"However, as information is available on community distance to family
planning center for rural areas, an analysis is sought to explain the relative
impact of education and the distance to family planning center on fertility
behavior.
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compares the estimates of schooling returns to those obtained without a sample-

selection correction. He also deals with the unobserved variable bias that may

arise if unobserved characteristics correlated with years of education also

influence wages. He uses a household fixed-effect model to correct the wave gap

and school-return estimates for unobserved household characteristics.

Rhandker finds that the human capital model explains only Jut a

third of male-female wage gap, although it substantially accounts for differences

in men's and women's wage labor market participation. Thus, more education means

women are more likely to work for wages. In estimating economic returns to

education, correction for sample selection and unobserved household

characteristics is found important for both women and men. This indicates that

women as well as men who participate in the labor market are not representative

of all women and men. Even after correcting the estimates for possible sample

selection and unobserved variable bias, the economic returns to education are

higher for women than for men in Peru. Another finding is that p:ivate schools

are more effective than public schools in raising individual productiv ty. This

implies that gender differences in productivity cannot be removed by educating

girls in publJ.c schools unless government makes public schools more effective.

Yet another finding of his chapter is that an extensive school system and well

developed labor markets can help reduce the "gender gap" in school investment

decisions of the parents.

Smith and Stelener (Chapter Three) analyze women's participation

and productivity in retail trade, which accounts for 46 percent of informal

activities in Peri:. They measure productivity of labor as the marginal revenue

product of a unit of labor. Since retail businesses can be identified as either

male- or female-owned or jointly awned, the study compares the major constraints

to raising the productivity of male and female retailers. Smith and Stelcner

obtain reasonable quantitative assessments of the relative productivity of men

and women and explain gender-related differences in retail productivity. Using

an econometric model of retail trade, they show the relative contribution of

labor and inputs. Retail trade is also subject to a selection procedure.

The buyers' selection depends on many factors including the unobservable "sales

effort" of a retailer. Smith and Stelcner develop a nonlinear revenue function

to show the probabilit.- of a ret :er's sales to potential buyers and the

expected price per sale. The probability of sales depends on such

characteristics as the retailer's education, experience, and capital as well as

the factors that characterize the market forces, including the retailers' market

outlets.

Smith and Stelcner show that primary education tmproves retail

productivity but endowments of capital, expenses and labor have even greater

influence on productivity variations than education or ownership of the firm -

female, male, or mixed. Firms with smaller endowments typically have the higher

productivity. They find no major differences in economic behavior between

enterprises of male-only, female-only, and mixed units. Differences in the

resource endowments of the firm lead firms to behave differently. The female-

only enterprises often have less capital than their male-only counterparts.
Simulation results indicate that both men and women entrepreneurs in different

income groups are equally productive if their education is raised to the same

level. When credit is given to finance working capitol needs, the returns to
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working capital are lower for low-income female enterprises than for male
enterprises of similar income class. This finding seems counterintuitive--if
women have less capital, they should get a higher return to capital. One
poesible interpretation of this puzzle is that women entrepreneurs from the
bottom income group may lack complementary inputs such as skills and training
Ln effectively utilize the loan. However, for an equal amount of credit, male
ant.; female entrepreneurs of higher income groups do not behave differently.

Dagsvik and Aaberge (Chapter Four) analyze family behavior in
household production, time allocation, and family welfare. They present the
data analysis in three sections. First, they discuss the relationship between
labor market participation and income inequality. They consider entrepreneurial
income and wage earnings of household members (male, female and children) and
the resulting economic contribution to family income. Second, they estimate an
interdependent utility (that is, structural) model with household- and
individual-specific information to explain household production, labor supply
and consumption behavior. Third, they simulate the possible effects of an
increase in wages and education on family welfare, measured by per capita income
or expenditure. They also examine the possible reductions in income inequality
because of changes in the education and wages of men and women.

Dagsvik and Aaberge indicate that family income would rise
significantly as a result of increases in women's wages and education. Thus,
A 20 percent increase in women's wages from its mean of 5.3 Intis in Lima
increases women's labor force participation by about 4 percent, their total wage
earnings by 25 percent, and women's share of family cash income by 5 percent.
A similar percent increase in men's wages from its mean level of 6.4 Intis raises
men's snare of family income by 14 percent. Compared to women with no education,
women with a least nine years of schooling have 22 percent greater labor market
participation. The corresponding increases in women's wage earnings and share
of family income, respectively, are 43 percent and 8 percent. A sit.ilar increase
in men's education raises men's share in family income by 11 percent. On
balance, improving women's education has a larger effect thz.-1 improving wages
in increasing women's contribution to family income. N)te, however, that as
education is the key to improving individual productivity, improving women's
education will help increase both their productivity as well as share in the
family's cash income. Dagsvik and Aaberge's simulation study also indicates that
incomes are so unequally distributed that raising wages and education of men and
women will not do much to reduce income inequality. Peru needs other policy
measures such as assets redistribution to reduce its severe income inequality.

Schafgans (Chapter Five) examines the impact of women's and men's
wages and education on the demand for a particular number of children as compared
to the quality of children measured as schooling per child. She investigates
the extent of a trade-off between the number of children and schooling per child
that exists in Peru. The presence of such a trade-off is emphasized in the
literature as an important factor in slowing population growth and promoting
family welfare. Within the neoclassical household model framework, Schafgans
estimates the reduced-form equations for the number of children and the schooling
per child as functions of household income (alternatively, father's and mother's
earned income), mother's age and education, other household characteristics, and
community characteristics. The household income or father's income can have
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either a positive or negative effect on the number of children but should have
a positive effect on schooling per child. But the mother's wage measures the
opportunity cost of her time. Since women spend more time with children, the
mother's wage should have a negative effect on family size and a positive effect
on child quality. Similarly, the mother's education should have a negative
effect on the demand for children and a positive effect on child quality as the
opportunity cost of women's time in the home rises and as education promotes
women's wage labor force participation and builds interest in modern and more
effective contraceptives.

In implementing the model Schafgans uses both a linear and a discrete
choice model to explain fertility behavior in Peru. She uses a linear and a
household-fixed effect model to explain schooling decisions. Her results
indicate that women's education increases children's schooling and reduces the
quantity of children. When women earn higher wages, they demand fewer children
and may demand more children's education. However, the father's wage has more
influence than the mother's on children's education. In contrast, it is the
mother's wage and education that influence family size more. Her study also
shows that the distance to the family planning center in rural areas does not
significantly affect fertility decisions, but the lack of further information
on the nature and quality of family planning services prevents any solid

inferences. Schafgans' analysis also clearly indicates that there is a gender
preference (for sons) in parental investment in schooling. She did not pursue,
however, whether father's or mother's preferences differ between bouts and girls

in terms of schooling.

King and Bellew (Chapter Six) discuss the determinants of

individuals' school attainment and enrollment over time and the role of

government polinies in closing the gender gap. They ask: Haw rapidly has the
expansion of public education changed schooling attainment of boys and girls?
Have additional opportunities for education been equitably distributed between

men and women? What other aspects of public education policies influence the
gender gap in education? What factors beside government policies explain
variations in the levels of education between men and women? King and Bellew
use the neo-classical household model to explain variations in school attainment,

incorporating both the direct and indirect costs of schooling as well as
individual learning ability. Why do boys and girls attain different levels of
schooling even if they have the same learning ability? The authors suggest two
possible explanations: Parents may have different preferences for boys' and
girls' schooling; and labor markets may reward the education of boys and girls
differently. Beyond this, parental preferences can interact with market forces.
For example, a rise in female wages and new work opportunities can increase the
returns to women's education, which may then encourage parents to educate

daughters' even if they feel a systematic bias against daughters. The speed and

magnitude of the response depend on the availability of jobs for girls as well
as the price and income elasticities of their demand for education. Community

characteristics such as school availability and school quality can also influence
parents' investment on education.

King and Bellew find that both mother's and father's education
heavily influence children's school enrollment. However, they find that the
father's education influences boys' enrollment more than girls', while the
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mother's education influences girls' enrollment more than boys'. Also improving
school quality proxied by the supply of text books, the number of grades, and
the number of teachers increases girls' school enrollment more than boys'.
Government policies aimed at increasing access to schooling have largely reduced
the male-female gap at the primary school level but failed to do so at the
secondary and ;lostsecondary levels. King and Bellew's analysis indicates that
the relative ffect of parental education also differs in school attainment of
daughters and sons. In the adult sample, for sons' education, father's education
has twice as large an effect as the mother's education, while for daughters'
education, mother's education has a larger influence. Similarly, in the youth
sample, the mother's education has a stronger effect on the daughters' education
attainment. "Quality variables" such as the supply of text books and the number
of teachers are particularly important in persuading parents to educate their
daughters. Perhaps parents' demand for daughters' education is more price
elastic than their demand for boys' education.

Gill (Chapter Seven) also helps explain why parents invest less in
daughters' education than in sons'. He develops an intrahousehold resource
allocation model linked with the market demand for educated workers to see
whether household demand for schooling depends on the jobs available in the
community. He assumes that parents consider their own expectation abJut future
labor activities when making schooling decisions for their children. He

hypothesizes that parents want more education for their children if education-
intensive sectors predominate in the local economy. He takes the shares of
regional GDP generated in two education-intensive sectors -- cervices and
industry -- to represent the demand for educated workers. He relates schooling
attainment to shares of services and industry and looks for differences for women

and men.

Gill finds that expansion in services or industry leads to an
improvement in schooling levels of both boys and gi,9s. However, expanding the
service sector encourages more investment for girls, while industry encourages
more for boys. Thus, a faster increase in women's human capital accumulation
in comparison with men's ran be associated with an increase in the relative share
of the services in GDP. But expanding services may not be as productive for
growth as it is for reducing male-female school gap. We are thus back to the
classical dilemma: equity and growth may not be jointly maximized. Yet when
human capital is a major constraint on a country's overall economic and social
progress, reducing the male-female gap in human capital can have a large pay-
off for development. Women are not only half the country's labor fcrce but carry
the main resprnsibility for children's care.

In summary, the findings demonstrate important relationships among
women's education (especially at the secondary level),work choices, productivity
and income, family welfare, and family size. Education improves women's labor
force participation and productivity. It also raises children's human capital
investments (especially for girls) and reduces family size. By improving
economic productivity, education thus helps women in Peru to increase their share
of family income and hence their contribution to development.
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CHAPTER 1

A COMPARISON OF MEN AND WOMEN IN THE LABOR FORCE IN PERU.

Marcia Schafgans

1. Introduction

This chapter uses household survey data to compare the proportion
of men and women in the labor force in Peru and to examine the hours spent on
the job and in the home. It also explores the associations among education,
employment, marital status, number of children, and school enrollment to evaluate
the contribution of women to family welfare. The Peru Living Standards Survey,
on which this analysis is based, was developed by the World Bank, the National
Institute of Statistics in Peru, and the Central Bank of Peru to measure the
major aspects of economic well-being at the household and communiL) level. Two
questionnaires were used: the first provides information on income, consumption,
employment, schooling, health, fertility, housing, migration, and savings. These
data were complemented by a survey of rural communities that gathered information
on prices, transportation, communication, and public services.

The survey was conducted between June 1985 and July 1986. The sample
of 5,120 households (26,000 individuals) interviewed reflects the distribution
of the population living in urban and rural areas (towns with fewer than 2,000
inhabitants) and in natural regions (for a detailed description see Grootaert
and Arriagada 1986). All monetary values are in June 1985 prices, at an exchange
rate of about 10 intis to the U.S. dollar. For this study the population is
grouped into three categories: metropolitan Lima, other urban areas, and rural
areas.

The number of women in the work force in Latin America has been
rising faster than the number of men. From 1970-80, the average annual rate
of growth was 2.5 percent for men and 5.1 percent for women. In Peru women
accounted for about 45 percent of the labor force in 1985-86, up from 24 percent
in 1980 (IDB 1987). Most of these women are self-employed. Except in Lima, most
men are also self-employed, although women make up the larger proportion of
workers in this sector, a result of lower education as well as household
responsibilities.

The type of activities women pursue differs considerably from the
type that men select. Women are poorly represented in higher-paid jobs, and
their wages in the formal sector are generally lower than the wages of men. As
this analysis is purely descriptive, it gives only an indication of the possible
reasons behind the differences in the contributions of men and women. Further
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research is required to shed light on some of the issues highlighted here. For

instance, how is an individual's work status affected by socioeconomic factors?

What explains the participation of the individual in a particular sector? How

can we explain differences in wages or incomes in formal and informal activities?

We need to know more about the endowment in human capital, and the returns to

education. Do parents make a trade-off between the number and quality of

children? How do improvemeats in productivity affect the distribution of

household income? These are important issues which are considered in the

chapters of this report.

Men have higher rates of participation in the work force than women,

and spend more hours on the job. Women devote more time to the household, and

their jobs show a high level of compatibility with these household

responsibilities, particularly in rural areas. Households headed by men are

better off than those headed by women. But improvements in the economic status

of women, for example shifts from agricultural work to the wage sector (or even

to nonagricultural self-employment), reduces the difference in the per capita

consumption expenditures of male- and female-headed households. Furthermore,

this improved economic status has a positive effect on the children's welfare

by increasing school enrollment, especially in rural areas. In general girls

benefit more than boys from an improvement in the mother's education or

employment.

1.1 Participation in the Labor Force

Buvinic and others (1983) point out that the division of labor in

third world countries typically "assigns women to labor-intensive production,

and the division of labor within the market restricts women to work characterized

by law technology, inefficient production and marginal wages." Peru is no

exception. Women make up about 45 percent of Peru's labor force.' Fifty-seven

percent of women versus 71 percent of men are working.2 The highest

participation rates are in rural areas: 71 percent of all women and 80 percent

of all men. Women in Lima record the lowest participation rates, with 46 percent

in the labor force. The lowest rate for men (62 percent) is in other urban

areas. The smallest difference is in rural areas; the largest difference is in

Lima.

Most working women are self-employed. Employed men generally are

also self-employed, while in Lima most work for wages. But the proportion of

women who are self-employed is larger than that of men. In Lima, rural regions,

and other urban areos, 55, 94, and 78 percent respectively of working women are

'
A description of the data and employment definitions used in this

analysis is given in appendix 1.

2 Table Al shows the distribut .on of the labor force calculated by dividing

the number of employees in a ,4Aren economic activity by the potential labor

force. Figure 1 shows the emp.Loyment figures in a stacked-bar graph, in which

the labor force participation rates are indicated by the total length of each

bar.

1



Figure 1: Labor force status
of men and women, by region

self-employed, while men in these regions record rates of 35, 80, and 54 percent
respectively. In the wage sector, proportionately more women than men work in
the public sector (see table Al).

In Lima and other urban areas most workers are paid; in rural areas
most of the work is unpaid. In all regions, a higher proportion of men than
women (65 percent compared to 41 percent) report receiving wages (both salaried
workers and self-employed individuals).3

Stelcner (1988) discusses the nonagricultural occupations of self-
employed workers. He shows that the types of activities women pursue differ
considerably from those of men (see table A2). In retail food and textiles,
women account for about three-fourths of the workers; in retail nonfood and food
processing, 60 to 70 percent; in personal services, about half, and in the
remaining sectors (construction, transportation, primary industries (fishing,
hunting, forestry, and mining), and other manufacturing) women account for only
a mmall proportion of the workers. The same differences are also apparent in
the wage sector, indicating that women are poorly represented in the higher-
paid jobs.

Figure 2 and table A3 show the labor force participation rates of
men and women by age cohort. Participation rates for all age groups are higher

3 A clear definition of paid self-employment, however, is not available.



Figure 2: Labor fcrce participation
of men and women, by age cohort
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in rural than in urban areas. There are more men than women in the labor force,
although there is little difference in the rates of participation in rural areas.

Participation in the economy declines with age, although the drop in the
participation of women more than 40 years old is more pronounced in Lima.

1.1.1 Hours Worked i- Main and Secondary Jobs. Table 1 shows that men work more

hours in their main job than women. In all regions men and women in the wage

sector work longer hours (43 hours and 38 hours respectively) than their self-

employed counterparts (38 hours and 28 hours); and women in the private sector

work significantly more hours than women in the public sector.

Table 1: Average hours worked in the main job

Sector

Labor force

Males Females

Lima Other urban Rural Lima Other urban Rural

areas areas

50.0 38.7 37.5 28.0 28.7 29.8

(0.5) (0.5) (0.3) (0.6) (0.6) (0.3)

Wage workers 43.9 42.9 41.9 36.0 36.3 40.6

(0.6) (0.7) (0.7) (0.8) (1.0) (1.4)

Public sector 42.1 41.1 37.4 29.9 30.9 29.6

(1.0) (0.9) (2.0) (1.1) (1.3) (4.4)

Private sector 44.7 44.0 42.5 39.1 40.5 41.9

(0.7) (0.9) (0.8) (1.0) (1.5) (1.4)

Self-employed 41.2 38.6 37.0 26.0 28.1 29.3

(1.0) (0.8) (0.4) (0.9) (0.7) (0.3)

Agriculture 18.0 27.3 36.7 7.9 14.7 29.3

(2.9) (1.3) (0.4) (0.4) (0.6) (0.3)

Nonagriculture 43.8 42.6 40.3 33.7 36.0 29.5

(1.0) (0.9) (1.4) (1.1) (0.9) (0.9)

Note: Standard errors in parentheses.

Table A4 shows average hours worked in the main iob by age cohort.
In Lima and other urban areas, 6- to 14-year-olds work an average 17 hours a

week: in rural areas they work an ave:age 25 hours a week. The number of hours

worked initially increases with agLi, although the rise is less pronounced for

women. The reduction in the number of hours worked occurs in urban areca,
primarily in the wage and self-employed nonagricultural sectors.



Table 2 shows the distribution of hours worked in second jobs.

Thirteen percent of women and 12 percent of men have second jobs. This

If moonlighting" is more common in rural areas, where 18 percent of women and 15

percent of man have a second Job, than in Lima, where only 7 percent of women

and 9 percent of men have additional jobs. Employed men spend an average 13

hours a week at their second Jobe, significantly higher than women (except in

rural areas). Women in Lima and other urban areas spend nine hours a week on

average in a second job.

Table 2: Average hours worked at second jobs

Males Females

Sector

Lima Other urban
areas

Rural Lima Other urban
areas

Rural

Employed 12.4 12.1 13.4 8.1 9.5 13.6

(0.6) (0.6) (0.3) (0.4) (0.4) (0.3)

Wage workers 15.0 14.4 15.5 11.5 8.7 20.1

(1.3) (1.6) (0.7) (1.6) (1.4) (2.3)

Self-employed 11.6 11.7 12.7 7.6 9.5 13.3

(0.7) (0.6) (0.4) (0.4) (0.4) (0.3)

Agriculture 6.7 10.9 13.2 6.2 8.2 12.8

(0.9) (0.8) (0.5) (0.3) (0.3) (0.6)

Nonagriculture 13.3 12.2 12.1 9.5 11.4 13.6

(0.9) (0.8) (0.5) (0.9) (0.8) (0.4)

Note: Standard errors in parentheses.

1.1.k Hours Worked in che Household Table 3 shows the average number of hours

worked at home by men and women in the labor force. There were no significant

differences across regions in hours worked at home (unconnected with business).

Women aged 20 to 59 devote most of their time to the family regardless of their

status in the labor force. They spend an average 30 hours a week working at

home, or four times more than men in that age-group. Self-employed women spend

more hours in the household than women working for wages. And women who work

on family-owned farms spend more hours on household activities than women in
nonagricultural activities. Self-employed women spend five times more hours than

self-employed men on household chores.

Young women also spend considerable time working in the home. Girls

6 to 14 years old work an average 12 hours a week (compared to 8 hours a week

for boys); girls 15 to 20 years old spend an average of 21 hours a week (compared

to 7 hours a week for boys).



Table 3: Ave.:age hours worked at home by gender

Women

Age cohort

Men

Sector 6-14 15-19 20-59 40+ 6-14 15-19 20-59 60+

Labor force 12.3 20.7 30.5 26.4 8.2 7.0 6.2 7.8

(0.30) (0.59) (0 31) (0.79) (0.22) (0.28) (0.12) (0.37)

Wage workers 7.5 10.5 21.1 25.3 7.1 4.9 5.5 5.3

(1.49) (1.02) (0.58) (3.69) (0.77) (0.36) (0.17) (0.66)

Self-employed 12.5 22.4 33.1 26.5 8 3 7.7 6.6 8.4

(0.31) (0.64) (0.35) (0.81) (0.22) (0.37) (0.17) (0.42)

Agriculture 12.7 23.3 35.1 28.0 8.2 7.7 6.9 8.7

(0.33) (0.78) (0.45) (0.94) (0.24) (0.43) (0.22) (0.51)

Nonagriculture 11.2 20.7 30.3 23.1 8.8 7.8 6.2 7.7

(0.81) (1.09) (0.54) (1.53) (0.71) (0.74) (0.27) (0.72)

Note: Standard errors in parentheses.

1.1.3 Distribution of Earnin s in the Formal Sector Table 4 shows average
hourly wages of men and women in the formal sector. Services offer high wages
for men and women; agricultural work is the most poorly paid. Men receive higher
wages than women for all activities except manufacturing. Even holding constant
for educational attainment, men receive higher wages than women. This indicates
that women are working in lower salaried jobs than men, since differences in
wages for similar jobs tend to diminish with increased education.

Table 4: Average hourly earnings in the formal sector, by

educational attainment (in intis June 1985)

All Primary

education

Secondary

education

Postsecondary

education

Formal sector Men Women Men Women Men Women Men Women

Observations 2,431 947 806 220 1,029 422 S:r4 256

All 6.18 5.09 3.74 1.80 5.74 4.83 11.19 8.26

(0.19) (0.21) (0.15) (0.16) (0.29) (0.25) (0.54) (0.56)

Commerce 5.59 3.54 3.19 2.66 4.93 3.48 9.61 4.75

(0.43) (0.24) (0.40) (0.24) (0.41) (0.29) (1.41) (0.83)

Services 7.34 5.94 4.10 2.66 7.31 5.01 8.60 9.20

(0.44) (0.33) (0.23) (0.24) (0.91) (0.33) (0.37) (0.74)

Manufacturing

Nontextiles 5.81 5.54 4.58 3.79 4.48 6.42 12.67 n.a.

(0.37) (0.95) (0.45) (1.12) (0.30) (1.34) (1.62)

Textiles 4.53 3.39 3.19 1.34 4.29 3.26 n.a. n.a.

(0.63) (0.40) (0.65) (0.19) (0.47) (0.43)

Agriculture 2.57 1.75 2.24 2.81 3.62 2.14 n.a. n.a.

(0.18) (0.10) (0.11) (0.36) (0.75) (0.14)

Note: Standard errors in parentheses. n.a.= not available or too iew observations



2. Socioeconomic Factors and the Com osition of the Labor Force

A number of socioeconomic factors may influence the composition of

the labor force including education, marital status, economic contribution, and

number of children.

2.1 Education

Table 5 shows the rates of participation in the labor force for men
and women aged 20 to 59, by the level of education.4 The share of employed men

and women in the wage sector increases with education at the expense of t.'-)e self-

employed workers in agriculture. Education does not appear to have a linear or

even monotonic effect on the participation of women in the labor force. This

finding appears to be in line with other studies on labor in Latin America (King

1989).5

Table 5: Labor force participation by education

Peru

Men Women

Lima

Men Women

Other urban areas

Men Women

Rural areas

Men Women

Labor force participation rates

Education:

None 96.6 83.7 n.s. 66.7 94.1 75.3 97.2 86.4

Primary 97.2 76.2 96.3 64.3 97.3 70.3 97.3 85.8

Secondary 95.4 62.9 95.9 62.1 93.8 61.6 96.8 69.1

Postsecondary 97.9 76.4 99.1 75.7 96.2 77.3 100.0 74.1

Employment status:a Wage workers

Education:

None 26.5 4.6 n.a. 10.2 46.7 5.0 22.9 4.2

Primary 33.4 10.8 54.5 25.6 47.8 9.1 23.3 6.5

Secondary 57.5 40.2 72.0 55.3 55.4 33.2 34.4 11.8

Postsecondary 64.9 71.13 69.0 71.0 62.8 74.4 56.4 60.0

Employment status: Self-employed in agriculture

Education:

None 66.1 75.3 n.a. 32.7 16.7 42.0 73.8 82.4

Primary 46.9 52.9 3.5 23.1 12.3 29.4 69.6 75.5

Secondary 14.4 20.7 0.5 12.2 5.1 17.5 52.3 53.7

Postsecondary 6.6 7.1 0.0 8.0 5.0 5.0 36.4 15.0

As percentage of total employment

n.a. = not available or insufficient observations

Figure 3 and table AS show the average years of schooling of men and
women by status in the labor force. In all regions the most educated men and
women work in the formal sector; the least educated are self-employed farmers.

The figures for men in Lima with no education have been omitted because
there were too few observations.

5 "In Santiago, Chile, Castafieda (1986) found that ... women with no
schooling and those with more than thirteen years of education tend to have
larger probabilities of participating in the labor market than women with primary

or secondary education."



Figure 3: Years of school for men and women
by work status and age cohort
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Self-employed women are usually less educated than men; women in the formal

sector are usually better educated. Older workers tend to have leas education

than younger ones, indicating an increased investment in education (Ring 1989).

2.2 Marital Status

Figure 4 and table AA show the labor force participation rates of

women aged 20 to 59 by marital status. Sixty-seven percent of the women in Peru

are married (or cohabiting), 14 percent are separated, and 19 percent are single.

Marital status has little effect on women's participation in the work force

in rural areas, where most of the women are working. Separated wymen have the

highest rates -of participation becaurg, of their increased economic

responsibility. In Lima fewer married women are working (about 61 percent),

compared to 66 percent in other urban areas, and 84 percent in rural areas, an
indication that the traditional male-female division of .:abor is sharper in Lima

than elsewhere.6 Even so, the data show the importance of the dual role of women

in the economy, a finding consistent with other societies (Buvinic 1983).

Married law single
rated

Other urban areas

6 In Lima 99 percent of married men participate in the labor force, in

other urban areas 97 percent and in rural areas 98 percent.



Marriage tends to move women out of the wage sector. In Lima 75
percent of single employed woman work for wages compared to only 37 percent of
married women. In other urban areas the figures are 56 and 19 perceut
respectively, and in rural areas 13 and 5 percent.

Divorced or widowed woman tend to move back to the wage sector.
Forty-seven percent of separated women in Lima who are employed work for wages,
higher than the 29 percent in other urban areas, and the 14 percent recorded in
rural areas. More self-employed separated women than married women work in the
nonagricultural sector.

2.3 Economic Activit es of W lies an usbands

Figure 5 and table A7 compare the labor market decisions of wtves
and husbands.7 In Lima and in other urban areas, women are least likely to be
in the labor force if their husbands are wage workers. In rural areas the wives
of men in the nonagricultural activities record the lowest rates. Women whose
husbands work in the wage sector are proportionally better represented in the
wage sector than other women (43 percent in Lima, 35 percent in other urban

100%

80%

80%

40%

20%

0%

Figure 5: Labor force status of married
women, by husband's labor force status

Mil!

Wm. 11.eisp WI-cap
Worliet *aria. loreesril.

Lima

Wm. 11Imit aeltsmp
Worley Alp, Is. Monier Ie.

Other urban areas
Labor force status: husband

Wags Se It-onie 111011.6np
%Wow Arlo. Nomi %vie.

Rural

Lebo' fens
status: wife

UnenvloAtd

El II Salf-oroloyed,
roinagitaulture

Self-terplalmck
awbulture

MI Wage wadow

7 Men in agricultural self-employment activities in Lima are not discussed
since there are so f.-w in this particular group.
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areas, and 12 percent in rural areas). There is a high correlation between wives

and husbands working on family farms or in self-employed nonagricultural

activities. This correlation parallels a high correlation in education. Sixty-

six percent of women with a primary school education are married to mer with the

same education. The figures for women with secondary education are 54 percent,

and for a postsecondary education, 68 percent (see table A8).

2.4 Child Care

AA shown in table A9, women in Peru (15 to 49 years old) have an

average of 4.26 children (3.46 in urban areas and 5.24 in rural areas). Among

women aged 45 to 49 only 1.5 percent are childless. The number of children born

is inversely proportional to the mother's education. For instance, women in

urban areas aged 35 to 39 with no education have on average 6 children, as shown

in table A10. The number of children for women in the same age group with a

primary education drops to 4.4, to 3.3 with a secondary education, and to 2.4

for postsecondary. Women in rural areas with no schooling bear 6.9 children,

and the figure falls to 6.3 with a primary education, 3.8 with a secondary

diploma, and three with a postsecondary education.

One manifestation of this burden is that women with young children

are less likely to go to work. But unlike women in industrial societies where

there is a strong trade-off between market work and child care, poor women in

developing countries tend to sacrifice leisure time instead, since they are still

responsible for the household (Buvinic 1983). Moreover, most women choose an

occupation that is compatible with child care and household responsibilities.

These are often low-paid informal activities. Because childbearing interrupts

the career of women in the formal sector, more of them work at jobs that require

lower qualifications and pay lower wages (Gronau 1988).

Using the number of children under age six as an indication of the

amount of child care required, figure 6 and table All show the status of women

with and without dependent children. AA this number increases women tend to drop

out of the labor force, which implies that some trade-off exists between market

work and child care, although the trade-off is lower in rural than in urban

areas.
Women in Lima without children or with only one child tend to work

in the wage sector, while women with two or more children are likely to be self-

employed, again, because of the compatibility between such work and care of

children. The trade-off in the number of hours women work is shown in table 6.

2.5 School Enrollment

In many developing countries girls over 10 years old are often taken

out of school because of financial restrictions, bad job prospects, or household

responsibilities. This assumption is confirmed by Table 7, which shows that

enrollment rates are about the same for boys and girls for the younger group,

with 92 percent of the boys and 89 percent of the girls enrolled in school. The

difference increases, however, for the older age cohort, with 72 percent of the

boys and only 64 percent of the girls enrolled in school.
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Figure 6: Labor force status of women,
by number of children under 6 years

There are also important differences in enrollment by region.
Attendance in Lima and other urban areas is higher than in rural areas,
particularly for the older age cohorts, indicating that access to secondary

Table 6: Average female weekly hours of work
by number of dependent children

Number of Children

Lima Other urban

areas

Rural

None 34.9 34..1 33.6

(0.6) (0.8) (0.4)

One 33.4 31.2 32.2

(2.6) (1.4) (0.6)

Two 25.6 29.3 30.4

(4.0) (4.4) (0.8)

Three or more 26.1 27.4 28.1

(32.5) (16.8) (1.7)

Note: Standard deviation in parentheses
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Table 71 School enrollment -
Age

Peru Lima Other Urban
Areas

Rural

6 to 14 years
Boys 92.4 98.4 97.3 86.8

Girls 89.1 98.3 96.4 80.5

15 to 19 years
Boys 71.5 83.9 83.3 55.6

Girls 63.6 84.1 78.3 38.6

education is more equitable in urban areas.' And the gap between the enrollment

of boys and girls is lowest in Lima and highest in rural areas. The gap is more

profound for 15-to 19-year-olds, pointing to the fact that girls drop out of

school earlier than boys.

As expected, school enrollment reduces the rates of participation

in the work force (see figures 7, 8, and table Al2), for all groups except boys

6 to 14 years old in rural areas.' In these regions 54 percent of the boys who

attend school are employed (mostly on family farms), compared to 48 percent of

nonenrolled boys. As they move out of school, rural boys start working forwages,

although girls usually remain self-employed. In Lima, where there is a wider

job market, students 15 to 19 years old work for wages.

3. Contribution to Family Welfare

Table 8 shows that per capita household expenditures are

significantly higher in households headed by men (see Rosenhouse (1989)) than

in those headed by women.° When adjusted for the age composition of the

household, male-headed households spend an average 896.55 intis (or

approximately U.S. $82) a month compared to 753.45 (or U.S. $69) intis a month

for female-headed households. Per capita consumption of m.:le and female headed

households is similar where the workstatus is the same (either wage worker or

8 Ring and Bellew (1988) observe that educational policies in Peru "...

during the past three decades appear to have made access to primary schooling

more equitable, while secondary (particularly upper secondary) and higher

education largely remain an urban advantage."

' There were too few nonenrolled boys and girls to record for the younger

age cohort in Lima.
Tho head of the household is defined as the person who worked the

greatest proportion of hours over the last 12 months. No significant differences

arise using the definition of reported heads of households.

3
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Figure 7: Labor force status of youths aged 6 to 14
by enrollment status
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Figure 8: Labor force status of youths aged 15 to 19
by enrollment status

In school

Boys Girls Sop Girls Boys Girls
Lints Other urban areas Rural

100%

80%

60%

40%

20%

0% Bays WI. Boys Girls ewe 01.1a

Lima °this urban areas Rural

Not in school

11Gl

Salf-anploybd.
nonagialtur.

Self-serpioyed,
acriculture

Wogs wonar



- If -

Table 8.: Per capita household expenditures for single-earner households,

headed by men or woman by their work status

Peru Lima Ither urban areas Rural areas

Male Female Mate Female Male Female Mate Female

Work status

In the labor force 699.35 629.31 871.87 93" 1.4 678.97 a5.89 499.22 393.79

(31.81) (52.81) (62.36) (148.22) (52.74) (92.43) (37.22) (31.39)

Wage workers 724.23 783.36 832.35 813.19 673.82 869 60 527.51 n.a.

(44.08) (88.41) (67.46) (84.63) (75.60) 196.24 ("LW)

Self-ernloyed 638 94 569.01 844.50 1106.12 686.31 595.05 491.13 393.27

(39.04) (66.21) (96.44) (344.57) (72.50) (101.01) (44.03) (3.:.77)

Agriwaure 541.26 466.71 n.a. n.a. n.a. n.a 518.43 448.31

(47.66) (45 03) (50.87) (42.20)

Monagricif.ture 709.14 673.78 810.32 1206.87 728.16 620.21 373.25 235.66

(57.17) (125a2) (98.69) (387.32) (84.40) (133.39) (78.19) (31.23)

Adjustee

In the labor force 896.55 753.45 1103.41 1096.35 913.75 847.02 601.83 448.57

(35.22) (57.75) (65.71) (146.91) (59.67) (110.19) (44.32) (33.44)

Wage workers 962.08 976.56 1082.92 949.10 920.17 11;3.30 708.86 n.a.

(47.61) (104.32) (72.54) (85.46) (80.91) '238.10) (82.04)

Self-employed 784.07 661.5? 1029.47 1291.38 904.23 "nt1.92 555.44 435.83

(46.96) (70.06) (105.47) (340.58) (90.30) (116.92) (53.25) (34.46)

Agriculture 627.90 507.83 n.a. n.a. n.a. n.a. 585.30 487.62

(58.60) (44.35)
(62.92) (41.76)

Monagriculture 896.32 819.02 ri86.66 1403.30 960.04 78c it, 426.30 287.53

(67.62) (132.57) (105.87) (381.58) (105.94) (159.211 (76.06) (46.89)

Mote: a. All monetary values are in June 1985 prices, at en exchange rate of about 10 intis to the

U.S.doller. Per capita household expenditures are adjusted for household age composition.

n.a.18 not available or insufficient observations.

self-employed) in nonagricultural activities. ii,af-employed hoPseholds in

agriculture headed by men are better off. Table Al2 shows there are no

significant differences in per capita food expenditures by households."

3.1 School En ollment of Children

Children whose parents wolk for wages have a higher probability of

being enrolled ir school than childrGn of self-employed parents. Children of

self-employed farmers have the lowest probability (see table 9). For instance,

when the father is a no.-!agricultural self-employed worker and the mother is an

agricultural worker, the probability that their chilciren will go to school is

" 'ata on health and anthropometric measured were not available to A:Gess

the effect on the health and nutritional status of children.
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Table 9: Probability of child school enrollment by work status of parents

Father's work status
Lime Other urban areas --AULALJUSAUL---

Boys GirlsBoys Girls Boys Girls Boys Girls

Wage worker

Work status mother:

Not employed 0.937 0.942 G 972 0.980 0.910 0.952 0.892 0.789
(0.013) (0.014) (0 012) (0.012; (0.028) (0.022) (0.040) (0.061)

Wage worker 0.976 0.959 0 991 0.970 0.984 0.992 0.91, 0.847
(0.011) (0.016) (0 009) (0.020) (0.016) (0.008) (0.040 (0.079)

Self-emptoyed 0.840 0.839 0..)20 0.980 0.885 0.883 0.792 0.768
Agriculture (0.021) (0.021) (0439) (0.014) (0.037) (0.039) (0.031) (0.033)

Self-enployed 0.914 0.898 0.946 0.953 0.918 0.945 0.842 0.681
Nonagriculture (0.018) (0.019) (0.024) (0.020) (0.026) (0.022) (0.056) (0.069)

Self-employed agriculture

Work status mother:

Not employed 0.774 0.699 n.a. n.a. 0.923 0.833 0.737 0.674
(0.040) (0.043) (0.077) (0.094) (0.046) (0.048)

t.lage worker 0.881 0.867 n.a. n a. n.a. na 0.931 0.846
(0.070) (0.091) (0.047) (0.104)

Self-employed 0.775 0.705 n.a. n.s. 0.906 0.731 0.770 0.703
Agriculture (0.016) (0.019) (0.050) ;0.098) (0.017) (0.019)

Slf-employed 0.749 0.796 n.s. n.a. 0.861 0.922 0.709 0.750
Nonagriculture (0.041) (0.040) (0.05(l) (0.061) (0.051) (0.049)

Self-employed nonagriculture

Work status mother:

Not employed 0.926 0.945 0.904 0.955 0.932 0.948 1.000 0.908
(0.019) (0.017) (0.032) (0.024) (0.270) (0.027) (C.000) (0.345)

Wage worker 0.943 0.992 0.979 C.188 0.882 1.000 n.a. ns
(0.033) (0.008) (0.021) (0.012) (0.081) (0.000)

Self-emloyed 0.930 0.866 0.980 0.854 0.963 0.924 0.866 0.828
Agricu!ture (0.024) (0435) (0.020) (0.065) (0.026) (0.047) (0.055) (0.067)

Self-employed 0.954 0.911 0.1'45 0.884 0.961 0.936 0.939 0.844
Nonagriculture (0.014) (0.019) (0.028) (0.039. (0.018) (0.022) (0.042) (0.075)

Nn.e: Standard errors in parentheses. n.a u not availablli or insufficient observations
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.930 for boys and .866 for girls. But if the mother is working for wages, the

probabilities are respectively .943 and .992. Similarly, in rural areas the

sonsof uneducated women are more likely to be enrolled in school than the

daughters -- a difference that disappears in families where the mothers have A

primary or secondsry education (assuming no change in the father's education) (see

table A14). In general, the enrollment of girls is more responsive than that

of boys to improvements in the education or labor force status of the mother.

It is apparent that an improvement in the economic status of women, assuming the

husband's economic status is unchanged, will mean that more children, both boys

and girls, will be enrolled in school.

3.2 Overview

Figure 9 shows the labor force participation rates of women (see

figure 10 for the same data for men), the level of education of their Aildren,

and age-specific fertility rates. The data show that increases in the education

of men and women improves their participati,Jn in the wage sector at the expense

of self-employed work in agriculture. Second, the improved economic contribution

of the parents, measured in educational status, has a positive impact on

children's welfare by increasing the likelihood that they will be enrolled in

school especially in rural areas. And last, educated women have lower age-

specific fertility rates. These changes are more pronounced when women have

access tJ a secondary school education. Thus an increased investment in

education will give families access to higher-paid jobs, reduce the number of

children per family, and indirectly Pnlarge the access of wemen to the wage

sector. Improvements in the economic status of families enhances the educational

attainment of the future generation -- both for buys and girls -- and makes

access to education more equitable.
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Figure 10: Men's contribution and
the welfare of the family (children)

by level of education
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APPENDIX 1: Sample Selection and Employment Definitions

The analysis in this chapter is confined to the potential labor force,
which is defined as a't persons over 5 years of age excluding retired and
handicapped individuals. The sample consists of 10,573 men and 100789 women.

Respondents were considered to be in the labor force if they (i) worked
at least for one hour (with or without pay) in the last seven days, (ii) held
a job hut did not work because of illness or other reasons, (iii) were waiting
to report to a new job, or (iv) did not work but looked for a job during the last
seven dayv. Those in categories (i) and (ii) are employed; those in categories
(iii) and (iv), unemployed. The different employment categories considered are
the wage sector (public or private), and the self-employment sector (agricultural
or nonagricultural).

The public sector comprises people working in the government, the army,
or in a state-owned company; the private sector individuals are employed by
private enterprises, cooperatives, or in private homes. Individuals working on
their household farm are self-employed in the agricultural sector, and

individuals working in their household business art self-employed in the
nonagricultural sector.

The analysis uses the job status of individuals, according to the

respondent's main economic activity during the 7 days prior to the first
interview date.
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Table Al: Labor force status of men and women, fur main occupation, by region

Peru

Male Female

Lima

Male Female

Other urban areas

Male Female

Rural

Male Female

Potential labor force (=100) 10573 10789 2855 2958 3099 3218 4619 4613

Labor force 70.5 56.9 64.2 45.5 62.2 47.3 79.9 70.8

Unemployed 2.1 1.8 3.0 3.7 2.9 1.9 1.0 0.5

Total paid 45.6 23.5 56.2 30.1 47.1 25.7 38.1 17.7

Total unpaid 22.7 31.6 5.0 11.8 12.2 19.7 40.8 52.6

Wage workers 25.7 10.0 39.8 18.9 27.5 10.0 15 7 4.3

Public sector 6.9 3.3 11.7 6.4 10.0 4.4 1.8 0.5

Administration 5.5 2.9 9.6 5.7 7.6 3.9 1.5 0.4

State enterprise 1.4 0.4 2.0 0.7 2.5 0.5 0.3 0.0

Private sector 18.8 6.7 28.1 12.5 17.5 5.6 13.9 3.8

Agriculture 4.8 1.1 0.7 0.1 2.3 0.3 9.0 2.3

Nonagriculture 14.0 5.6 27.4 12.4 15.2 5.3 4.9 1.5

Self-employed 42.7 45.0 21.4 22.9 31.8 35.4 63.2 66.0

Agriculture 28.5 29.9 2.1 6.9 5.3 13.1 58.3 56.4

Paid' 9.0 3.7 0.4 0.2 2.5 1.1 18.7 7.8

Unpaid 19.5 26.2 1.7 6.7 5.9 12.0 39.6 48.6

Nonagriculture 14.2 15.1 19.3 16.0 23.5 22.3 4.9 9.6

Paicr 11.0 9.8 16.0 11.0 17.1 14.6 3.7 5.6

Unpaid 3.3 5.4 3.3 5.0 6.4 7.7 1.2 4.0

a Individuals who reported receiving money from self-employment activities
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Table A2: Percentage of women employed in nonagricultural family enterprises
and in the formal sector, by industry and region

Sector

Nonagricultural family Formal sector

Enterprises

Manufacturing

1,1MII
Lima OURS Rural Lima OUAs Rural

Food 22.4 21.1 4.3

Processing 71.9 58.3 69.2

Manufacturing 10.0 8.3 8.8

Other manufacturing 30.0 8.6 35.3 21.1 7.7 0.0

Textiles 75.4 73.0 74.5 42.9 47.2 52.9

Construction 3.3 0.0 6.7 7.4 1.5 3.4

Commerce
Wholesale trade 22.5 28.0 33.3 31.2 23.8 16.7

Retail

Nonfood 57.0 57.8 59.5 21.0 48.0 37.5

Food 73.9 73.1 83.1 38.4 33.7 8.3

Transportation 3.3 7.2 3.1 11.5 9.9 7.7

Financial services 13.8 22.9 n.a. 32.8 31.6 n.a.

Nonfinancial services
Nonpersonal services 50.0 26.8 22.2 11.1 39.2 31.9

Personal services 39.9 44.5 48.1 59.0 42.0 74.5

Forestry/ Fishing 18.8 0.0 32.6 16.7 13.7 19.5

Source: Stelcner 1988

Note: n.a. = not available or insufficient observations
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Table A31 Labor force participation rates by age cohort (in percent)

Men

Age
LiM4 Other urban Rural

areas

Women
Lima Other urban Rural

areas

6-14 11.42 18.23 53.31 9.44 14.90 49.27

15-19 42.50 47.83 80.46 29.05 34.76 68.42

20-29 83.46 78.56 94.62 64.54 55.83 79.18

30-39 97.70 97.14 98.54 70.23 74.36 85.57

40-49 97.64 97.02 98.31 63.95 77.17 86.04

50-59 97.29 96.96 96.29 50.94 67.23 87.88

60+ 91.43 91.43 96.00 42.96 62.18 83.82
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Table A4s Average hours worked in the nein occupation by age cohort and labor

status

Region
Males Females

6-14 15-19 20-59 60+ 6-14 15-19 20-59 60+

Lima

Labor force 15.7 29.7 43.6 41.5 15.2 23.5 29.5 24.93

(1.78) (1.85) (0.57) (1.93) (2.02) (2.28) (0.69) (2.70)

Wage workers 29.4 40.4 44.7 40.9 n.a. 42.6 35.6 n.a.

(4.24) (2.03) (0.60) (2.56) (3.18) (0.80)

Self-employed 12.2 25.0 46.7 43.9 13.2 17.6 28.4 23.81

(1.70) (3.10) (1.10) (2.73) (1.88) (2.88) (1.10) (2.95)

Other urban areas

Labor force 17.70 27.00 43.10 38.90 18.91 24.47 30.53 27.97

(1.07) (1.43) (0.59) (1.75) (1.50) (1.64) (0.68) (1.99)

Wage workers 28.53 38.93 43.82 45.50 n.a. 40.65 35.61 39.33

(2.80) (2.08) (0.72) (2.01) (3.55) (1.06) (5.93)

Self-employed 15.77 23.97 46.47 39.48 17.54 23.57 30.51 27.91

(1.08) (1.72) (0.88) (1.96) (1.36) (1.76) (0.83) (2.03)

Rural

Labor force 24.74 34.28 43.09 40.34 24.54 30.49 31.55 30.51

(0.61) (0.83) (0.40) (0.97) (0.65) (0.93) (0.41) (1.06)

Wac --kers 29.36 36.58 43.99 42.13 36.00 44.38 40.68 39.67

(3.05) (1.61) (0.82) (2.96) (4.45) (2.71) (1.72) (5.12)

Self-employed 24.59 34.24 43.66 40.60 24.14 29.67 31.16 30.44

(0.62) (0.96) (0.44) (1.00) (0.65) (1.00) (0.42) (1.07)

Note: Standard errors in parentheses
n.a. E not available or insufficient observations
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Table Me Average years of schooling of nen and wonsn, by ags and labor force

status

Mon

Age Groups

6-9 10-14 15-19 20-29 30-39 40-49 50-59 60+

Lima

Labor force

Unemployed

Wage workers

Public sector

Private sector

Self-employed

Agriculture

Nonagriculture

Other urban areas

Labor force

Unemployed

Wage workers

Public sictor

Private sector

Self-employed

Agriculture

Nonagriculture

Rural

Labor force

Unemployed

Wage workers

Public sector

Private sector

Self-employed

Agriculture

Nonagrialulture

1.3 4.1 8.0 10.1 10.2 8.7 7.6 7.1

(0.22) (0.21: (0.18) (0.12) (0.18) (0.24) (0.29) (0.42)

n.a. n.a. 8.9 10.3 9.7 9.9 9.4 n.a.

(0.31) (0.45) (0.76) (1.10) (1.96) n.a.

n.s. 3.7 8.0 10.1 10.8 9.0 7.9

(0.49) (0.23) (0.14) (0.21) (0.29) (0.39) 1.

n.s. n.a. 7.2 11.0 12.9 11.0 9.1 10.6

(0.86) (0.25) (0.30) (0.46) (0.74) (1.16)

n.s. 3., 8.1 9.9 9.6 8.0 7.3 7.0

(0.49) (0.24) (0.16) (0.24) (0.35) (0.44) (0.82)

1.3 4.3 7.4 9.8 8.8 8.0 7.1 5.9

(0.22) (0.23) (0.38) (0.26) (0.33) (0.44) (0.46) (0.46)

1.1 4.4 8.5 7.2 7.2 4.5 5.5 3.4

(0.23) (0.42) (0.85) (1.39) (1.16) (0.50) (0.96) (0.67)

n.a. 4.3 7.2 9.9 S.9 8.1 7.2 6.3

(0.29) (0.42) (0.26) (0.33) (0.45) (0.48) (0.51)

1.4 3.9 7.6 9.2 9.0 7.0 5.8 4.9

(0.18) (0.16) (0.15) (0.13) (0.20) (0.26) (0.28) (0.29)

n.s. n.a. 8.5 8.9 7.1 4.0 3.6 6.1

(0.39) (0.42) (0.98) (0.73) (1.07) (1.78)

n.a. 3.6 6.6 9.1 9.3 8.1 6.1 5.2

(0.32) (0.29) (0.18) (0.26) (0.39) (0.47) (0.66)

n.a. n.a. 9.5 10.4 11.0 9.1 6.7 7.1

(0.50) (0.32) (0.36) (0.50) (0.74) (1.26)

n.s. 3.6 6.6 8.7 7.9 5.9 5.7 4.3

(0.32) (0.24) (0.21) (0.33) (0.50) (0.59) (0.71)

1.3 3.9 8.0 9.4 8.7 5.9 5.7 4.8

(0.20) (0.18) (0.16) (0.23) (0.30) (0.31) (0.35) (0.33)

0.8 4.2 8.1 8.5 9.4 3.9 5.4 4.6

(0.16) (0.27) (0.29) (0.75) (0.90) (0.53) (0.57) (0.59)

2.4 3.7 8.0 9.6 8.5 6.3 5.9 4.9

(0.31) (0.24) (0.20) (0.23) (0.32) (0.35) (0.441 (0.39)

0.9 2.8 5.1

(0.05) (0.07) (0.11)

n.a. n.a. 5 7
(1.11)

1.6 3.1 5.2

(0.43) (0.30) (0.24)

n.a. n.a. n.a.

1.6

(0.43)

0.8

(0.05)

0.8

(0.05)

n.s.

3.1 5.1

(0.31) (0.24)

2.8 5.1

(0.07) (0.12)

2.8 5.1

(0.07) (0.13)

3.7 5.6

(0.37) (0.48)

5.8 4.7 3.0 2.8 1.9

(0.13) (0.16) (0.13) (0.16) (0.12)

5.5 4.5 1.9 n.a. n.s.

(0.95) (1.02) (0.59)

6.5 5.7 3.7 3.6 1.7

(0.25) (0.36) (0.34) (0.54) (0.39)

9.8 8.0 8.0 10.8 n.a.

(0.61) (0.85) (1.OS) (1.72)

6.1 5.1 2.9 2.4 1.3

(0.26) (0.38) (0.30) (0.37) (0.23)

5.4 4.3 2.8 2.6 1.9

(0.16) (0.17) (0.14) (0.15) (0.12)

5.2 4.1 2.7 2.4 1.9

(0.17) (0.18) (0.14) (0.15) (0.13)

7.3 5.4 3.5 4.0 2.5

(0.40) (0.51) (0.41) (0.48) (0.35)

Note: Standard errors in parentheses

n.a. not :writable or insufficient observations (continued)
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Table AS Continued

Age Groups
Women 6-9 10-14 15-19 20-29 30-39 40-49 50-59 60.

Lima

Labor force 1.6 3.6 7.4 9.7 8.5 6.3 4.8 4.3
(0.16) (0.23) (0.21) (0.14) (0.24) (0.29) (0.36) (0.53)

Unemployed n.a. n.a. 8.3 9.4 9.2 6.0 n.a. n.a.

(0.49) (0.44) (0.69) (1.22)

Wage workers n.a. 3.6 7.2 10.4 10.3 8.7 6.9 7.2

(0.92) (0.35) (0.17) (0.34) (0.53) (0.68) (0.98)

Public sector n.a. n.a. 7.9 11.3 11.8 10.9 6.0 n.a.

(1.01) (0.32) (0.46) (0.15) (1.62)

Private sector n.a. 3.6 7.1 10.0 9.0 6.7 7.2 7.3

(0.92) (0.38) (0.19) (0.46) (0.60) (0.74) (1.20)

Self-employed 1.6 3.6 7.0 8.8 6.9 4.9 4.1 3.9

(0.16) (0.24) (0.31) (0.26) (0.30) (0.30) (0.40) (0.57)
Agriculture n.a. 3.7 7.2 8.3 6.6 4.7 3.1 2.7

(0.37) (0.32) (0.45) (0.62) (0.47) (0.58) (0.81)

Nonagriculture 1.7 3.5 7.0 9.0 7.0 4.9 4.8 4.5

(0.18) (0.32) (0.41) (0.32) (0.35) (0.38) (0.53) (0.75)

Other urban areas

Labor force

Unemployed

Wag. 3rkers

Public sector

Private sector

Self-eaployed

Agriculture

Nonagriculture

Rural

Labor force

Unemployed

Wage workers

Public sector

Private sector

Self-employed

Agriculture

Nonagriculture

I.' -.6 7.7 8.6 7.3 5.0 3.0 2.3

(0.1,J (0.19) (0.19) (0.19) (0.25) (0.29) (0.25) (0.26)
n.a. n.a. 9.2 9.9 5.1 5.3 n.a. n.a.

(0.56) (0.62) (2.26) (1.77)

n.a. n.a. 7.6 10.2 10.8 10.2 7.k n.a.

(0.56) (0.34) (0.38) (0.74) (1.30)
n.a. n.a. 9.7 11.7 12.4 12.7 10.7 n.a.

(0.33) (0.42) (0.36) (0.51) (1.69)

n.a. n.a. 7.4 9.4 8.3 7.2 4.9 n.a.

(0.61) (0.44) (0.66) (1.21) (1.45)
1.4 3.7 7.6 7.6 5.6 3.8 2.5 2.3

(0.20) (0.19) (0.21) (0.23) (0.26) (0.24) (0.22) (0.26)

1.3 3.5 6.7 6.9 4.6 3.5 2.2 2.1

(0.23) (0.28) (0.37) (0.40) (0.52) (0.47) (0.30) (0.36)
1.7 3.9 8.0 7.9 6.0 3.9 2.8 2.4

(0.41) (0.26) (0.23) (0.28) (0.30) (0.29) (0.33) (0.36)

0.8 2.6 4.1 3.7 2.2 1.1 0.9 1J.7

(0.06) (0.08) (0.13) (0.14) (0.14) (0.09) (0.09) (0.09)

n.a. n.a. 5.2 4.6 n.a. n.a. n.a. n.a.

(1.11) (1.91)

n.a. 2.7 4.7 6.7 5.2 2.2 2.1 1.7

(0.33) (0.45) (0.69) (0.85) (0.60) (0.85) (1.18)

n.a. n.a. n.a. 10.5 n.s n.a. n.a. n.a.

(0.92)

n.a. 2.7 4.7 4.9 4.5 1.6 1.5 1.7

(0.33) (0.45) (0.71) (0.85) (0.40) (0.72) (1.18)

0.8 2.6 4.0 3.5 1.9 1.1 0.9 0.6
(0.06) (0.08) (0.14) (0.14) (0.13) (0.09) (0.09) (0.09)

0.8 2.5 3.9 3.0 1.6 0.9 0.8 0.6

(0.06) (0.08) (0.15) (0.14) (0.13) (0.08) (0.10) (0.10)

0.5 3.7 4.7 5.2 2.9 1.9 1.1 0.8
(0.50) (0.29) (0.37) (0.34) (0.35) (0.41) (0.23) (0.21)

Note: I Allard errors in parentheses

n.a. not available or insufficient observations
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Table A6: Labor force status of adult msn and women by marital statu6

Gender

Lima Other urban areas 14011._

Married Separated Single Married Separated Single Married Separated Single

Women
Potential labor force

(u100)

1016 215 486 1098 237 334 1632 306 259

Labor force 60.5 76.3 68.0 65.7 79.4 60.5 84.1 84.9 82.6

Unemployed 2.9 7.1 8.7 2.0 3.0 5.4 0.5 1.0 1.9

Wage workers 21.5 32.7 44.5 11.9 21.9 31.0 4.1 11.4 10.4

Public sector 9.5 9.5 13.2 7.5 6.4 11.4 0.6 1.0 3.5

Private sector 12.0 23.2 31.3 4.3 15.5 19.6 3.6 10.4 6.9

Self-employed 36.1 36.5 14.8 51.8 54.5 24.1 79.4 72.6 70.3

Agriculture 11.9 8.5 1.9 18.4 13.3 5.1 65.8 56.2 54.8

Monagricultura 24.3 28.0 13.0 33.4 41.2 19.0 13.7 16.4 15.4

Men
Potential labor force

(p1OO)

947 41 605 1048 42 458 1585 80 485

Labor force 98.6 90.2 81.5 97.0 95.2 73.1 97.8 96.2 93.6

Unemployed 2.3 4.9 5.3 2.9 2.4 6.6 1.1 2.5 2.5

Wage workers 64.9 61.0 50.0 50.0 42.9 38.6 25.3 25.1 26.9

Public sector 23.2 12.2 13.1 23.9 14.3 9.6 4.0 5.0 3.0

Private sector 41.7 48.8 42.1 26.1 28.6 29.0 21.3 20.0 24.0

Self-employed 31.4 24.4 21.0 44.2 50.0 27.9 71.4 68.8 64.2

Agriculture 1.1 0.0 1.3 8.0 4.8 5.2 63.5 60.0 58.3

Monagriculture 30.3 24.4 19.7 36.2 45.2 22.7 7.9 8.7 5.9
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Table Ms Cross-distribution of the labor force status of wives and husbands

Labor Status Wife

Labor Status Husband

Lima Innitryirban areas
Wage Self-employed Wage Self-employed

Agric. Nonagric. Agn4. Nonagric.
Wage Self-employed

Agric. Nonagric.

Potential labor force 611 14 298 506 88 382 374 1019 127
(000)

Labor force 59.4 57.1 64.1 63.0 73.9 68.1 81.5 86.0 75.6
Unemployed 2.8 0.0 3.4 2.2 0.0 2.1 1.1 0.4 0.0
Wage workers 24.1 7.1 15.1 15.2 0.2 7.3 9.6 2.2 3.9
Self-employed 32.6 50.0 45.7 45.7 63.7 58.7 70.8 83.4 71.7
Agriculture 12.6 14.3 12.8 20.0 36.4 12.6 51.3 74.2 39.4
Nonagriculture 20.0 35.7 32.9 25.7 27.3 46.1 19.5 9.2 32.3
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Table Aes Cross.distribution of the education of wives and huobands

Education of Wlfe

UsItign_gfijaguand
None Primary Secondary Post

secondary

None 26.59 68.27 4.81 0.33

Primary 2.30 66.38 28.23 3.09

Secondary 0.71 12.38 53.77 33.14

Postsecondary 1.07 3.70 28.11 67.62
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Table £91 Distribution of women, by number of children born, region, sr\

mother's age group and education (percent)

I

:Average 0 1 2

Number of Children
3 4 5 6 7 8 9 10

or more

Peru 4.26 4.4 11.0 17.4 15.8 12.7 9.7 8.4 5.6 4.7 3.8 64
Urban 3.46 4.3 14.4 22.0 20.0 13.6 8.5 6.9 3.7 2.0 1.7 3.0
Rural 5.24 4.4 6.7 11.6 10.7 11.5 11.3 10.3 8.0 8.1 6.4 10.9

Age group

15-19 1.00 30.7 45.5 18.8 3.0 2.0 n.s. n.s. n.s. n.s. n.s. n.s.
20-24 1.95 9.7 29.0 32.1 18.6 7.6 2.8 0.3 n.s. n.e. n.a. n.s.
25-29 3.15 5.0 13.4 20.9 20.7 18.0 11.7 6.5 2.7 0.8 0.4 n.s.
30-34 4.13 1.9 7.5 18.2 19.1 14.2 12.0 11.0 7.9 3.7 2.4 1

35-39 5.11 0.9 3.6 14.5 14.0 12.7 14.3 11.4 8.2 7.6 6.0 6.7
40-44 6.04 1.8 3.6 10.2 12.3 10.5 9.9 9.0 6.3 10.5 8.4 17.7
45-49 6.72 1 1.5 2.2 6.3 9.3 11.5 4.8 13.3 9.6 9.3 9.3 23.0

EdUcation
Mono 6.33

I
2.7 3.8 6.0 7.8 9.7 10.0 11.4 1J.3 11.0 9.0 17.5

Primary 4.57 4.2 6.7 14.3 14.9 14.5 13.1 10.8 6.5 4.9 4.0 6.1
Secondary t 2.69

1
4.7 20.1 27.6 22.1 12.3 5.6 4.6 1.8 0.7 0.3 0.1

Postsecondary: 2.31 , 8.5 21.6 30.0 21.6 12.7 2.8 1.4 0.9 n.a. 0.5 n.s.

Table £10: Number of children born, by region, age group, and education of
mother

Ages

Urban Rural

10.2Ds____e_t_sEySesorrt None Primary econderv Pq11:_
secondary secondary

Age Group

15-19 1.0 1.4 1.2 n.a. 1.4 1.5 1.3 n.a.
20-24 2.5 2.3 1.7 1.2 2.2 2.4 1.8 1.5
25-29 3.4 3.2 2.4 1.8 4.: 4.0 2.7 1.2
30-34 4.6 4.3 2.9 2.2 b.8 5.1 3.8 2.4
35-39 6.0 4.4 3.3 2.9 6.9 6.3 3.8 3.0
40-44 7.1 5.5 3.3 2.9 7.7 4.7 4.7 1.0
45-49 7.5 5.6 3.9 3.1 7.5 4.7 4.7 n.s.

Note: n.s. a not available or insufficient observations



Was Alle Labor force status of women by nueber of children under six years

Status

Number of Children

Other urban areas Rural

Zero Ono Two Three

or more

Zero One Two Three

or more

Zero Ono Tuo Three

or more

Potential labor force 1175 354 171 40 998 408 221 69 1018 544 451 198

(.1OO)

Labor force 64.4 64.5 64.3 62.5 68.3 69.0 59.3 52.2 85.6 83.9 81.8 82.3

Unemployed 5.1 4 ' 5.3 7.5 3.4 2.0 2.7 0.0 0.7 0.9 0.4 1.0

Wage workers 30.7 30.4 22.2 7.5 19.5 17.9 7.2 8.7 6.6 6.3 4.9 3.0

Public sector 9.8 12.8 11.1 5.0 8.5 9.6 5.4 4.3 1.3 1.1 0.4 0.0

Privets sector 20.9 17.6 11.1 2.5 11.0 8.4 1.8 4.3 5.3 5.2 4.4 3.0

Islf-seployed 28.6 29.8 36.8 47.5 45.4 49.1 49.3 43.5 78.4 76.7 76.5 78.3

Agriculture 7.3 9.7 14.0 17.5 13.8 16.5 18.1 14.5 63.5 63.0 62.1 65.2

Nonagriculture 21.3 20.2 22.8 30.0 31.6 32.7 31.2 29.0 14.9 13.7 14.4 13.1
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Table Al2: Labor force status of 6- to 19-year-olds by school enrollment

Other Urban Areas Rural

Enrolled Not

$ tatus Enrolled

Enrolled Not

Enrolled

Enrolled Not

Enrolled

Boys 6-14

Potential labor force 750 12 923 26 1362 208

(1OO)

Employed 11.1 8.3 17.5 34.6 53.9 47.6

Wage workers 2.7 0.0 3.0 7.7 3.0 0.5

Self-employed agric. 3.6 0.0 7.2 15.4 49.6 46.6
Self-employed nonagric. 4.8 8.3 7.3 11.5 1.3 0.5

Girls 6-14

Potential labor force 698 12 880 33 1207 293

(1OO)

Employed 9.4 8.3 14.0 33.4 46.2 61.4

Wage workers 0.9 8.3 0.3 12.1 1.3 3.8
Self-employed egric. 3.3 0.0 7.6 15.2 43.4 54.9

Self-employed nonagric. 5.2 0.0 6.1 6.1 1.5 2.7

Boys 15-19

Potential labor force

(u100)

302 58 364 73 336 268

Employed 33.2 50.0 39.8 61.6 72.4 88.1

Wage workers 22.2 32.8 14.0 30.1 15.8 21.3

Self-employed agric. 1.7 1.7 7.1 9.6 52.1 63.8

Self-employed nonagr1c. 9.3 15.5 18.7 21.9 4.5 3.0

Girls 15-19

Potential Labor force 327 62 347 96 220 350
(:1OO)

Employed 20.9 37.1 28.0 45.9 57.7 73.5

Wage workers 8.9 21.0 3.5 14.6 4.5 6.9

Self-employed agric. 4.0 0.0 8.1 12.5 45.5 54.9

Self-employed nonagric. 8.0 16.1 16.4 18.8 7.7 11.7
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Table A13: Per capita household food xpenditures for single-earner

households

Sector

Peru

Male
headed

Female

headed

Lima

Male

headed

Female

headed

Other urban areas

Male Female

headed hewded

Rural areas

Nate Female

headed headed

In the Labor Force 316.47 335.10 358.76 450.51 278.00 292.19 310.76 299.85

(10.14) (28.39) (15.10) (84.92) (16.97) (43.17) (21.04) (25.68)

Wage workers 306.82 349.09 352.33 368.13 269.41 346.43 260.65 n.a

(12.16) (46.59) (17.16) (35.50) (21.86) (109.83) (22.03)

Self-employed 325.99 332.09 364.89 571.55 284.68 271.15 338.57 303.25

(17.22) (36.09) (30.93) (201.29) (26.61) (38.85) (29.64) (27.79)

Agriculture 357.41 335.17 n.a n.a n.a n.a 366.26 31,3.73

(29.92) (29.56) (34.02) (34.24)

Nonagriculture 303.13 (328.95) 350.41 622.97 291.69 259.13 219.00 158.69

(20.15) (66.72) (29.48) (227.06) (30.82) (48.13) (51.00) (26.06)

AdjusteAl

In the Labor Force 405.95 392.62 466.97 533.91 376.30 352.10 363.98 338.57

(11.21) (28.74) (17.00) (84.53) (18.74) :43.1.0) (22.58) (26.44)

Wage workers 415.52 426.94 471.43 436.60 375.72 426.13 344.33 n.a

(14.09) (47.31) (20.57) (36.75) (24.35) (65.86) (25.28)

Self-employed 390.06 380.07 447.77 668.22 367.76 322.72 377.40 334.44

(18.02) (36.45) (30.41) (199.31) (27.51) (40.02) (31.80) (28.23)

Agriculture 404.68 364.65 n.a n.a n.a n.a 408.13 383.76

(31.68) (29.25) (36.86) (34.00)

Nonagriculture 379.43 395.86 434.32 723.16 376.61 325.53 244.69 193.23

(20.78) (67.62) (29.42) (224.41) (32.04) (50.71) (49.05) (35.58)

a Per capita household expenditures are adjusted for household age composition. All monetary values

are in June 1985 prices, at an exchange rate of about 10 intis to the U.S. dollar.

n.a.= not available or insufficient observations
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Tible £14: Probability of child school enrollment by education of parents

Education father

Peru

Boys Girls
Lima

Boys Girls

Other urban areas

Boys Girls

Rural

Boys Girls

Primary education

Education mother:

None 0.783 0.718 0.911 1.000 0.879 0.885 0.757 0.675

(0.018) (0.020) (0.052) (0.000) (0.041) (0.039) (0.020) (0.023)

Primary 0.869 0.858 0.921 0.950 0.871 0.897 0.850 0.811

(0.018) (0.012) (0.021) (0.018) (0.021) (0.019) 0.017) (0.019)

Secondary 0.989 0.948 1.000 0.964 1.000 0.944 0.929 0.964

(0.018) (0.033) (0.000) (0.018) (0.000) (0.056) (0.071) (0.036)

Post-secondary n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Secondary education

Education mother:

None 0.926 0.844 n.a. n.a. n.a. n.a. 0.867 0.856

(0.044) (0.072) (0.077) (0.093)

Primary 0.934 0.931 0.921 0.945 0.942 0.949 0.892 0.879

(0.014) (0.014) (0.021) (0.020) (0.019) (0.021) (0.041) (0.038)

Secondary 0.965 0.985 0.944 0.981 0.969 0.986 0.956 1.000

(0.012) (0.008) (0.056) (0.012) (0.018) (0.014) (0.031) (0.000)

Post-secondary 0.966 1.000 1.000 1.000 0.929 1.000 n.a. n.a.

(0.034) (0.000) (0.000) (0.000) (0.071) (0.000)

Note: Standard errors in parentheses

n.a.= not available or insufficient observations
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Chapter 2:

LABOR MARKET PARTICIPATION, RETURNS TO EDUCATION, AND
MALE-FEMALE WAGE DIFFERENCES IN PERU

Shahidur R. Khandker.

1. Introduction

This chapter estimates tbe differences between males and females in
wage labor market participation, productivity (measured by wages) and economic

returns to schooling. The purpose is to (a) identify those characteristics that
enable some women, though not many, to participate in this sector, (b) determine
whether the vvivate economic returns to education vary by gender and influence
school enrollment, and (c) evaluate the extent to which the male-female wage gap
is caused by differences in human capital. The household survey data show that
in Peru the labor market (i.e., wage sector) participation rate for women is 13
percent campared to 35 percent for men.' The data also indicate that women earn
about half of men's wage in the wage sector. Thus, as women participate less
as well as earn less compared to men in the wage sector, identifying the
constraints that affect women's productivity and wage market participation may
constitute an -mportant policy exercise.

Results suggest that male-female differences in education account
for some observed differences in labor market participation and productivity.
The results on returns to education shaw that the private rate of return is
generally higher for women than for men. However, school enrollment data
indicate that girls enroll less than boys, especially in the secondary school.
As the private returns to education are expected to influence school enrollment
of boys and girls this finding suggests that parents are perhaps not consistent
in their behavior. However, when unobserved family characteristics that
influence wage and return estimates are controlled, the economic returns to
schooling are lower for girls than for boys in rural areas, especially at the
secondary and post-secondary levels. Thus, parents have reasons, at least in
rural areas, for investing less in daughters than sons. More research is
necessary on the social and private benefits and costs of schooling to quantify
the factors that influence this decision.2

'Shahid Khandker is a research economist in the Womer in Development
Division of the World Bank's Population and Human Resources Department.

The author wishes to thank Jere Behrman, Barba.r.d Herz, Paul Schultz,

Jacques van der Gaag and seminar participants at Ysie and the World Bank for
helpful comments, and Marcia Schafgans for computer assistence.

'In contrast, the labor force (which includes both wage and self-

employment) participation rate for women is 57 percent compared to 71 percent
for men.

2Behrman and Deolalikar (1988) report that lower investment in girls'
schooling compared to boys' in Indonesia is consistent with relatively higher
opportunity costs for females attending schools.
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This chapter uses a human capital model to analyze wages and labor

market participation in the wage sector that WAS developed by Becker (1964) and

Mincer (1974). The focus is essentially on education as a determinant of labor

market participation and productivity. Because the amount of schooling imparts

different skills - and hence different wages - this model provides a framework

to look at differences in the wages and labor market participation of men and

women in terms of levels of schooling. The veva estimates help determine the
private rate of returns to education for men ami women. The school returns of

men and women will then be contraqted wlth the respective school enrollments of

boys and girls. The purpose is to see whether parents are responsive to the

market incentives. Using the wage estimates, we can also identify how much
variation in wages is due to differences in education.

The wage function and zhe estimates derived from this may suffer from

two sources of bias. The first source is unobserved variable bias, which arises
in the event that some variables may affect wages but are not included in the

wage regression. A satisfactory analysis, therefore, requires identifying
potentially observable characteristics other than human capital that can affect

an individual's wage. These are not clearly understood and thus difficult to
incorporate in the analysis (Schultz 1989). There are ways to reduce the impact

of unobserved charact.oristics on wages and other related estimates. This chapter

uses a household fixed-effect method to quantify the severity of this bias on

the wage estimates. The second source produces a sample selection bias, which
arises due to restricting the analysis towage workers, thus ignoring information

on workers who do not particips..te in the wage market.' The chapter identifies
whether sample selection correction modifies the wage estimates and hence male-

female difference in the eccnomic returns to education and productivity.

Two earlier studies using the same household survey data from Peru

have investigated the wage rate function for men and women (Stelcner and others

1988, King 1988). They did not, however, assess differences in wages and returns

to schooling, or evaluate whether correcting for sample selection or unobserved

variables systematically modifies the comparison of the estimated returns to
education and productivity of men and women.

The chapter is structured as follows. Section Two explains the model

specification and estimation strategy. Section Three discusses the data and
highlights the differences bevween males and females in terms of wage-related

characteristics. Section Fc,ur reports the results. Policy implications are in

the concluding section.

2. Model S ecification and Estimation Strategy

This section outlines a model framework to address participation in

the labor market, the private ecoromic returns to education, and a wage gap
between males and females that is influenced by differences in job-related

'Note that unobserved variables bias may include selectivity controls so
that two sources of bias may be correlated. Hawever, controlling one bias may

reduce severity of the problem, not necessarily control, for the other.

r
) 0
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charactlristics. It also discusses ways to reduce the impact of unobserved
variable and sample selection bias from the wage estimates.

2.1, Wee Labor Market Participation

What influences women's participation in the wage labor market? Do

women differ from men in responding to wage labor market opportunities? Does
human capital (for instance, education) help women more than men to participate
in the wage sector? Identifying these factors may help policymakers understand
what promotes women's participation in the wage labor market.

The decision to join the wage labor market, given the time

constraints, is based on an individual's income-leisure trade-off. A time
allocation model can help identify the constraints that affect an individual's
allocation of time (Becker 1965). This model identifies those individual
characteristics, such as education and experience, household characteristics,
including landholding and unearned income, and market conditions, such as wages,
that influence an individual's allocation of time. Thus the time allocated to
different activities, including leisure, can be drawn as a function of
individual, household, and market characteristics. The time allocation data can
produce a discrete choice structure of whether to participate in the wage labor
market. The decision can be estimated using a probability function separately
for males and females as follows:

Y r.. + Xrl. + Zr2 + e

rof + Xfrif + Ztrzr + et

(1)

(2)

where: Irj(j...m,f) are binary dependent variables with 1 if the jth individual
participates in the wage labor market and 0 otherwise;' X is a vector of
individual characteristics that influences an individual's time allocation; Z
is a vector of household and market factors which also explains why an individual
participates in the labor market; r is the vector of coefficients to be
estimated, and e is an error term.'

equal to zero includes individuals who are either self-employed (in
family business and farming) or exclusively engaged in non-market home
production. Representing self-employed and those who work exclusively for home
non-market production under the same category may appear problematic if the
decisions involved in these two alternatives are independent. The degree of
independence between two alternatives such as self-employment and home production
can be tested within a nested multinomial logit framework as done in Rhandker
(1987). No analysis of this sort has been done with the PLSS data. We assume
for aimplicity that the transactions costs of switching from home nonmarket
production to self-employment are not high so that participation decisions in
home production and self-employment are not independent.

'We are assuming that the disturbance errors e. and ef are independent.
That is, labor market participation decision is an individual's decision.
However, as individuals belong to a household where individuals' decisi -s may
not be independent, the errors are then jointly rather than independently
distributed.
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Different reasons can justify the inclusion of individual (X), and

household and market (Z) factors as explanatory variables in labor market
participation equations (1)-(2). An individual characteristic, such as the level

of education can be treated as an explanatory variable that may indicate the

potential productivity of an individual at home and in market production.
Holding market wages constant, an increase in the level of an individual's

education can increase his or her probability of labor market participation if

it increases the opportunity costs of staying at home. The household's
constraints include such household asset variables as landholding, which may act

as a proxy for productive household assets. The productive assets exert a price

effect and an income effect on an individual's labor market participation. The

price effect would raise the marginal product or "shadow price" of an

individualls labor, while the income effect would encourage an individual to
consume more of his or her leisure -- even at its given opportunity cost. The

household's unearned income -- another household characteristic -- can influence

labor market participation via a pure income effect. Such market factors as

market wages exert an income and a substitution effect on an individual's time

allocation. Market factors may also include community variables, such as the
household's proximity to community services (schooling, health, and banking
services). These variables measure the impact on time allocation of implicit
prices of many goods and services the household uses for production and

consumption.'

Because the dependent variable takes the value of 1 or 0 in both

equations (1)-(2), the error structures yield heteroscedasticity. I will use

the maximum likelihood method to estimate the labor market participation

equations.

2.2. Returns to Education

A semilogariti- ic wage function is a standard practice in the
literature to estimate a wage equation which provides estimates of the economic

returns to education. As "ecker (1964) and Mincer (1974) argue, variations in
wages arise from differences in investment in human capital, especially education

and post-school experience. More formally,

lnWi cgoi + OHS; + /32A + /33,1(2; + E. (3)

where lnW1 is the natural log of the hourly wage rate of the ith individual (i=m

for male, fox female wage worker); S is the individual's years of schooling,

R is the individual's postschool experience (defined as age minus S minus school

entry age, say, 6); R2 is the individual's experience squared; aoand fi (j..1,2,3)

are, respectively, the intercept and slope coefficients to be estimated; and el

is the individual specific unobserved error.

Under the standard assumption that years of schooling and age and
hence post-school experience are predetermined, the above equation (3) is thought

of as an approximation to the wage function that determines an individual's wage

in the paid labor market. Two possible interpretations of the wage equation (3)

are found in the literature. The first is the hedonic price theory which

'No information on any of these market factors is available except for rural

areas. Thus Z variables include only household-level variables.
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interprets (3) as hedonic index on characteristics that affect the price of the

individual's time (Rosen, 1974). The second interpretation is given by Mincer

(1974) who viewed (3) as a generalization of the equilibrium relation between

education and wages where the partial derivative of log wage with respect to

schooling is the estimate of the private rate of return to the time spent in

school instead of in the labor market.7 Thus, according to Mincerian

interpretation, if the error terms in (3) are independent and normally

distributed, one can use ordinary least squares (OLS) technique to estimate (3)

which yields a consistent estimate of the proportional increase in the wages

associated with one year of education.'

Furthermore, as postschool experience increases, productivity and

wages tend to rise. But further increases in postschool experience may lead to

a decline in wages and productivity because of diminishing marginal returns.
The concavity of the wage profile is thus captured by the quadratic experience

terms. According to human capital theory, education and experience are likely

to have majos: effects on productivity.

Three adjustments in the functional form of wage equation (3) are

necessary, however.' First, there is a possibility that distinct regional labor

markets may behave differently and hence yield quite different estimates. Three

distinct labor markets (metropolitan Lima, other urban areas, ani rural areas)

have already been identified (Stelcner and others 1988). Further, there are

perhaps structural differences in the labor markets for men and women in which

case the wage rate and labor market participation equations are estimated

separately for men and w.men in these three regions. While this method is

preferred where there is no interregional migration, such migration does occur

as educated workers move to higher wage markets.

But interregional migration may bias estimates of the returns to

education as well as labor market participation. In Latin American countries

as much as half the life-cycie returns of rural residents to schoolins result

from migrating to urban centers (Schultz 1988). The bias due to interregional

migration could not be reduced even if the migrants' original location were

known, because migration is a self-selection process. Using regional "shifters"

in the wage equation (3) and in participation equation (1) or (2) fitted for the

country as a whole, one can illustrate the potential severity of interregional

'Mincer (1974) assumes the follawing to approximate this relat 'p: (i)

the only cost of schooling for an individual is his or her foregoue earnings;

(ii) individuals enter the labor force immediately after completion of schooling;

and (iii) each individual's working a fixed number of years is independent of

his or her years of education. To the extent that Mincer's assumptions do not

hold in the real world, the estimated coefficient of schooling is an

approximation of the internal rate of return to education.

'Note that the normality and independence assumption of th: error structures

may not hold if the errors contain unobserved ability, motivation and other

individual and household variables which are correlated with S and K. One needs

to test the validity of such an important assumption.

'These three adjustments are also applied to the labor market participation

equatIons (1) and (2).



- 42 -

migration on the estimated returns to schooling and labor market participation.

In particulor, because high-wage urban regions have more and better schooling:

introducing regional shift variables in the wage or labor market participation

equation reduces the estimated returns to schooling, or the influence of

schooling on participation in the labor market.°)

Second, an adjustment is necessary to quantify the effect of the

quality of education by grades on wages. Since different levels of school impart

different skills and wages, it would be misleading to treat years of education

as homogenous. Thus we include splines of years of education (both general and

technical) in the wage function and labor market participation equations to

account for the heterogenous quality of years of education."

Third, an adjustment is also necessary to control for the effect on

wsges or labor market participation of the quality of education that individuals

receive in schools. This chapter includes attendance or nonattendance ir public

school in the wage and participation functions to control for the influence of

unobserved school quality. Parental characteristics often contribute to
children's unobserved ability by giving them a better education (Schultz 1988).

Thus by including this school quality variable in wage function (3), for example,

ws can reduce the impact of both school quality and parental characteristics on

an individual's productivity and hence returns to education.'2

The OLS estimation may yield inconsistent wsge estimates if the wage

equation (3) suffer from unobserved variable and sample selection bias. Omitted

variables such as individual ability may overestimate school returns if school

attainment is correlated with an individual's unobserved ability. We do not have

individual-specific background information such as cognitive skill measures to

control for unobserved individual ability which may influence the wage estimates

(Griliches, 1977; Willis, 1986). Another source of bias is unobserved household

and community characteristics which often relate to abilities, motivation,

quality of schooling, employment opportunities, and role models that influence

mIn fact, most of what appears to be selectivity in migration in another

Latin American country (i.e., Brazil) disappears with control for differential

schooling quality (Behrman and Birdsall, 1983). Unfortunately, we do not have

good information on the quality of schooling that we can use to control for the

differences in self-selected migration.

"Note that splines do not control for differential schooling quality among

schools of the same level; they control only differential quality by schooling

levels. The splines of years of schooling estimate the returns to education for

different school grades such as primary, secondary and post-secondary schooling.

'20ne may include parents' characteristics directly in the wage regression.

Stelcner and others (1988) report that the wage regression that excludes parents'

education overestimates returns to schooling by about 3 percent for males in

Peru. They also find a strong correlation between the father's education and

public school attendance. Furthermore, as the public-private schooling variable

represents a choice, not of the students but of the parents, they are not choice

variables like whether or not to participate in the wage labor market. One could

also use other information such as availability of text books, etc. to control

for differen_ial quality across schools (King, 1988).

o
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wages and hence returns to education. If these unobserved factors are correlated
with years of schooling, the standard estimation procedure results in biased
estimates of the impact of schooling and hence the returns to education (Behrman
and Deolalikar 1990).* A household fixed-effect method is used to estimate the
wage equation (3) to control for household and community heterogeneity.

Another potential source of OLS bias is the sample selection bias
caused for endogeneity of the decision to participate in the labor market.
Sample selection bias arises in equation (3), if it is estimated by ordinary
least squares to include only wage-earners--thus excluding persons not reporting
a wage yet part of the potential labor force. In Peru about 35 percent of all
working males and about 13 percent of ell working females are in the wage sector.
The decision to join the labor market influences wages because the

characteristics that affect labor market participation may also interact with
wages. Thus the wage estimates need to be independent of the possible impact
of these characteristics.

Estimating (3) in conjunction with labor market participation
equation (1) or (2) may reduce sample selection bias from the wage estimates."
A maximum likelihood method, wEich jointly estimates the wage rate and probit
functions by taking into account the correlation between the errors of wage and
participation equations, is used to estimate (3) that yields consistent and
efficient estimates.

An identification problem emerges, hawever. The variables that
explain wages may also explain individual labor market participation. That is,

the vector X and Z in (1) or (2) contains the variables included in the wage
equation (3). Thus we need some identifying variables in equation (1) or (2)
not included in the wage equation (3) to help distinguish a participant from a
nonparticipant.

Three variables are considered for identifying labor market
participation decision from wage equation. They are landholding, unearned
income, and marital status. Landholding and unearned income are expected to
influence the likelihood that a person will work for wages by affecting the
person's reservation wage: If an individual has a considerable amount of land
or unearned income, he or she will be less likely to work for wages because the
returns in other activities are higher. On the other hand, marital status
reflects people's preferences for jobs. For example, married couples can
specialize more easily than unmarried individuals and thus marriage encourages
husbands to work for wages and wives to work in the home (Schultz 1988). Marital

*Behrman and Deolalikar (1990) found that these characteristics
substantially influenced the wage estimates and hence returns to education. They
did not, however, correct the wage estimates for the sample selection bias that
arises for why a particular individual participates in the labor market.

"Note that sample selection correction does not predict the direction in
which the wage estimates will be altered.

GL
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status may thus influence labor market participation, but not an individual's

market productivity."

2.3. Male-Female Wa e Differences

A standard procedure to measure the male-female wage gap is to fit

equation (3) by ordinary least squares to a sample of male (m) and female (0

workers:

and

lnW. X. 3. + E. (4)

lnWr xf a, f (5)

where: 3. and Mf are the vector of unknown coefficients, including the

intercepts, to be estimated; X. and Xf are, respectively, the vector of males'

and females' observed characteristics; and Em and sf are, respectively, the

males' and females' individual specific error. A property of ordinary least

squares is that the regression lines pass through the mean values of the

variables so that

lnWm X.B. (6)

Xt 3, (7)

The hats denote the estimated values of the coefficients.

By simple manipulation of (6) and (7) the male-female wage gap

function can be written as

at. - + (13. - Br) if

- - + (a. - a) Xm (8)

where the first part of the right-hand side of equation (8) measures the wage

gap due to male-female differences in wage-related characteristics and the second

part measures the gap explained by the differences in male-female wage structures

for the same observed job-related characteristics. As we can see in (8), one

"There is no clear notion in the literature that can guide one to
determine what variables to include in the labor market participation decision

that do not affect wages. Identification is thus often based on debatable

assumptions. For example, landholding and unearned income may reflect asset

accumulation from past labor earnings and hence correlated with wages.

Similarly, marital status may affect wages as married people are more healthy

than unmarried people and better health influences productivity.

62
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can measure wage gap in two ways: using the male wage structure or alternatively,
using the female wage structure."

Al large number of studies using this decomposition technique (8) find
that only a portion of the wage gap is explained by differences in human capital
and other observed job-related characteristics (Becker 1985, Gronau 1988, Mlncer
and Polachek 1974, Oaxaca 1973, Gannicott 1986). One can, in principle, make
an accurate assessment of male's and female's productivity and hence of observed
wages and private economic rates of return to education if one can measure their
true productive capacities as perceived by employers. Por various reasons,
however, econometricians cannot include in the wage equation (3) all the
variables that might influence individuals' productivity. Such unobserved
characteristics as individual, family, or job-specific heterogeneity can make
certain workers more productive than others.

We use a household based sample selection procedure here to estimate
the wage gap between men and women." Sampiss are chosen from households where
at least one male and one female participate in the labor market. The restricted
samples are comparable and hence may reduce the bias of unobserved household
characteristics." Using wage regression (3) and decomposition technique (8),
we calculate the wage gap for this restricted sample and compare it with the one
where full samples are used to estimate the wage gap. This selection procedure
suffers from both sample selection and group bias. Sample selection bias is
corrected; the group bias, however, cannot be corrected with the decomposition
method.

"Naturally the two procedures do not yield the same answer. Thus as the
decomposition technique assumes a particular (either male or female) wage
structure to calculate the wage gap, this method introduces a group bias in
the intragroup wage comparison. To the extent that both male and female wages
are affected by discrimination, Neumark (19n8) shows haw a weighted average of
the male and female coefficients may approximate the competitive wage that
would prevail in the absence of discrimination. Note also that the second
component of equation (11) is often taken as reflecting wage discrimination.
However, because it is difficult to remove the effects of all possible wage-
determining factors, including those that may reflect female discrimination
outside the labor market, one cannot possibly attribute the second component
as a measure of discrimination (Gunderson 1989).

"One can, alternatively, restrict samples to a particular occupation (for
instance, Birdsall and Fox (1985) for teaching) or to never married males and
females whose household responsibilities (unobserved) are more similar than
married individuals (Mincer and Polachek 1974, Robb 1978). This method, which
reduces the impact of unobserved individual motivation or profession-related
characteristics on the wage estimates, underestimates the wage gap for a random
male and female with the same observed characteristics (Gunderson 1989). This
procedure, therefore, must account for the sample selectivity bias.

"This method still suffers from bias due to unobserved individual
characteristics. What this sample selection technique does is to reduce the
intensity of the unobserved motivation or role models on the wage estimatea, but
does not remove their impact.
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The group bias does not arise if we use a household fixed-effect

method to estimate directly the wage gap, for the fixed-effect method does not

need a particular wage structure. Moreover, the unotserved household and

community characteristics that influence interfamily wage estimates no longer

affect the estimates. To see how this method works, consider the following.

Let

and

(9)

lnWf Xf Bf ( Un ef (10)

be the wage equations, respectively, for males and females, where eu. is the

unobserved family- and regional-specific error, and other variables are as

defined earlier.

Taking difference of (9) and (10) yields the fol3awing:

- lnWf X. B. Xf f eta (11)

where the family- and regional-specific unobserved effects cancel out and ee is

the error structure of the log wage differentials, lnWe.

Model (11) estimates how much job-related characteristics explain

male-female wage differences, assuming that wage structures for men and women

are different. Thus, the unobserved household and regional characteristics that

affect the interfamily wage estimates do not influence the intrafamily wage

estimates. Moreover, differencing out male's and female's wages at the household

level, unlike the decomposition method of (8), does not assume any particular

wage structure to estimate the wage gap.

Further, if we assume that males and females receive the same returns

for the same characteristics, equation (11) can be rewritten as:

ln We im (X. - X) 6 + ee (12)

whence 6 B. ... Bo

Equation (12) estimates the variation in male-female wage differences

which is caused by variation in job-related characteristics. Thus, by comparing

estimates of models (11) and (12) we can identify how much of the wage gap is

due to differences in the wage structures of men and women. Furthermore, the

model (12) can identify individual sources of male-female wage variations that

are explained by job-related characteristics.

The household fixed-effect method suffers from sample selectiou bias.

To obtain efficient estimates of (11) or (12), we correct them for not only why

an individual participates in the labor luark,t but also why a particular male

and a particular female from a particular household participate in the labor

market. Correcting the second source of bias depends on the correlation of the

error structures, em and ef, in the participation equations of (1) and (2). If

em and ef are correlated which is likely the case, a joint estimation of the
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male-female wage gap equation (11) or (12) along with participation equations
(1) and (2) must account for this correlation to yield efficient estimates.

3 Data Characteristics

The data used for this paper are drawn from the Peruvian Living
Standard Survey (PLSS) household data collected jointly by the World Bank and
the Peruvian Instituto Nacional de Estadistica (INE). These data provide
detailed socioeconomic inforwation on over 5,100 households and 26,000
individuals. The samples were drawn from a self-weighted national probability
sample of Peruvian households and represent an approximate 1/100 aample of the
population. The sampling frame is based on a 1984 National Health and Nutrition
Survey. About 25 percent of the households in the PLSS were located in
metropolitan Lima, 28 percent in other urban areas, and 47 percent in rural
areas. The data were collectild between June 1985 and July 1986 (see Grootaert
and Arriagada 1986).

This chapter covers workers aged 14 to 60. The wage earner
participation equation is estimated using information for all potential workers.
The wage equation, l'owever, is estimated only for those men and women who
reported wage remune7ation and hours worked in the wage sector as their main
occupation during thu week prior to data collection. Thus self-employed and
unpaid family workers are excluded from this reduced sample. The wage sample
consists of 2,255 men from 1,856 households and 898 women from 783 households,
drawn from a total of 6,429 men from 4,142 households and 6,942 women from 4,387
households. Among tku. man, 994 from 789 households work in metropolitan Lima,
731 from 610 housebolds work in other urban areas, and 530 from 457 households
work in rural regions. hmong the women, 485 from 403 households work in Lima,
281 from 262 households work in other urban areas, and 152 from 118 households
work in rural Peru.h) The wage labor market participation rate for women is 23
in Lima, 13 in other urban areas, and 5 in rural areas - an average of 13

percent. The rate for men is 53, 38, and 21, or an average of 35 percent. Table
1 gives the means and standard deviations of the variables by gende! and by
region.

Male wage earners are slightly more educated than women except in
other urban areas. But employed women have more vocational training than
employed men in all regions.2° Women also come from relatively wealthier
households (in terms of landholding and unearned income) and are the offspring
of better-educated parents. The data suggest that more married (or cohabiting)
men participate in the labor market than married (or cohabiting) women. And

°Note that rural women who participate in the wage sector are mainly
salaried, like school teachers, and hence the difference in wages or

characteristics may not be substantial.

'Note that this may rather highlight the male-female occupational
differences. For example, women are concentrated in occupations such as
secretarial jobs where training is essential for obtaining a job (Arriagada
1989).
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women generally receive lower real hourly wages than their male counterparts.2

Women's earnings, for example, are two-thirds of men's wages in Lime, one-fifth

of men's wages in other urban areas, and one-half in the country as a whole

(after wage differences are adjusted for male-famale sample differences).

Employed women are younger (measured by potential work experience, or age minus

years of schooling minus 6), have less job-specific experience (although this

variable is not used in the regression), and did not attend public school as long

as their male counterparts. These differences in characteristics may explain

part of the wage gap.

Table 1: Mean characteristics of full sample male and female wage earners

Variable description Alt Peru
Male Female

Lima
Male Female

Other urban areas
I Male Female

Rurnt
Mate Female

NumLzr of observations 2255 898 994 485 731 281 530 132

Log real hourly wage rate a/ 1.340 1.158 1.606 1.289 1.343 1.268 0.838 0.446

(0.934) (0.966) (0.806) (0.868) (0.890) (0.aal) (1.010) (1.161)

Years of potential work experience 18.902 15.614 17.398 14.519 19.172 15.569 21.351 19.727

(12.620) (11.124) (12.156) (10.567) (12.351) (10.095) (13.430) (13.982)

Years of Job-specific experience 7.296 5.047 6.698 4.166 7.822 5.832 7.691 6.615

(8.293) (6.621) (7.956) (5.677) (8.315) (6.925) (8.808) (8.481)

Education

Years of primary school 4.502 4.506 4.867 4.775 4.653 4.679 3.608 3.144

(1.223) (1.290) (0.614) (0.853) (0.968) (1.009) (1.814) (2.079)

Years of secondary school 2.870 3.398 3.680 3.746 2.881 3.754 1.336 1.356

(2.271) (2.187) (1.948) (1.978) (2.269) (2.043) (2.038) (2.112)

Years of post-secondary school 0.841 1.110 1.097 1.027 0.862 1.537 0.332 0.508

(1.797) (1.944) (2.014) (1.903) (1.781) (2.149) (1.179) (1.356)

Vocational training 0.309 0.518 0.406 0.645 0.321 0.473 0.109 0.144

(0.462) (0.500) (0.491) (0.479) (0.467) (0.500) (0.313) (0.352)

Secondary technical diploma 0.024 0.031 0.029 0.039 0.023 0.032 0.015 0.000

(0.153) (0.174) (0.168) (0.194) (0.151) (0.176) (0.122) (0.000)

Post-secondary diploma 0.032 0.074 0.030 0.060 0.047 0.103 0.017 0.061

(0.177) (0.261) (0.171) (0.237) (0.211) (0.171) (0.129) (0.239)

University diploma 0.082 0.117 0.112 0.107 0.073 0.171 0.038 0.038

(0.274) (0.322) (0.315) (0.309) (0.259) (0.377) (0.191) (0.192)

Attended public school 0.847 0.758 0.833 0.740 0.889 0.836 0.815 0.659

(0.360) (0.428) (0.373) (0.439) (0.314) (0.371) (0.389) (0.476)

Father's education 4.639 5.551 5.550 5.922 4.677 5.851 2.881 3.553

(3.374) (3.369) (3.340) (3.367) (3.331) (3.269) (2.758) (2.875)

Mother's education 2.909 3.449 3.632 3.621 2.854 3.673 1.628 2.349

(2.752) (2.663) (2.878) (2.629) (2.706) (2.735) (1.999) (2.364)

Total years of school 8.212 9.013 9.644 9.549 8.395 9.972 5.276 5.008

(4.143) (4.272) (3.521) (3.604) (3.939) (4.129) (3.991) (4.617)

Married or cohabiting 0.624 0.408 0.577 0.400 0.673 0.434 0.643 0.379

(0.485) (0.492) (0.494) (0.490) (0.469) (0.497) (0.479) (0.487)

Unearned real income x 1,000 2.164 2.980 3.008 3.975 1.561 2.258 1.411 0.858

(11.433) (8.555) (9.319) (10.822) (4.859) (4.814) (18.945) (3.092)

Landholding (hectares) 1.624 1.673 0.060 0.096 0.374 4.354 6.282 1.737

(19.770) (35.328) (1.095) (1.128) (2.546) (63.031) (40.32) (4.999)

Note: Numbers in parentheses are standard deviations.
a/ intis at June 1985 prices.

2The real hourly wage rate, i.e., nominal hourly wages deflated at 1985

consumer price indices (RHW) is defined as RHW AC/AH where:

AC annual compensation . monthly pay x months worked in the past year;

AH annual hours weekly hours x months worked in the past year x 4.33.

Note that annual compensation includes regular wages and other benefits such

as transport allowances and so on.
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A comparison of the characteristics of employed and unemployed women
as shown in appendix table Al and table 1 suggests that the observed differences,
with few exceptions, are consistent throughout the country. Education increases
the participation of women in the wage sector. Employed women have almost twice
as much schooling as those who do not participate. The figures are similar for
women with vocational training. Fifty-two percent of women wage earners had such
training, while only 20 percent of those who do not participate have had
training. Seventy-eight percent of participating women attended public rather
than private schools, compared to 68 percent of nonparticipating women. A higher
percentage of married women do not participate in the lahpr force 58 percent not
participating compared to 41 percent in the labor markdt. The parents of women
in the labor force are, on avw-age, more educated than the parents of
nonparticipating women. And nonparticipating women are from wealthier families
(in terms of landholding).

4. The Results

This section reports the results on labor market participation,
returns to education, and male-female wage differenceJ in Peru. First, it
highlights the determinants of men's and women's participation and productivity
in the formal sector. Second, it discusses the estimated returns to education
for men and women. Third, it reviews the relationship between returns to
education and school enrollment for boys and girls to see whether parents respond
to private economic returns to education in sending children to school. Fourth,
it discusses the estimates of the wage gap between mer and women to examine the
extent to which the human capital luodel explains the wage gap in Peru. We
conclude that unobserved family and community characteristics have an important
influence on wages, returns to education, and wage differences between males and
females.

4 1 Determinants of labor market yartiyiyation and productivity

Tables 2 and 3 report four wage rate specifications for men and
women in each region and in the country as a whole. Also included are four
probit equations that examine the probability that an individual will join the
wage sector. Based on the Likelihood Ratio test, the hypothesis that marital
status has no effect on labor market participation is rejected. Tables 2 and
3 are based on the preferred specif ,-ion that includes marital status as well
as landholding and unearned income as identifying variables in the probit
equation.

Consider firat the decision to join the wage labor market. Both
general and technical education affect this decision. Vocational training and
secondary education, however, increase women's labor market participation more
than men's. Thus in Peru as a whole, the probability that a woman will join
the formal wage market is about 10 percent higher if both men and women have
vocational training. On the other hand, the proba:Ality that a woman will join
the wage market is at least 5 percent higher if both women and men complete
secondary school. This suggests that investment in women's education increases
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Table 2e Maximum Likelihood estimates of Probir oed Wise equations for male wage earners

Explanatory description
Lima Other Urban Areas

Probit Wage Ratel Probit Wage Rate
Rural Areas

Probit Wage Ratel
I Alt Peru
Probit Waco Rate

Constant -0.949 0.804 -0.947 0.615 -1.128 -0.529 -0.784 0.269

(-4.074) (2.912) (-5.494) (3.101) (-8.413) (-2.025) (-5.176) (0.735)

Potential work experience 0.062 0.039 0.074 0.022 0.037 0.044 0.059 0.043

(6.153) (4.047) (7.744) (2.242) (3.614) (2.947) (10.062) (3.522)

Potential work experience squared x 100 -0.123 -0.045 -0.154 0.014 -0.075 -0.071 -0.117 -0.048

(-5.1751) (-2.214) (-7.862) (0.672) (-4.060) (-2.489) (-10.382) (-2.014)

Education

Years of primary school -0.012 0.040 -0.021 0.101 0.017 0.062 0.005 0.093

(-0.254) (0.996) (-0.617) (2.943) (0.679) (1.825) (0.290) (5.629)

Years of secondary school 0.049 0.079 -0.004 0.119 0.058 0.088 0.033 0.088

(2.508) (5.521) (-0.206) (6.488) (2.739) (2.597) (3.013) (7.309)

Years of post-secondary school 0.059 0.080 -0.016 0.070 0.171 0.255 0.019 0.088

(2.233) (4.351) (-0.526) (1.984) (2.270) (3.510) (0.958) (5.039)

Vocational training 0.196 0.161 0.315 -0.068 0.297 0.616 0.263 0.166

(2.908) (3.405) (4.782) (-0.951) (2.555) (4.342) (5.788) (2.542)

Secondary diploma -0.018 0.016 0.287 0.042 0.691 0.426 0.230 0.068

(-0.091) (0.101) (1.241) (0.221) (1.916) (1.083) (1.706) (0.586)

Post-secondary diploma 0.328 0.164 0.676 0.017 -0.315 0.169 0.481 0.227

(1.524) (1.055) (3.308) (0.070) (-0.754) (0.178) (3.518) (1.367)

Univerafty diploma 0.3114 0.491 -0.056 0.039 0.346 0.377 0.326

(c.372) (3.609) (2.327) (-0.235) (0.085) (0.579) (3.084) (2.884)

Attended public school 0.279 .0.T99 0.008 -0.059 -0.187 -0.098 0.069 -0.101

(3.403) (-2.994) (0.086) (-0.594) (-1.898) (-0.707) (1.293) (-2.027)

Unearned income x 1000 -0.004 -0.001 0.005 -0.003

(-1.596) (-0.286) (0.666) (-1.451)

Landholding -0.033 -0.034 -0.020 -0.001

(-1.624) (-6.689) (-2.587) (-2.769)

Married or cohabiting 0.197 0.194 0.020 0.114

Residence - other urbsn area
(2.339) (2.966) (0.256) (2 503)

-0.329 -0.136
(-7.572) (-2.102)

Residence - rural area -0.737 -0.297
(-15.178) (-2.240)

Standard error of wage function 0.629 0.653 0.838 0.751

(23.051) (26.023) (25.913) (45.648)

Correlation between wage earner
and wage rate errors* -0.282 -0.613 0.566 -0.133

(-1.982) (-10.576) (2.940) (-0.528)

Log-likelthood -2208.85 -1986.48 -1943.47 -6256.52

Selected sample (sample size) 994 (1901) 731 (1941) 530 (2587) 2255 (6429)

Mote: Numbers in parentheses are t-statistics.
*The sign of the coefficients determine the correlation between wage earner end wage rate errors.

the likelihood of women's participation in the wage labor market faster than a

similar increase in men's education would affect their participation. Public

school attendance is an important determinant of men's labor market

participation, but not of women's. Both unearned incoms and landholding (which

measure the income effect on leisure) generally decrease the probability of baing

in the labor market for both man and women. Landholding significantly reduces

men's participation in the work force in all regions, but only affects women's

participation in rural areas. Labor force participation for both genders is

lower outside of Limas 31 and 49 percent lower for women in other urban areas

and rural areas respectively, and 33 and 74 percent lower for men in

correspcnding areas. This indicates that there is A higher probability that

women will work for wages than men.

MINII
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Table 3. Maxima Likelihood estimates of Probit and wage equations for female wage
earners

Explanatory descr ipt ion
Lies

Probit Wine rate
Other urban areas
Probit Wave rate

I Rural, areas
I Probit Wage rstel

I All Peru
Probit Wage rate

Constant -1.205 -0.449 -2.202 -1.398 -2.037 -1.260 -1.614 -0.832
(-6.105) (-1.147) (-11.002) (-2.535) (-9.819) (-1.029) (-14.218) (-2.776)

Potential work experience 0.065 0.073 0.110 0.124 0.047 0.033 0.069 0.083
(5.910) (6.102) (8.238) (7.140) (3.217) (0.792) (0.992) (9 129)

Potential work experience squared x 100 -0.161 -0.130 -0.225 -0.232 -0.077 -0.063 -0.141 -0.150
(-6.462) (-4.073) (-8.054) (-5.802) (-2.765) (-0.766) (-9.837) (-7.100)

EdUcstion

Veers of primary school -0.038 0.065 -0.029 0.083 0.110 0.083 0.012 0.094
(-0.950) (1.576) (-0.695) (1.201) (2.589) (0.825) (0.546) (3.629)

Tsars of secondary school 0.048 0.132 0.123 0.169 0.047 0.125 0.081 0.146
(2.204) (5.648) (4.954) (5.228) (1.096) (1.113) (5.528) (7.427)

Years of poet-secondary school 0.042 0.098 0.109 0.093 0.192 0.268 0.076 0.100
0.228) (2.837) (2.623) (1.400) (1.770) (1.018) (3.073) (2.846)

Vocational training 0.462 0.254 0.306 0.116 0.066 0.272 0.357 0.217
(6.106) (2.184) (3.330) (1.083) (0.475) (0.717) (6.599) (2.834)

Secondary technical diploms 0.235 -0.019 0.486 -0.289 0.308 -0.078
(1.245) (-0.093) (1.712) (-1.028) (2.028) (-0.419)

Post-secondery diploma 0.709 0.363 0.461 0.272 0.953 0.330 0.663 0.359
(3.448) (1.859) (2.077) (0.975) (1.863) (0.328) (4.804) (2.083)

University diploma 0.662 0.246 1.012 0.076 0.595 0.312 0.809 0.203
(3.201) (1.189) (4.125) (0.217) (0.901) (0.240) (5.441) (1.047)

Attended public school 0.056 -0.299 0.144 -0.096 -0.179 -0.260 0.055 -0.231
(0.655) (-3.859) (1.211) (-0.753) (-1.114) (-0.690) (0.910) (-3.401)

Unearned income x 1000 -0.003 -0.014 0.006 -0.006
(-0.957) (-1.552) (0.437) (-2.102)

Lemitold!ng -0.027 0.001 -0.029 -0.0001
(-0.984) (0.598) (-4.785) (-0.225)

Married or cohabiting -0.490 -0.713 -0.614 -0.574
(-6.662) (-7.710) (-5.888) (-11.943)

Residence - other urban ores -0.310 -0.129
(-5.958) (-1.878)

Residence - rural ores -0.486 -0.427
(-7.574) (-4.575)

Standard error of wage iunction 0.690 0.669 0.983 0.749
(33.003 ) (20.045) (15.922) (46.632)

Correlation between wage arner
eno wage rote errors' 0.178 0.291 0.524 0.259

(0.863) (1.585) (1.172) (1.929)
Log-likelihood -1507.06 -942.16 -653.36 -3179.06
Selocted simple (sample size) 485 (2069) 281 (2116) 132 (275') 898 (6942)

Note: Numbers of parentheses ere t-Ststistics.
*The sign of the coefficients determines the correlation between wage earner and wage rote errors.

The wage function for men and women is estimated by a maximum
likelihood method using the probit estimates of labor market participation."
The wage estimates indicate that human capital variables explain a substantini
portion of the variation in wages." Among the important determinants of

"When normalit tes.-s (that is, skewness and kurtosis tests) of the log
wage errors are carti i out, the normality assumption is rejected for both men
and women. Althougn this finding has severe adverse effects on the. t
statistfts of an OLS method, the asymptotic property of maximum likelihood
method reduces the severity of non-normality of the wage errors.

"The wags rate regression for rural women workers does not produce
significance of any explanatory variable. This is not surprising, given the

.high standard error of the wage regression fitted for rural areas. The reason
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productivity, educ tion and experience are crucial; returns to experience,

however, are higher for women than for men. Education at all levels influences

both men's and women's productivity in Peru, although the results vary by region.

For example, primary school has no influence on productivity in Lima, while it

has a significant impact, at least for men, in other urban and rural areas.

Technical education increases the labor market productivity of men

and women. In Lima, women's wages increase by 25 percent and men's wages by 16

percent if they have had vocational training. But when gains from interregional

migration are excluded, women's wage gains drop to 22 percent. In contrast, the

wage increases of women with post-secondary diplomas do not change as a result

of interregional migration. The returns to vocational training vary by region:

wages of male workers with a secondary, post-secondary, or university diploma

are 46 percent higher in rural areas than in Lima. Conversely, the wages of male

university graduates are 5 percent higher in Lima than in Peru as a whole. This

suggests the importance of Lima as an industrial and financial center for

university raduates (Stelcner and others 1988).

Workers in Lima are paid more than their counterparts with the same

education in other areas, as seen in the all-Peru wage equation. In Lima, male

and female workers earn about 13 percent more than workers in other urban areas,

and men and women earn 30 and 43 percent more respectively than rural workers.

If migration or labor mobility across regions were not restricted, then the wage

differences across regions would perhaps not occur. The results suggest that

rural-urban migration is lower for women than for men. Rural women, however,

while more likely to be in the wage sector than rural men, receive much lower

wages.

In comparison with private schooling, the returns to public school

attendance are lower for both male and female -roductivity. Wages in Lima are

20 percent lower for men and 30 percent lower for women who attended public

school than for those who attended private sLhool. When gains due to

interregional migration are excluded, the wage differences fall to 10 percent

for men and 23 percent for women, possibly due to less interregional mobility

by women. The difference in the productivity of public versus private school

graduates indicates that the public school system should be improved. This

finding is consistent with other studies (Stelcner and others 1989, King 1988).

The sign of the coefficients of the correlation between wage earner

and wage rate errors determines the type of selection that generates the group

of workers. Tables 2 and 3 suggest that the most able men select non-wage

employment in urban areas and wage employment in rural areas. Among women, on

the other hand, the most able individuals seem to select wage employment in all

regions of thr country. The results also indicate that unobserved

characteristics that influence labor market participation have an important

influence on individual productivity.

is perhaps );ecause there are few women working in the wage sector in rural

areas, and since most rural women work as teachers or clerks, the variation in

wages is small.



- 53 -

1.1..ardit.mati_LsofRe tt.g:rnst o Schoo l

Table 4 presents three sets of estimates of returns to education:
ordinary least squares, maximum likelihood (from tables 2 and 3), and household

fixed-effect.24 A comparison of ordinary least squares and maximum likelihood

results suggests that the estimates are sensitive to sample selection correction.

The estimated private rates of return to schooling increase somewhat for men and

women when controls are introduced for sample selection bias.25 Men gain only

from education in rural areas because of sample selection correction. Thus for

males in rural Peru the returns increase from 6 to 9 percent at the secondary

level, and from 21 to 25 percent at the post-secondary level. Women, on the

other hand, gain in all areas, especially at secondary and post-secondary levels.

The returns for women at the secondary level increase from 15 to 17 percent in

other urban areas and from 10 to 13 percent in rural areas when the maximum

likelihood method is used to correct the aample selection bias. At the post-

secondary level the increase for women is also notable: 10, 9, and 27 percent,

compared to 9, 7, and 20 percent respectively in Lima, other urban areas, and

rural areas.

Both male and female educated workers gain if they migrate to urban

areas. The gains are more substantial for men with a primary and secondary

education if they migrate to other urban areas rather than to Lima. Similarly,

women with a secondary education gain if they migrate to other urban areas from
rural areas. The returns to schooling are, therefore, likely to be overestimated

if the effect of interregional migration is not controlled for in the regional

estimates. This is evident in the all-Peru wage estimates. When gains from
interregional migration are excluded and sample selectivity bias is corrected,

the private ratez of return decrease for men and women.

The differences in returns to schooling for men and women are worth

noting. In Lima the private rates of return at the primary school level are low,

but higher for women than for men (7 percent compared to 4 percent).26 At the

secondary and postsecondary levels, however, the returns to schooling are high,

and again, higher for women than for men: 13 and 10 percent respectively,
compared to 8 percent in each case for men. In other urban areas the returns

for men are 10 and 12 percent respectively at the primary and secondary levels,

compared to 8 and 7 percent respectively for women. The returns drop at the

postsecondary level for both genders in other urban areas -- to 7 percent for

men and 9 percent for women. In contrast, L.IL. return to schooling is an
incrlasing function of the level of education for both men and women in rural

arms. If we exclude from the wage estimates gains due to migration, the private

rate of return to schooling drops for men at the primary level and for both men

and women at the secondary level, while increasing for both -.den and women at the

postsecondary level.

24Note that the household fixed-effect estimates reported in Table 4 are

also corrected for sample selection bias.

1sThis is, however, not the case for the men in Lima regression.

26This pattern is different from that of Bogota (Mohan 1986).
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Table 4: Estimates of private rates of return to schooling
by gender, using alternative estimation methods

Region
Estimation Method

Private rates of return by school level
Primary Secondary Post-secondary

I Male Female Male Female Male Female

Lima Metropolitan Area

Ordinary Least Squares

Maximum Likelihood

Household Fixed-effect

Other Urban Area

Ordinary Least Squares

Maximum Likelihood

Household Fixed-effect

Rural Area

Ordinary Least Squares

Maximum Likelihood

Household Fixee-eJfect

All Peru

Ordinary Least Squares

Maximum Likelihood

Household Fixed-effect

0.04 0.07 0.09 0.13 0.09 0.09
(0.95) (1.48) (6.16) (5.56) (4.95) (2.87)

0.04 0.07 0.08 0.13 0.08 0.10

(1.00) (1.58) (5.52) (5.65) (4.35) (2.84)

0.03 0.05 0.07 0.14 0.07 0.10

(0.81) (1.16) (3.83) (5.80) (3.17) (2.84)

0.10 0.08 0.12 0.15 0.07 0.07

(2.70) (1.54) (7.07) (4.90) (2.51) (1.79)

0.10 0.08 0.12 0.17 0.07 0.09
(2.94) (1.20) (6.49) (5.23) (1.98) (1.40)

0.09 0.09 0.11 0.17 0.06 0.10

(2.46) (1.55) (6.24) (5.10) (2.29) (2.29)

0.05 0.05 0.06 0.10 0.21 0.20

(1.56) (0.63) (2.26) (1.11) (2.29) (1.30)

0.06 0.08 0.09 0.13 0.26 0.27

(1.63) (0.83) (2.60) (1.11) (3.51) (1.02)

0.11 0.37 0.17 -0.02 0.42 0.26

(3.20) (5.73) (3.46) (0.26) (3.27) (1.66)

0.09 0.09 0.09 0.13 0.09 0.09

(5.08) (3.06) (8.98) (7.28) (5.61) (3.30)

0.09 0.09 0.09 0.15 0.09 0.10

(5.63) (3.63) (7.31) (7.43) (5.04) (2.85)

0.10 0.10 0.07 0.15 0.07 0.11

(5.35) (3.25) (5.30) (7.98) (4.30) (3.82)

The returns to schooling are relatively higher for women than for

men, especially at the secondary and post-secondary level. This finding
contrasts with studies from other countries that suggest that the returns to

schooling are similar for men and women (Schultz 1989).27 The return to
schooling is higher for women at the secondary level than at any other level,
however, a finding that is consistent with other Latin American and Asian
countries (Behrman and Deolalikar, 1988; Schult. .988; Mohan 1986).

Do the findings differ when we correct the estimates for unobserved

variable bias? A comparison between maximum likelihood (ML) and household fixed-

effect results indicates that the differences in the return estimates are not
substantial in Lima and other urban areas. In rural areas, however, both the

OLS and ML estimates of returns to education are strongly biased downward for

27Exception is, however, the Indonesian study (Behrman and Deolalikar 1988).
Behrman and Deolalikal: observe that the marginal returns to schooling beyond tho

primary level are greater for females than for males.



-55 -

men at all levels of schooling and for women at the primary level. The results

seem to be biased upward for women at the secondary and post-secondary levels.2
The results clearly indicate that the more highly developed labor markets and

the more extensive school system have perhaps weakened the relative influence

of family background variables on the returns to schooling in urban areas more

than in rural areas. In rural areas the influence of unobserved family and
community bias is strong. This perhaps indicates that improved labor market
opportunities and education system for women in rural areas will reduce the

influence of family role models in an individual's wages and hence returns to
schooling. The difference in returns to education for men and women at the
primary level, before and after the unobserved variable bias correction, is worth

noting. The difference is only 2 percent under the HI, regime, while it is 26
percent under the fixed-effect regime. The results indicate that the returns
to women's education is much higher in rural areas even at the primary level.

However, when gains from interregional migration are excluded from the household
fixed-effect estimation, interregional migration reduces the impact of family
and community role models on individual's productivity. As a result, correcting
the estimates for unobserved family effects does not chaage the return estimates.

The household fixed-effect method, nevertheless, confirms that even
if we correct the estimates for unobserved household heterogeneity, 'le economic
returns to education are higher for women than for men, and the return to
schooling is higher for women at the secondary level than at other levels in all

except rural areas.

4.3. Returns to Education and School Enrollment of Children

Do parents respond to the private economic rate of return to
education in sending their children to school? Parents invest in their children
in the form of education. If parents make conscious investmant decisions, then
the private economic rate of return to education should influence the school
enrollment of boys and girls.

Table 5 presents differences between males and females in school
enrollment, and two estimates of private rates of returns to education--one
based on maximum likelihood and the other on the household fixed-effect method
(from table 4). As noted earlier, the maximum likelihood controls for sample
selectivity bias, while in the household fixed-effect method we control for both
unobserved family and community characteristics and sample selection rules. Both
indicate that the returns to education are higher for women than for men (the
exception is in rural areas for the fixed-effect estimates at the secondary and
post-secondary levels).

Table 5 indicates that the school enrollment ratio is favorable for
boys -- especially at the secondary level -- in all areos, suggesting that more
boys are enrolled in school than girls. This appears inconsistent with the
observed male-femele differences in returns to education. In rural areas the

2Note that the difference in the return estimates at the post-secondary
level is not substantial. Moreover, the household fixed-effect estimate is
not significant at the secondary level.
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school enrollment ratio, especially at the secondary and post-secondary levels,
seems consistent with the higher returns recorded for boys. Thus at the post-
secondary level, school enrollment of boys is 7 percent higher than girls', which
is consistent with 16 percent higher returns for boys than for girls. The

results suggest that unobserved family and community characteristics influence
the parents' decision in rural areas to send more boys than girls to school,
especially at secondary and post-secondary levels.

Table 5: Male-female differences in school enrollment
and private rates cf return to education

School level Male-female difference Peru Lima OUA Rural

Primary School enrollment ratio 0.01 0.01 0.00 0.02

Private rate of return I 0.00 -0.03 0.02 -0.02

Private rate of return II 0.00 -0.02 0.00 -0.26

Secoelary School enrollment ratio 0.09 0.01 0.04 0.17

Private rate of return I -0.06 -0.05 -0.05 -0.04

Private rate of return II -0.08 -0.07 -0.06 0.19

Post-secondary School enrollment ratio 0.03 0.01 0.00 0.07

Private rate of return I -0.01 -0.02 -0.02 -0.01

Private rate of return II -0.04 -0.03 -0.04 0.16

Note: School enrollment ratio is defined as the proportion of the school-aged
children enrolled in school. The differences in returns to schooling are based
on estimates of ML (panel I) & household fixed-effect (panel II) from Table 4.

This finding has an important policy implication. The communities

to which the households belong msy differ in unobserved characteristics relating

to labor markets and school system. They may influence wages and hence interact
with the parents' decision regarding school investment. These factors seem to

be less important in urban areas where both labor markets and extensive school
system are well integrated with household decisions that they no longer play any

major roles in influencing an individual's (either male or female) productivity
and hence returns to education. Yet, in urban areas other than Lima the male-
female differences in school enrollments at the secondary level are substantial;
i.e., parents are not investing in girls of secondary school-age according to
the marginal returns to education of women. This implies that parents need tc

be subsidized for girls' secondary education.29 In rural areas, where the
unobserved household and community factors are important as the paid labor market

29Behrman and Deolalikar (1988) observe a similar finding for Indonesian
households. They explain that the rates of return are higher for females but
enrollment rates are lower becauae of relatively higher opportunity costs for
famales attending schools (e.g., due to sex-specialization in sibling care).
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and the school system are not well developed, parents have reasons for not
investing for girls' schooling as much as for boys. In this case, tmproved labor
market opportunities and hence wages for women may improve the returns to female

secondary and post-secondary education. This may raise female school enrollment,
but may not be enough to encourage parents to send their daughters to school.
Subsidized education may be needed to reduce the cost for sending girls to
school. Further research can shed light on what kind of government intervention
is needed to promote female school enrollment, especially in secondary and post-

secondary levels.

4.4. Determinants of Male-Female Ware Differences

Table 6 shows the overall interfamily wage variations between males
and females explained by the human capital model under the ordinary least squares
estimation method, with and without sample selection correction, for three sets
of samples of men and women. The first set uses the full samples, the second
set uses the husband-wife combinations, and the third set uses the combination
of any male and female who both participate in the labor market from the same
household. Sample selection correction is made in all cases using Heckman's two-

Table 6: Interfamily estimates of male-female wage gap by alternative sample
selection and estimation methods using wage equation (3) and
decomposition technique (8).

Region/sample selection rule Sample size Percentage explained by human capital variables
using OLS method

Men Women
WAWA samPle

selection correction
simPle
correctionseleaTin

(A) (8) (A) (8)

A. Metropo itan Lima
Full samples 994 485 0 0 47 0

Restricted samples:
Husband-wife combination 126 126 31 22 32 16

Restricted samples:
Any male-female combination 332 315 15 7 17 25

B. Other urban areas
Full samples 731 281 0 0 0 0

Restricted samples:
Husband-wife combination 68 68 39 30 27 0

Restricted samples:
Any male-female combination 45 128 25 36 0 63

C. All Peru
Full samples 2,255 898 0 0 99 0

Restricted samples:
Husband-wife combination 218 218 22 27 17 2

Restricted samples:
Any male-female combination 535 502 11 12 0 10

Note: Two wage structures are used: (A) male wage structure, and (B) female wage structure.
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step procedure, which has the ordinary least squares property to calculate the

male-female wage gap according to the decomposition technique of equation (11)."

The ordinary least squares results for the full samples of men and
women wage workers explain nothing in terms of male-female differences in human

capital variables. But when the sample is restricted by household, the ordinary
least squares technique now explains a sizable portion of the differences in
wages in terms of the differences in job-related characteristics. For example,
the human capital model explains a variation of 31 percent in Lima, 39 percent
in other urban areas, and 22 percent in the country as a whole for the restricted
samples of husbands and wives (assuming that wives are paid according to
husband's wage structure). The results indicate that a comparable sample
analysis may better explain male-female wsge differences in terms of observable
job-related characteristics than a noncomparable sample analysis.

But the ordinary least squares results suffer from sample se!ection
bias. Does sample selection correction affect the estimates? Table 6 shows that
sample selection correction remarkably changes both the noncomparable and
comparable sample analysis. When the Heckman selection procedure is applied to
the full samples, the decomposition technique (assuming that females are paid
according to male's wage structure) explains 47 percent variation in Lima and
99 percent in the country as a whole.31 In contrast, when sample selection
correction is applied to the restricted sample size, the model explains 32, 27,
and 17 percent of the husband-wife wage differences respectively, in Lima, other
urban areas, and all-Peru (assuming that wives are paid according to husband's
wage structure). Sample selection correctiln with the restricted sample size
appears to reduce the explanatory power of the model. Table 6 also suggests that
the results are quite sensitive to which wage structure is used to calculate the
wage gap. Nevertheless the results suggest that such unobserved family
characteristics as motivation or household role models have an important
influence in determining individual wages and hence in the estimates of the wage

gap between men and women.

One can use the fixed-effect method, equations (11) or (12), to
quantify the extent of the impact of unobserved household or community bias on
these estimates. But we need to test whether the model (12) or (11) is more
appropriate to explain the difference in wages between men and women for the
restricted samples. An F-test for testing the equality of male's and female's
wages rejects the null hypothesis for the full samples of men and women. In

"The estimates are not shown for rural areas because of insufficient
observations. The wage estimates for the restricted samples are in appendix
table A2 for husbands and wives, and in appendix table A3 for any male-female
combination.

"This is an interesting finding because it does not include any

controversial control variable in the wage regression. The wage function
includes an additional variable--the sample selection correction factor--that
accounts for the unobserved characteristics influencing labor market
participation.
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contrast, a similar test for the restricted samples cannot reject the hypothesis.
This means that men and women participating in the wage sector from the same
household face the same wage structure.

The fixed-effect model (12) is thus estimated for three areas and
for two samples. A bivariate probit method is used to estimate the husband-
wife difference equation, while Heckman's two probit method is used to estimate
the male-female difference equation for any male and female combinatiat. The
difference is that unlike Heckman's two probit method, the bivariate method does
not assume zero correlation between husband's and wife's participation erroran
(see table 7). They suggest that the fixed-effect method explains 17 percent
in Lima, 24 percent in other u-!ban areas, and 16 percent in Peru as a whole of
the wage gap in terms of male-female differences in human capital
characteristics. These explained variations are net of the unobserved family
and community characteristics that influence an individual's wages. Thus a
comparison of this finding with the one reported in table 6 for the same samples
indicates the extent of the wage variation due to unobserved family and community
characteristlxs. The results suggest that if the unobserved household and
community characteristics are not controlled in the wage regression, the model -

- even with sample selection correction -- may overestimate the effect of job-
related characteristics on an individual's productivity as much as 25 percent.

Table 7 also shows the sources of variation in the wage gap. The
estimates are not qualitatively different for husband-wife and any male-female
combination. They indicate that differences in human capital variables are
important sources of wage differences between males and females. For example,
a 1 percent reduction in the gap between male's and female's schooling at the
primary level reduces the wage gap by 7 percent in Lima and 5 percent in Peru
as a whole. A 1 percent reduction in the gap between male's and female's
schooling at the secondary level reduces the wage gap by 7 percent in other urban
areas. Improving women's vocational training can also reduce the wage gap. A
1 percent reduction in the vocational training differential reduces the wage gap
by 25 percent in Lima, 31 percent in other urban areas, and 19 percent in Peru
as a whole. A similar percentage reduction in achieving a post-secondary diploma
reduces the gap even further: about 58 percent in Lima, 40 percent in other urban
areas, and 35 percent in Peru as a whole. A reduction in the gap between men
and women who achieve a university diploma, though, although it reduces the gap
in wages between wives and husbands by 36 percent in Lima, increases the wage
gap by 66 percent in other urban areas. This suggests that the returns to a
university diploma are lower in other urban areas than in metropolitan Lima.

Public school attendance seems to increase the wage gap. Thus an
increase in the number of girls enrolled in public school (while reducing the
gap between males and females in public school enrollment) increases the male-
female wage gap. This is perhaps true, since as we have seen, the returns to
a public school education are less than the returns to a private school

nThe reason for not reporting bivariate probit results for any male-
female wage difference equation is that the model did not converge. However,
Heckman two probit method yields consistent estimates.
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education. These findings call for policies to make public schools more

effective in raising productivity.

Table 7. Fixed-Effect estimates of male-female wage differences in Peru

Variable description

Lima
Husband-Wife
Differences

Male-Female
Differences

Other urban areas
Husband-Wife Male-Female
Differences Differences

ALL PERU
Husband-Wife Mile-Female
Differences Differences

Log wage differences 0.417 0.352 0.154 0.203 0.315 0.287

Constant 0.029 0.178 0.115 -0.009 0.150 0.408

(0.106) (0.931) (0.469) (0.038) (0.811) (2.946)

Potential work experience 0.044 0.035 -0.022 0.033 0.019 0.023

(1.262) (2.673) (0.491) (1.567) (0.763) (2.095)

Potential work experience squared x 100 -0.072 -0.050 0.001 -0.022 -0.023 -0.023

(0.957) (1.721) (1.022) (0.489) (0.433) (0.949)

Education

Years of primary school 0.091 0.072 0.093 0.081 0.034 0.053

(1.211) (1.617) (0.802) (1.567) (0.737) (1.592)

Years of secondary school 0.084 0.040 -0.002 0.068 0.031 0.032

(1.321) (1.664) (0.034) (1.689) (0.632) (1.599)

Years of post-secondary school 0.020 0.017 -0.016 0.033 0.030 0.018

(0.439) (0.719) (0.258) (0.676) (0.693) (0.829)

Vocational training 0.249 0.035 0.073 0.308 0.193 0.072

(2.228) (0,464) (0.490) (2.577) (2.151) (1.087)

Secondary technical diploma -0.066 0.053 -0.690 -0.569 -0.081 -0.094

(0.296) (0.267) (1.412) (1.214) (0.302) (0.501)

Post-secondery diploma 0.584 0.383 -0.125 0.402 0.361 0.349

(1.839) (2.277) (0.427) (1.674) (1.546) (2,545)

University diploma 0.355 0.208 -0.662 -0.314 -0.005 -0.070

(1.949) (1.375) (2.111) (1.237) (0.026) (0.522)

Public school -0.202 0.025 -0.611 -0.280 -0.230 -0.044

(1.408) (0.300) (3.127) (1.800) (1.916) (0.611)

Correlation between male wage earner
and wage difference errors 0.732 -0.318 1.029 0.027 0.671 -0.651

(.831) (1.287) (1.661) (0.075) (5.693) (2.888)

Correlation between female wage earner
and wage difference errors 0.019 0.312 0.132 0.098 -0.004 0.340

(0.079) (1.970) (0.272) (0.470) (0.028) (2.671)

Correlation between male wage earner
and female wage earner errors 0.162 -0.922 0.196

(2.285) (1.583) (4.338)

Residence - other urban area
-0.317 -0.195

Residence rural area

(2.725)
-0.289

(2.378)
-0.120

(1.587) (0.792)

Standard error of wage 0.807 5.299 3.671 0.824 8.037

difference squation/F-Statistic (11.219) (12.748)

Selected sample (sample size) 126(860) 415(3369) 68(970) 153(T107) 218(3296) 637(10386)

R2 0.07 0.14 0.21 0.24 0.15 0.15

Note: Table assumes that Eima8f; Absolute values of t-statistics are in parentheses.

The effects of sample selection correction on the male-female wage

gap are shown by the sign of the coefficients of the correlation between the

wage earner and wage difference errors. In Lima and all-Peru, unobserved factors

that increase the participation of married men in the wage sector (with wives

in the labor force) increase the wage gap. In contrast unnbserved factors that

increase any male's (female's) participation in the labor market reduce

(increase) the wage gap in Lima. The results also confirm that the unobserved
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characteristics that increase the market participation of husbands encourages
their wives to participate in the labor market.

5. Discussion

This chapter addresses a number of critical questions. First, does
interregional migration affect wage estimates and thus estimated rates of return
to education? The results show that interregional migration, when ignored,
overestimates the returns to schooling. Interregional migration is perhaps more
common for men than for women. Thus when gains from migration are excluded, the
estimated returns to schooling decrease. The decline is sharper for men than
for women. The results also suggest that both men and women can gain if they
migrate from rural areas to other urban centers.

Second, what influences men and women to participate in the labor
market? Although education and training raise labor market participation,
vocational training and secondary school increase the labor market participation
of women more than that of men. Thus improving education for women can increase
their participation faster than a similar increase in men's education would
affect the participation of men. Unearned income and landholding reduce the
participation of both men and women. The probability of being in the wage sector
is high for married men and low for married women, indicating an expected job
specialization after marriage.

Third, what determines the productivity of men and women in the wage
sector? Experience, education, and training are all effective. The quality of
education is also significant: those employees educated in private schools are
more productive than those with a public school education. Moreover there are
sharp regional differences in productivity. Men and women from other urban areas
and rural areas are paid less than their counterparts in Lima. The extent of
male-female differences in productivity depends on the impact of sample
selectivity bias.

Fourth, is there any systematic gender bias in the estimated returns
to schooling if we ignore the possible sample selection rule of who is a wage
earner? The results suggest that sample selection corvxtion increases the
returns to schooling for both men and women if we include the gains from
interregional migration. When these gains are excluded, however, the sample
selection correction reduces returns to schooling. Sample selection bias is
substantial in rural areas for both men and women, shawing that the selected
wage earners are not a random sample. The magnitude and direction of the bias,
however, vary by region and genfier. For example, the returns to post-secondary
education are more biased in rural areas because of the unrepresentative
character of the sample. The returns to schooling are also more biased for women
in Lima at the primary school level. The results confirm that sample selection
bias is an important factor in labor market participation. The most able men
select non-wage employt..ent in urban areas, while the most able men in rural
regions -- and women in all areas -- are likely to select wage employment.

Fifth, is there any observable effect of unobservable family and
community characteristics on the estimates of returns to education? Unobserved
family and community characteristics, when controlled in wage regression, may
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increase or even reduce the returns to women's education. Thus when such bias

is removed from the returns estimates, the returns to education become higher

rather than lower for males than for females, especially at the post-secondary

level. Hence there are reasons for parents to send more boys than girls to

school, especially in rural areas at secondary and post-secondary levels. This

finding clearly indicates that improved labor market opportunities for women

along with improved school system can reduce tho male-female gap in chool

enrollments.

And finally, why do men earn more than women? Although there are

some differences in human capital, the extent to which these differences explain

the wage gap depends critically on the sample selection correction factor as well

as which wage structure is used to calculate the wage gap. Thus when sample

selection correction is not included in the wage regression of a random sample

of males and females, the human capital model does not explain any portion of

the wage gap. Wban the correction factor is included, however, the model

explains 47 percent of the wage gap in Lima and 99 percent in all-Peru, when we

use the male wage structure to calculate the wage gap. This suggests that the

unobserved characteristics that influence labor market participation and

productivity also affect the productivity differences between males and females.

In contrast, when the female wage structure is used, even with sample selection

correction, the model explains nothing in terms of observed and unobserved

characteristics. Sample selection correction is important, but may overestimate

the effect of individual characteristics if the influence of unobserved family

and commmni#-..y characteristics is not controlled. Clearly it would be useful to

identify ot" observable characteristics that affect wage differences. Sample

restriction t some extent increases the explanatory power of the human capital

model, hut involves sample selection bias and thus may not necessarily solve the

puzzle of why women earn less than men.

Three policy implications result from these questions. First, since

public schools are less effective than private schools in raising productivity

and reducing the wage gap, pclicymakers should make the public school system more

effective.

Second, investments in education and training for women raise their

participation and productivity in the labor market more than similar investments

in men's education. In addition, these investments reduce fertility and improve

the education of children and the health and nutrition of all family members.

Thus human capital investment in women is a high return activity and at least

as good as an equivalent investment in men. The government must identify ways

to channel more resources to women's education.

Third, as communities differ in labor market conditions and provision

of school facilities, the family background variables tend to play important

roles in parental investment in children's education. The results indicate that

even if the rates of return are higher for females than for males, the school

enrollment rates are lower for females than for males. When unobserved family

and community characteristics are controlled in the wirje regression, the

association between school returns and enrollment appears consistent at least

in rural areas. Further policy research is required to identify how households
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and communities affect parental decisions and determine how the government can
interact in this important decisionmaking.

In particular, research is needed to address a number of related
policy issuest How communities differ in characteristics (both observed and
unobserved)? Haw do they influence tha internal rate of return to education
and hence the school enrollment of boys and girls? Haw can governments interact
with parents' decision? What incentives are needed to encourage parents to send
their daughters to school, especially at the secondary and post-secondary levels?

a,

r



Table Al. Neon characteristics of nonparticipants by gender in Peru

Variable definition Ali Peru I Limo Other urban area

1

I

Male Female 1 Male Female I Male Female Male

Rural

Female

Number of observations 4179 6044 907 1584 1 1210 1835 2057 2625

Years of potential work experience 18.450 20.839 14.111 18.033 15.349 18.724 22.188 24.057

(15.09) (15.081) (13.562) (14.494) (14.499) (15-098) (15.152) (14.815)

Years of job-specific experience

lp

Education

Years of primary school 4.057 3.340 4.807 4.455 4.631 4.053 3.".....3 2.169

(1.603) (2.0V0) (0.747) (1.339) (1.045) (1.681) (1.854) (2.120)

Years of secondary school 1.946 1.558 3.369 2.701 2.819 2.135 0.804 0.465

(2.183) (2.112) (2.016) (2.224) (2.125) (2.219) (1.607) (1.276)

Years of post-secandary school 0.328 0.201 0.641 0.376 0.542 0.295 0.064 0.029

(1.112) (0.870) (1.513) (1.176) (1.365) (1.026) (0.516) (0.344)

Vocational training 0.133 0.198 0.275 0.,93 0.172 0.238 0.048 0.052

(0.339) (0.396) (0.447) (0.489) (0.377) (0.426) (0.214) (0.222)

Secondary technical diploma 0.009 0.009 0.021 0.023 0.010 0.009 0.003 0.004

(0.099) (0.095) (0.143) (0.151) (0.099) (0.096) (0.054) (0.019)

Post-secondary diploma 0.009 0.010 0.013 0.013 0.013 0.020 0.004 0.002

(0.0914) (0.102) (0.114) (0.114) (0.114) 0.141) (0.066) (0.044)

Pniversity diploma 0.019 0.011 0.050 0.025 0.024 0.012 0.004 0.002

(0.139) (0.105) (0.217) (0.156) (0.153) (0.109) (0.066) (0.044)

Attended public school 0.833 0.682 0.773 0.764 0.891 0.796 0.826 0.550

(0.373) (0.466) (0.419) (0.425) (0.312) (0.402) (0.379) (0.498)

Father's education 3.899 3.929 5.432 5.466 4.684 4.561 2,761 2.559

(2.898) (3.076) (3.099) (3.226) (2.619) (2.959) 02:269) (2.410)

Mother's education 2.257 2.250 3.366 3.309 2.788 2.T2S 1.455 1.296

(2.157) (2.356) (2.564) (2.698) (2.081) (2.303) (-62.1) (1.656)

Total years of school 6.331 5.099 8.817 7.533 7.509 6.485 4.257 2.664

(3.856) (4.100) (3.248) (3.636) (3.509) (3.885) (J.IO2) (3.057)

Married or conabiting 0.498 0.578 0.376 0.19 0.439 0 Wk 0.587 0.634

(0.501) (0.494) (0.485) (0.499) (0.496) (.49C) (0.493) (0.482)

Unearned real income x 1,000 1.603 1.619 4.253 3.632 1.C.Z7 '.'tV w.304 0.338

(7.696) (6.607) (12.882) 00.759) (7.i)?) (5.4466) (2.454) (2.405)

Landholding (hectares) 5.997 3.959 0.187 0.138 2.169 1.5St 10.809 7.997

(62.467) (51.285) (1.691) (1.549) (31.036) (2: 913,, (85.471) (74.669)

Note: Numbers in parentheses are standard deviations.
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Table A2: iteckman Two-Step estimates of husbemdle end wifels wage equetion (3)

Variable description Lima

Husband Wife
Other urban areas
Husband Wife

All Peru

Husband Wife

Constant 0.688 0.485 1.412 3.613 2.206 2.134

(0.517) (0.503) (1.235) (2.107) (3.153) (2.232)

Potential work experience 0.027 0.022 0.010 -0.062 0.006 0.003

(0.634) (0.475) (0.168) (0.703) (0.157) (0.076)

Potential work experienco 0.014 -0.018 -0.011 0.159 0.000 0.000
squared (0.164) (0.196) (0.095) (0.922) (0.459) (0.163)

Education:

Years of primary schooling 0.091 0.150 0.016 0.273 -0.097 0.173

(0.363) (1.674) (0.094) (2.244) (1.164) (2.910)

Years of secondary schooling 0.094 0.105 0.111 -0.024 0.099 0.061

(2.347) (2.213) (1.679) (0.261) (2.627) (1.326)

Years of postsecondary 0.032 0.017 0.086 -0.043 0.057 -0.019
schooling C. .749) (0.263) (1.663) (0.450) (1.464) (0.343)

Vocational training u.128 0.347 -0.090 -0.144 0.113 0.127
(1.267) (2.427) (0.626) (0.819) (1.194) (1.071)

Secondary technical diploma -0.032 -0.297 0.268 -0.400 0.082 -0.395

(0.098) (1.057) (0.495) (0.636) (0.243) (1.430)

Post-secondary diploma 0.211 0.383 0.005 0.326 0.161 -0.058

(0.622) (1.241) (0.020) (0.876) (0.707) (0.225)
University diploma 0.579 0.398 -0.154 -1.138 0.265 -0.289

(2.614) (1.232) (0.672) (2.447) (1.385) (0.967)

Public school. -0.303 -0.479 -0.242 -0.637 -0.175 0.504
(2.295) (3.723) (0.933) (2.852) (1.290) (3.808)

Correlation between being married 0.100 -0.187 -0.152 -0.119 -0.032 -0.273

couple and wage errors (0.620) (0.886) (0.531) (0.325) (0.209) (1.573)

Correlation between both being -0.212 -0.148 -0.110 -1.082 -0.392 -0.837

in labor market and wage errors (1.137) (0.520) (0.670) (3.371) (2.686) (3.084)

Residence - other urban area -0.170 0.247

(1.519) (1.n9)
Residence - rural area 0.094 0.391

(0.486) (1.757)

Sample size 126 126 68 68 218 218

R
2

0.43 0.46 0.40 0.50 0.40 0.45

Note: Absolute values of t-statistics are in parentheses.
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Table A3: Nachman Two-Step estimates of wage equation (3) for the restricted sample size

of men end women

Variable description
Nee

lima
Female

Other urban areas

Melo Female

All Peru

Male Female

Intercept 0.467 1.400 1.476 0.562 4.030 0.300

(0.479) (1.849) 0.399) (0.376) (3.590) (0.483)

Potential work experience 0.076 0.043 -0.008 0.059 -0.041 0.067

(2.569) (2.338) (0.200) (1.272) (1.077) (4.528)

Potential work experience -0.126 -0.035 0.062 -0.046 0.103 -0.108

squared (2.137) (0.686) (0.785) (0.387) (1.410) (2.919)

Education:

Years of primary schooling 0.032 0.080 0.019 0.148 -0.052 0.067

(0.384) (1.263) (0.217) (1.545) (1.044) (1.589)

Years of secondary 0.094 0.127 0.179 0.055 0.060 0.136

schooling (2.843) (4.044) (4.526) (0.579) (2.052) (4.569)

Years of postsecondary 0.066 0.035 0.089 0.045 0.037 0.050

schooling (1.928) (0.807) (1.833) (0.674) (1.345) (1.342)

Vocational training 0.083 -0.033 -0.026 0.136 -0.231 0.160

(0.804) (0.194) (0.148) (0.866) (1.555) (1.490)

Secondary technical diploma 0.047 0.217 -0.443 0.207 -0.340 -0.172

(0.157) (0.953) (0.933) (0.265) (1.144) (0.768)

Postsecondary diploma 0.319 -0.253 -0.058 0.31' -0.284 0.183

(1.198) (0.889) (0.177) (1.047) (1.004) (0.906)

University diploma 0.389 0.042 -0.280 -0.287 -0.112 0.138

(2.517) (0.151) (0.964) (0.790 (0.517) (0.653)

Public school -0.241 -0.336 -0.290 -0.181 -0.326 -0.281

(v.673) (3.258) (1.499) (1.00?) (3.386) (3.171)

Correlation between male wage 0.282 0.307 -0.371 0.471 -2.180 -0.151

earner and wage errors en.434) (1.195) (0.671) (0.807) (2.566) (0.6(')

Correlation between female 0.248 0.214 0.274 0.366 0.096 0.203

wage earner and wage errors (1.055) (0.776) (1.340) (1.076) (0.640) (1.034)

Correlation bctween joint -0.393 -1.150 -0.440 -1.000 -0.256 -0.398

participation and wage errors (1.287) (3.086) (1.353) (1.672) (1.221) (1.369)

Residence - other urban area U.258 0.070

(1.459) (0.562)

Residence - rural area 0.803 0.049

(1.811) (0.281)

Sample size 332 315 145 128 535 502

R
2 0.39 0.35 0.46 0.48 0.42 0.37

Note: Absolute values of t-statistics are in parentheses.

S
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CHAPTER 3:

MODELING ECONOMIC BEHAVIOR IN THE INFORMAL
URBAN RETAIL SECTOR OF PERU

J. Barry Smith and Morton Stelcnee

1. Introduction

Few topics in the literature on development economic,; have inspired
as much interest, controversy, and rhetoric as the informal sector in developing
countries.' Here the term is intended as a shorthand expression to describe the
collection of loosely organized small-scale competitive family businesses. Such
businesses rely little on nonfamily hired labor. Their technologies are labor
intensive and they operate largely outside the legal, bureaucratic, and
regulatory framawork regarding such matters as licenses, taxes, and contractual
obligations. Animportant characteristic of the informal sector is that the free
play of market forces generally determines returns to productive factors,
especially labor. The enterprises are usually concentrated in low-income areas
of 3w.--3e metropolitan centers, but it is not uncommon to find rural households,
for example in Kenya and Peru, that have joined the informal sector.'

There appears to be a consensus that the informal economy is a
sizable and growing component of developing economies. It accounts for a
substantial fraction of the labor force, especially in urban areas, and provides
an important -- if not the sole -- income opportunity for growing numbers of the
poor. But the debate about its role in economic development continues. There
is considerable disagreement about whether measures should be taken to promote

J. Barry Smith is a member of the Department of Economics, York University,
Toronto, Ontario and Morton Stelcner is in the Department of Economies, Concordia
University, Montreal, Quebec.

The authors thank the following individuals: Jorge Castillo, Shahid
Khandker, Valerie Kozel, and Marcia Schafgans of the World Bank; Richard
Laferrière, Department of Economics, Concordia University; Georges M-..nette,
Department of Mathematics, York University; Jeffrey Racine, Department of
Economics, York University; °wenn B. Hughes, Policy and Strategic Analysis
-rnch, Labour Canada, Ottawa, and Gail A. Spence, Canadian Pacific Forest
Yroducts Limited, Montreal. The authors also benefited from the opportunity to
present an earlier version of this chapter at a seminar sponsored by the Women
in Development Division. Jeffrey Racine performed the nonparametric analysis and
wrote Appendix A,

' For more recent literature see Bronley (1978), Cornia (1987), Hallak and
Caillods (1981), Hert (1987), House (1984), 1DB (1987a), Matters (1985), Moser
and Marsie-Hazen (1984), Sethuraman (1981), Stewarf (1°87), and Tokman (1978).

2 For a CAscussion see Stelcner and Moock (1988), Moock, Musgrove, and
Stelcner (1989), and Freeman and Norcliffe (1985).
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informal activities as an impetus to economic growth and a strategy for improving

the earnings of law-income households.

The place of the informal sector in development is all the more

important because of the severe economic crisis in most third world economies.

As Cornia (1987) discusses, households faced wlth sharply reduced zmployment and

income prospects in the formal (or modern) sectors -- manufacturiAg, services,

mining, and government -- tend to seek employment and income opportunities in

the informal economy. The first to shift are those who have lost jobs in the

formal sector. Next, employed formal sector workers, especially government

employees, resort to moonlighting activities, most of which are informal. As

household incomes decline, married women and children who previously did not work

in the market are drawn -nto informal market activities, and soon new entrants

to the labor force begin to find jobs in the informal rather than the formal

seztor.'

The rapid growth of the informal sector has led international aid

gov3rnments to explore policies to improve the profitability of such

kuainessas. This surge of interest, however, is not based on much empirical

evidence about the unde-lying determinants of the performance of the firms.

Informals perform a remarkable array of activities, ranging from

vending foodstuffs and prepared foods tu consumer goods and services, including

carpentry, tailoring, barbering, shoe-repair, domestic work, vehicle and tool

repairs, and transport. In addition, small-scale entrepreneurs manufacture

textiles, garments, foovwear, household utensils, musical instruments, metal

products, furniture and wood products, and leather goods. They proceas foods

and beverages, and recycle junk.

This research analyzes the informal sector in Peru, particularly the

role of women, based on a theoretical model of informal retail trade that uses

data from the Peru Living Standards Survey PLSS). Retailing is the dominant

nonfarm family enterprise. The central questions are: What factors explain

differences in the performance of retail businesses? Assuming that these

considerations can be identified, what types of policy initiatives might improve

the performance of firms, particularly those run by women? The analysis is

confined to urban areas whare most of these businesses are located.'

'Several recent studies have identifi-d these general patterns. See Cornia

(1987), IDB (1987h), PREALC (1985), van der Gaag, Stelcner and Vijverberg (1989),

and Tokman (1986).

4We attempted to provide an analysis of nonfarm enterprises in both urban

and rural areas. But the limited size of the sample in rt..ral areas precluded the

estimation of a model that wa ware confident of using. The results for rural

areas are in appendix B.
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2. SoIng_Itylized Facts on the Informal Sector

2.1 Maknitudes and Other Characteristics

Informal economic activity is a mainstay of the Peruvian economy.
Its sustained growth stands in marked contrast to formal activity, which has

deteriorated in the last decade at an alarmingly rapid rate. There is extensive
evidence that a high proportion of the labor force, especially the female
component, is in informal activities. As Glewwe and de Tray (1989) and Suarez-
Berenguela (1987) discuss, the major:v of the bottom socioeconomic strata in
urban areas earns a livelihood from self-employment in the informal sector.

Peru's shadow economy has recently attracted worldwide attention5 as
a result of the recent publication of El Otro Sendero: La Revoluciain Informal'

by Hernando de Soto, a busineesman and president of the Instituto Libertad y
Democracia (ILD) in Lima. He concludes that the informal sector is the dominant
and most dynamic part of the economy, and believes that removing the Ourdensome
obstacles to legitimacy (such as bureaucratic red tape) would considerably
improve Peru's economic malaise.

Several other recent studies corroborate de Soto's view that a
sizao1e portion, perhaps a majority, of the labor force is in the informal

sector.' Surveys by the ILD in 1985 and 1986 show that the informal sector in
Lima makes up almost half the labor force, accounts for 61 percent of the hours
worked and generates an astounding 39 percent of GDP (1984). For such sectors

as commerce and personal services the share of production exceeds 60 percent.
Liter. and others (1986) report that the official national accounts estimate of
the informal sector's contribution to GDP in 1984 resulted in an understatement
of total GDP by 23 percent. Perhaps even more striking is the estimate that
439,000 Lima residents depend on the underground commercial economy, and almost
three-fourths (114,000) of these individuals depend on street sales. According

to de Soto (1988), these activities generated about $25 million a month in gross
sales in 1985 and an average net per capita profit of $58 a month, about 40
1-cent more than the legal minimum wage. The 314,000 street merchants,
1._uding 91,455 street vendors, comprise 42 percent of the Lima work force
involved in commerce.

The ILD surveys show that women make up 54 percent of the streer
vendors. Eighty-six percent of the street merchants occupy curbside sites, while
the remaining 14 percent rove the streets. Business is also conducted in

5 ^es The Economist, February 18 and September 23, 1980, and Leaders, March
1989 (12) 1.

' The English translation is The Other Path: The Invisible Revolution in
the Third World. (See de Soto 1989).

' See Althaus and Morelli (1980), Kafka (1984), Litan and others (1986),
Stelcner and Moock (1988), Moock, Musgrove, and Stelcner (1989), Strassmann
(1987), Suarez-Berenguela (1987), Vargas Llosa (1987), Webb (1977), and World
Bank (1987).
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(illegal) cooperative markets -- collections of kiosks, stalls and booths. Of

the 331 markets in Lima, 274 were put up illegally; only 57 were built by the

government. It is estimated that $41 million has been invested in these illegal
markets, which employ about 125,000 people (including some 40,000 vendors). More
than 80 percent of the street vendors and 64 percent of the informal markets are

found in law-income districts.

According to recent studies that used the Peru Living Standards
Survey," half of the 5,100 households surveyed awned at least one nonagricultural
family et.terprise. Of the 27,000 Individuals in the survey, 13,600 were in the
labor force and 97 percent were employed. More than 4,500 worked in nonfarm
family businesses, and 3,100 worked in family enterprises as their main
occupation. About 6,200 worked on family farms.

Metropolican Lima accounted for 34 percent of nonfarm family
businesses, other urban areas for 44 percent, and rural areas only 22 percent.
Of course, a large fraction of rural households also operate farms. These

proportions correspond closely to the distribution of family workers and
households across regions. The average number of enterprises per household is

1.25.

These family businesses are dominated by retail trade, manufae.*uring
(especially textiles), and personal services (mainly in urban areas). Retail

trade encompasses small shops, inns and cafes, kiosks, stalls, and street
vending. Nontextile manufacturing includes food, beverages, pottery, furniture,
toys, nevelties, and musical instruments. The textile sector includes spinning,
weaving, and tailoring. Personal services range from laundries and hairdressers
and barbers to entertainment, auto and electrical repairs, and cleaning
services. Most businesses rely on just one or two family workers; the use of
hired labor is negligible.

Many firms do not awn any capital or inventory and often have no
operating expenses. In the retail sector, selling is often on consignment or
commission. Large factories, wholesalers, and stores in the formal sector often
provide the goods and perhaps the cart, stall, or kiosk. The goods are sold
either on straight commission, or on consignment: the sellers pay only for what
they sell and return the unsold goods. Factories often subcontract textile,
clothing, leather and footwear manufacturing to family enterprises, which they
provide with materials and equipment. In the labor-intensive personal services
sector, little use is made of capitAl equipment. Thus it is not surprising that

many family businesses in the dominant sectors reported little or no capital,

inventories, or operating expenses.

Standards
household

that they

Haw much credit do informa3s use and obtain? The Peru ming
Survey provided information on the current debt position of each
and on the source and terms of loans obtained in the past year.

Only 10 percent of the households that operated businesses reported
received loans or were in debt. This is not surprising for several

' See Stelener and Moock (19o8), and Moock, Musgrove, and Stelcner (1989).
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reasons. First, the PLSS WAS conducted when inflation rates were extremely high

(June 1985-July 1986). (During the first half of 1985 the annual inflation was
200 percent, and in the first half of 1986 monthly inflation was 4 to 5 percent.
Such high rates of inflation are unlikely to foster a willingness to lend, except
at interect rates so high that few households would choose to borrow. Second,

given a sensitivity to questions about indebtedness, the Peru Living Standards

Survey probably underestimated the debt among respondents. (To preserve good

will, questions cn debt and credit were last in a long questionnaire). Third,

given the uncertain legal position of family businesses, their ability to obtain

credit from formal lending institutions is very restricted at best. As

Carbonetto (1985), Mescher (1985), and Kafka (1984) document, only a minute
fraction of informal sector firms in Lima borrow from financial intermediaries
in the formal sector. Households that need to borrow must depend on loan sharks

and pawnbrokers, or resort to a "pandeiro". This is a revolving fund to which

members make a weekly contribution. A lottery determines the winner of the

week's contributions.9

In Lima, retail trade, personal services, and manufacturing account
for more than 80 percent of the businesses and almost 85 percent of the family

workers (Table 1). The single most tmportant activity is retail trade. The

pattern is the same in the rest of Peru. In other urban areas the respective
proportions are 86 percent of the businssses (retail trade comprising 52 percent
of businesses) and 90 percent of the workers in these sectors. In rural areas
80 percent of entrepreneurial families and workers are in either retail trade

(43 percent) or manufacturing, particularly textiles. These are typical informal

sector endeavors in most developing countries. What distinguishes Peru from
other countries is the unusually large proportion of women and households in
these activities.

Table 1. Percentage distribution of informal family businesses by sector of

activity

Metro Lima Other ur n areas A urban areas Rura areas Peru

No. of Observations 1045 1387 2432 692 3124

Retail Trade 40.7 51.5 46.8 43.1 46.0

Personal Services 19.8 12.4 15.6 4.5 13.1

Textile Manufacturing 10.9 12.2 11.6 26.4 14.9

Other Manufacturing 10.4 9.7 10.0 11.9 10.4

Subtotal 81.8 85.8 84.0 85.9 84.4

Other Sectors 18.2 14.2 16.0 14.1 15.6

Notes: Other Manufacturing includes food, beverages, furniture, wood products and miscellaneous items.

Other Sectors includes construction, transportation, wholesale trade, mining, fishing and hunting.
Source: Peru Living Standards Survey.

2.2 The Role of Women

The Peru Living Standards Survey shows that women dominate the

informal economy. In Chapter One, Schafgans notes that women make up about 45

9 Sea Mescher (1985), World Bank (1989).
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percent of the labor force. The vast majority work in family-owned firms and

farms. Table / shows that 82 percent of the 5,952 employed women worked in

family-owned nonfarm businesses (28 percent) or on family farms (54 percent).

The remaining 18 percent were wage earners, mostly in urban areas. In Lima 45

percent of employed women were wage earners in contrast to 19 percent in other

urban areas. In rural areas only 5 percent of employed women worked as salaried

employees, usually as school-teachers and clerks in the public sector. There

is practically no labor market for women in rural areas. In Lima, 38 percent

of the women ware employed in nonfarm businesses and 17 percent in agricultural

activities; in other urban areas the corresponding proportions were 44 and 37

percent, and in rural areas 11 and 84 percent.

Of the 7,238 employed men surveyed, 21 percent worked in nonfarm

enterprises and 42 percent worked on family farms, while 38 percent worked as

wage employees (65 percent in Lima, 42 percent in other urban areas, and 18
percent in rural areas). In Lima about 32 percent of employed men worked in

family businesses and 3 percent on farms, while in other urban areas the

proportions were 33 and 25 percent, respectively. In rural areas only 5 percent

of men worked in nonfarm family businesses; 77 percent worked on family farms.

Table 2. Percentage distribution of employed labor force by type of employment

Metro Lima

Females Males

Other urban areas

Females Males

All urban areas

Females Males

Rural areas

Females Males

Peru

Females Males

No. of Observations 1237 1747 1978 2450 3215 4197 2737 3041 5952 7238

NonFerm Sector 38.2 31.5 44.1 32.5 41.9 32.1 10.6 5.3 27.5 20.8

Farm Sector 16.5 3.4 37.0 25.1 29.0 16.1 84.0 77.0 54.4 41.7

Wage Sector 45.3 65.1 18.9 42.4 29.1 51.8 5,3 17.7 18.1 37.5

Notes: The nonfarm end farm sectors refer to setf-areployment; the wage sector refers to hired tabor.

Source: Peru Living Standards Survey.

In the retail food and textile sectors, women account for three-

fourths of the family workers. In retail nonfood and food processing sectors

they make up 60 to 70 percent of the work force, and account for about half the

workers in urban personal services. The remaining family businesses such as

transportation, construction, wood and chemical manufacturing, wholesale trade,

hunting and fishing, and professional services are dominated by men and employ

only a mnall fraction of women. There appears to be a clear division of labor

between men and women. The proportion of women employed in the formal sector

is much smaller than that of men and the informal sector activities that women

pursue are considerably d..!Iferent from those of men.

The role of women in family enterprises is also highlighted by the

large proportion of family businesses in the dominant three sectors that employ

exclusively women and children under 20. In urban and rural areas about half the

family retail businesses rely only on women and children. About 40 percent of

firms that provide services employ only women and children. In textiles, which

are largely home-based, over 66 percent of the rural concerns employ only women

and children. In Lima the proportion rises to 70 percent and in other urban
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areas to 75 percent. These data suggest that women not only make up a high
proportion of family workers but also operate the family businesses.

Despite their importance in these businesses, the value of women's
entrepreneurial activities is not adequately reflected, if at all, in the
national accounts. There have been very few attempts to assess their
contribution to the economy or to analyze the relative performance of men and
women in the informal economy. This is particularly true in Peru and other
Latin American countries where such work has gone largely unnoticed, with the
nossible exception of domestic work.

Moreover, official Latin America data' do not give accurate
information about women's economic activities. Most of the empirical economic
research on family businesses has focused on agricultural activities or on the
activities of self-employed urban men. Agricultural research tends to ignore
informal nonfarm economic activities in rural areas. And most of the research
on the self-employed analyzes individuals rather than the enterprise, ignoring
the contributions to income of capital, nonlabor inputs, and the labor of women
and children. These last are typically excluded because most surveys report them
as unpaid family workers, while men are usually reported as paid family workers

(Chiswick 1983)."

This analysis focuses on the family business rather than the self-
employed individual, thereby incorporating enterprise characteristics --
location, nonlabor inputs -- and the labor of all family workers.'

3. Model Formulation and Concem.

The analysis of the mc;del of the revenue process of retail

enterprises includes a theoretical characterization of revenue generation by
retailers as well as a basis for estimating economic magnitudes (such as
productivity). The model incorporates three features of sales revenue: price,
potential customers, and the process by which a potential customer becomes a
purchaser, at a given price.

The traditional economic model of production is extended to explain
the production process of firms that expend resources in selling as well as in
producing goods or services. For example, consider a street vendor who sells
pencils at a given price at a busy intersection. An important consideration
involves measuring the vendor's output. To argue that output can be measured in
terms of the number or constant dollar value of transactions (in this case,

See Recchine de Lates and Wainerman (1986); Bunster and Chaney (1985); Babb
(1984).

" Often it is not clear whether these self-employed earnings refer to the value
of gross sales or to the value of net production, that is, sales less cost of
materials and other inputs.

12 For related approaches see Blau (1985)1 Chiswick (1983), Strassmann (1987),
Vijverberg (1988), and Teilhet-Waldorf and Waldorf (1983) .
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pencils sold) is akin to measuring output by the value of inputs, and misses a
vital feature of the retailing process. That is, in every attempt (whether
successful or not) to convince a passerby to purchase a pencil, the vendor is
also making a sales effort, that includes information about the product and its
availability. To measure output by the volume or value of transactions measures
only that part of the vendor's activity that is successful.

In our model we argue that an enterprise in the retail sector
effectively "produces" the probability that a contacted customer will make a
purchase. We argue further that the firm can adjust its inputs (including labor,
capital, materials, and inventory) to change the likelihood that it will make
a sale. Changing inputs may range from increasing inventories to providing more
information to customers.

The model is not explicitly one of profit maximization and not
necessarily one where optimization leads to a dual relationship between cost
and production. The data (particularly on prices) are not sufficient to estimate

such a model. More important, it is not clear whether the textbook model of
cost-efficient production and profit v.aximization is a useful hypothesis. It

may be more reasonable to assume simply that firms make efficient use of their

inputs and then to test whether observed decisions are consistent with profit
maximization. Since our goal is to provide an empirical model of production for
retail firms, in our discussion of the theoretical model we will also refer to
problems and limitations in the applied work.

3.1 Assuntims_

Assume that potential shoppers t.rrive randomly at the location of
a vendor. Thus the contacts between buyers and sellers is a random variable.
The average number of such contacts will depend upon the characteristics of the
firm, including its location and reputation.'3 There is no guarantee that a
shopper arriving at an enterprise will decide to make a purchase. Of two
seemingly identical shoppers, one may decide to buy while the other does not,
independently of the characteristics of the enterprise. The fraction of shoppers
that makes a purchase is thus a random variable.

Wa assume that at each point in time and for a given price and type
of good, a customer has a random yet rationally determined threshold response
level to the vendor's sales effort. Suppose shopper j has threshold level tj.
The decision by the customer whether or not to make the purchase involves a
comparison of tj with the variable To defined as the index of sales effort
produced by firm i. If Ti> to then the arriving customer will buy from firm i.
If customers have their threshold levels tj distributed according to the same
(distribution) function F, then a firm with sales effort T,will make a sale to
a randomly arriving customer with probability F(T). This probabilit/, F(T), can
also be thought of as the fraction of arriving customers that buy from the firm.
Part of the firms' decisionmaking involves setting the level of To

'3 No information is available concerning rGpeat buyers or customers who purchase

more than one unit of a good.
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The model described above is similar to stochastic choice models that have
lately become quite popular in labor economies. By analogy, the decision to buy
is like the decision to enter the labor force and the condition that tj < T is
similar to the requirement that the reservation wage at zero work is less than
the market wage.

The enterprise can change its operating characteristics to affect the
fraction of shoppers that makes a purchase. For example, a business can increase
its inventory or stay open longer. Such factors are considered productive if
increasing them raises the fraction of potential consumers who make purchases
or, equivalently, increases the probability that a given shopper will make a
purchase. Since the fraction of shoppers who buy is bounded from above by unity,
in the limit for large quantities of factors there must be zero returns at the
margit. to increasing the level of productive factors. Similarly, while
enterprises may adopt different mixes of factors (perhaps due to finenzing
restrictions), labor is a common feature; no retail firm can operate without
labor. The fraction of shoppers making purchases will approach zero as the amount
of labor input approaches zero. This need not be true, however, for such inputs
as capital (for example, a cart or stall) or inventory. Without these factors
a customer can still make a purchase. The model is not uonstrained ex ante to
require profit maximizing decisions on the part of firms. We do, however, examine
whether the properties of the estimated model are consistent with profit
maximization.

In applied work, neither the total number of units sold nor the
selling price per unit are generally known. Data sets typically do not contain
this information. Similarly, information on the number of customer contacts and
the fraction of shoppers who buy is not available. At most, information on
revenues, costs, and other characteristics of factors employed by the firm will
be available in cross-section or time series data sets. With cross-section data
the absence of separate information on price and quantity may cause fewer
problems than in a time series setting where constancy of price is difficult to
justify as a working assumption.

3.2 Specific Aspects of the Model

The expected price per uni,. eceived by an enterprise is defined as
pE. It is assumed that agents treat pE as independent of the decisions of
individual enterprises and of customers.

The expected number of shoppers arriving at enterprise i is defined as
WOO. NE is assumed to depend upon (a vector of) characteristics of firm i,
one element of which, for example, would be location. Differencee in the expected

number of arrivals at firm i versus firm j are assumed to depend only on
differences in the characteristics of vectors xl and 31# Because the total number
of arrivals is subject to random effects, firm i will not in general observe
arrivals equal to NE(r). In the applied work of subsequent sections it is assumed
that the expected number of arrivals to firm i can be expressed as:

a

NEM) exp(ao + E a xl (1)
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Thus,

lnliE(30 e ao a x' (2)

1-1

where lei is a measure of the .11 characteristic in firm i. The apecification of

N(r) is seen to be linear in its logarithm and introduces the ex ante

restriction that the numbsr of arrivals is nonnegative.

The fraction of shoppers that make a purchase or, equivalently, the

probability that firm i makoo a eale to e randomly arriving customer, is given

by F(T(7))). F depends Vi04 s vectoe of firm i's characteristics, Z1, which

includes labor, matevialeiexpenees, capital, and inventories.

In keeping with tba ,liscussion of the previous section, F can be

written as a function of Ti is an index of aales effort and output
produced by firm i and i3iven byt

T(Z') (3)

F will be a nondecreasing function of To bounded from below by 0 and

from above by 1. Lneieed' V is just the cumulative distribution function for the

random variable t representing individual consumer purchasing thresholds. A

drawing of t foe e given customer j (ti) shows the level of (an index of) sales

effort needed to geerantee that individual j will make a purchase.

By adopting the above characterization of retailing, we obtain a

model whereby something can be produced (sales effort or the probability of a

purchase) with no guarantee that any consumer will make a purchase or that a firm

will be observed to make E transaction. This will occur when the level of (the
index cf) sales effort produced by a given firm falls short of the threshold

level neceeeery to eonvince the customer to buy. In the applied research it is

asums a. the cumulative distribution function, F, iS given by the logistic

function." :

F(T) 1

exp[-TO

(4)

From (3) it will be recalled that the index Ti is a function of a

vector of characteristics Z'of firm i. This function must reflect the fact that

labor is indispensable to the activity but that other factors are not. If we

define z'1 as the labor component of Zt, the indispensability of labor can be

introduced by requiring Ti to be an inereasing function of the logarithm of
Introducing the remaining faetors affecting T, in a linear fashion leads to the

specification:

" This specification of a logistic probability distribution function has proved

valuable in other areas of applied economic research and it has the added benefit

that it leade to applied models that are somewhat easier to estimate than those

based upon the cumulative normal distribution function.



-77-

Ti 1)4 + bilnzi + E b z' (5)
I 14

where n is the number cf factors used in the production of To Given that 1,1 >
0, labor will be an indispensable factor with a positive marginal product in
terms of increasing the index To As labor becomes small, T1 decreases without
bound and F(T) approaches zero Any other factor zijwill be productive as long
as bj> 0. The parameter 1,0 is the value of the index when labor is equal to one
unit and all other factors are zero. It is reasonable to expect bo to be
negative and large enough in absolute value such that xp(-b0) is large and
F(T), the average frequeacy of sales, is small when almost no faators are
allocated to sales.

As a final point, it is possible to extend the production analogy to
cottaider isoquarts which, in this case, are isoprobability contours of F. Since
F is a monotonic increasing transformation of T" isoquants of T1 will coincide
with isoquants of F. These isoquants will be straight lines for pairs of inputs,
excluding labor. Alternatively, for pairs of inputs one of which is labor
measured on the vertical axis, the isoquants are horizontally parallel and
intersect the vertical axis. Production processes such as this are called quasi-
linear.

3.3 The Revenue Function of the Firm

The discussion contained in the foregoing sections leads to the
specification of a revenue function for a representative firm in the retail
sector. This function is comprised of both a deterministic and a stochastic
component. The expected revenue of firm i, REit is given by the product of the
expected price and the expected number of buyers. The latter quantity is itself
given hy the product of the expected number of arriving customers and the
fraction of customers Who make purchases. In terms of the notation introduced
above,

RE pENE(X1)F(T(ZI)) (6)

We assume that the stochastic influence on revenues enters
multiplicatively. Thus observed revenues of firm i, Ro are given by:

Ri RE, exp tv1] (7)

where vi is a random variable incorporating uncertainties in the price level and
the unforecastable factors affecting the number of customer contact.; with the
firm. We assume that vi is such that E(exp[vO) 1. Our applied work will involve
estimating the revenue function in logarithmic form. In terms of the

specification of NE and F(T) in previous sections, the estimating equation will
be of the form:

lnR lnpE + ao + E x' - ln(1 + exp(-(bo + +
j

biz!))) + vi
J-1 -.2 j

(8)

A nonlint least squares algorithm is used to obtaiL point estimates
of the parameters of the model. Since independent information on average price
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is not available, the coefficient estimate of ao will not identify the parameter

Ole

RevenegProducts and Profit MaximizatIm

The derivative of the expected revenue function with respect to a

right-hand side variable (such as labor or capital) can be interpreted as the

expected marginal revenue product of the variable. In cases where the unit price

of the factor is known, the expected marginal revenue product can be compared

with this magnitude to partially assess the efficiency of the firm. For example,

if a firm ie maximizing expected profits, the factor price and the marginal

revenue product should, on average, coincide. In cases wbere data on factor

prices are not available (a common occurrence in the informal sector), the

derivative of the expected revenue function can be considered the shadow price

of the factor. This shadow price is the amount of money that would be paid to

the factor if the existing situation represented profit-maximizing behavior. In

both situations the results lead to interesting insights for policy analysis.

The model is quite flexible with respect to possible relationships

between revenue and such productive factors as labor, capital, and expenses. The

fact that F(T) is strictly bounded from above and below introduces some features

into the relationship between factors that often do not arise in standard modes

of production. To highlight some of these properties, we present the following

example of an expected revenue function.

Suppose that a simplified expected revenue function with two factors

(x and y) is given by:

R e 1/(1 + exp(a - x - yj), a t 0 (9)

where R is (expected) revenue, price and customer effects are fixed (in this

example) and (a, -1, -1) are the estimated coefficients of the model. The

(expected) marginal revenue product of factor x. R., is the derivative of the

right hand side of (9) with respect to x and is given by:

R - It2

(10)

The marginal revenue product of x will be posi.tive as long as the

right hand side of (10) is positive. Given the definition of R in (9), this will

always be the case because R < 1.

The response of the marginal revenue product function to changes,

ceteris paribus, in x and y is important for determining the suitability of any

profit maximization hypothesis and for determining the relationships between

productive factors. The slope of the marginal revenue product function is given

by the derivative of the right hand side of (10) with respect to x. Denoting this

slope by R., differentiation yields:

RE, e R.(1 - 2R)
(11)
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Eventually, the marginal revenue product curve will slope downwards
as R becomes larger than .5. There may be a range of x values where the marginal
revenue product curve is upward sloping. This would be the case, for example,
if when x 0, the value of the expression (a y) exceeds 0 (and hence, R < .5
when x 0). Thue the slope of the marginal revenue product curve for x depends
in part on the quantity of the other productive factors. Wlthin a profit
maximization setting, the marginal revenue product curves must be downward
sloping if the optimality conditions are to be satisfied.

It was noted above that the levels of other factors affect the slope
of the marginal revenue product curve for a given factor. The p -ition of the
marginal revenue product curve for a given factor is influenced by the quantities
of the other factors as well. This effect can be illustrated by considering the
change in the marginal revenue product of x as y changes. Denoting this effect
by Ro, the right hand side of (10) can be differentiated with respect to y to
obtain:

Ro Ry(I - 2R) (R - R2)(1 - 2R) (12)

where Ry is the marginal revenue product of y. Thus in this simple example, as
long as R < .5, increasing y makes x more productive. Eventually, though, as y
becomes increasingly large, more of the factor y will exert a negattve effect
on the (marginal) productivity of x. The explanation lies in the fact that the
probability of making a sale (in this case 1/(1 + exp(1 - x - y)) is bounded
from above by 1. The only way this condition can be met for increasing values
of y and fixed x is if both factors are made less productive. If this were not
to happen then x could be increasad over a feasible range of values and the
probability could be made greater than 1.

4. Description of the Data and Variables

The theoretical model is applied to data from the Peru Living
Standards Survey (PLSS). The survey results provide information on a variety of
topics: household composition, demographics, housing conditions, health,
education, migration, labor force activities, housework, farm and nonfarm
businesses, and household expenditures (see Grootaert and Arriagada 1986; INE
1988).

The survey modules on nonfarm family businesses, labor force
behavior, and the personal characteristics of household members are particularly
useful. For each family enterprise the PLSS gives the labor inputs of family
workers, the value of output sold or consumed by the household, expenditures on
purchased inputs, and the value of assets. The survey does not contain
information on physical units and prices of output and nonlabor inputs, rather
only total values. The survey shows how long each business has been open, the
type of output, how many months it operated in the past year, and whether the
business is in the hcme, at other fixed premises, or has no fixed premises. The
information covers 3,360 businesses: 1,178 in metro Lima, 1,480 in other urban
areas, and 702 in rural areas. The most popular activity is retail trade: 425
firms in Lima, 714 in other urban areas, and 298 in rural areas. In the analysis
of the retail sector we excluded 51 observations urban because i) only children
under 15 were employed (five in Lima, four in other urban areas, seven in rural

(;



- 80 -

areas), ii) no sales revenue was reportsd (nine in Lima, eight in other urban

areas, three in rural areas), and iii) values of capital or expenses were more

than 100,000 intis (six in Lima and nine in other urban arear). This reduced

the sample to 1,386 firms; 405 in Lima, 693 in other urban areas, and 288 in

rural areas.

A novel feature of this study is that it explicitly addrewses the

predominate role of women in the retail sector by distinguishing among three

types of businessess 1) female-only firms (possibly with children), 2) male-

only firms (perhaps with children), and 3) mixed firms. Most retail firms employ

only one or two family workers and do not use hired laborers. (See Table 3)

We use the following variables in the empirical analysi.J. The

dependent variable is the logarithm of monthly gross revenues, which is the value

of output. The set of regressors can be grouped into two categories: those that

describe customer arrivals and those that affect the probability of a purchase.

The former group includes the age of the enterprise in years, which can be

interpreted as a reflection of the reputation of the firm and perhaps as a

predictor of learning by doing in attracting clients. Also included is the

place of operation as a proxy for ease of access by customers. Two dummy

variables, "in the home" and "at a fixed location" (a kiosk or stall),

incorporate the site information. Itinerant operations with no fixed location

(such as peddling and street hawking) are excluded.

The follawing variables are deemed to affect the probability of a

purchase. First, the value of capital, which includes land, buildings,

furniture, tools, machinery, equipment and vehicles. Second, the value o:

inventory stocks and third, monthly operating expenses which measure the cost

of goods purchased for resale, raw materials, and such items as repairs,

utilities, and fuel. The timeframe of this variable corresponds to that of the

dependent variable. The fourth variable is labor input, measured by the

logarithm of monthly hours devoted by all family workers in the enterprise. The

annual hours of farming labor are divided by the months of operation. Other

aspects of managerial or sales skills are described by two proxies: 1) total work

experience (in years) of the most experienced adult family worker in the firm

and 2) the level of educational attainment of the most educated adult family

worker in the firm. Work experience is entered with linear and quadratic (scaled

by 100) terms. The effects of educational attainment are entered in two

alternative ways. First, we use three dummy variables - primary school

completed, secondary school completed, and postsecondary school completed; the

excluded category is less than primary schooling. Second, we use three splines:

years of primary school (zero to five), secondary school (six to ten) and

postsecondary school (more than 10 years). Finally, the effects of vocational

training are reflected by a iummy variable that takes a value of unity if any

adult family worker in the entr7prise had vocational training, or a value of zero

otherwise.



Table 3. Descriptive statistics of urban retail sector

Type of Firm
umbe o i

Female
Metro Lima

Male Mixed
98 104

To":A
5

Other ur areas
Female Male

1

Mixed
1

Total
93

Al
Female

576

ur.-n areas
Male Mixed

30 292
Total
1098

Place of operation %
Nome 25.1 8.2 24.0 20.7 37.5 13.2 34.6 33.0 33.2 13.9 30.8 28.5

Fixed tocatio, 21.2 18.4 37.5 24.7 25.5 25.8 31.9 27.3 24.0 22.6 33.9 26.3

Itinerant (Streets) 53.7 73.5 38.5 54.6 37.0 56.1 33.5 39.7 42.9 63.5 35.3 45.2

Months operated during year 8.8 9.2 10.0 9.2 9.7 9.6 10.1 9.8 9.4 9.4 10.1 9.6

(3.9) (3.8) (3.0) (3.7) (3.6) (3.8) (2.9) (3.4) (3.7) (3.8) (3.0) (3.6)

1 - 6 months % 28.1 27.6 14.4 24.4 22.0 22.7 11.2 19.2 24.1 24.8 12.3 21.1

6 - 9 months 16.3 9.2 17.3 14.8 9.1 8.3 18.1 11.4 11.6 8.7 17.8 12.7

9 -12 months 55.7 63.3 68.3 60.7 68.9 68.9 70.7 69.4 64.2 66.5 69.9 66.2

Age of firm (Years) 6.0 7.8 8.8 7.1 7.7 9.3 10.8 8.9 7.1 8.7 10.1 8.2

(8.8) (10.1) (9.1) (9.3) (9.8) (11.5) (11.8) (10.8) (9.5) (10.9) (10.9) (10.3)

Less than 4 months % 12.3 0.2 4.8 9.4 9.4 9.8 4 3 8.1 10.4 9.1 4.5 8.6

4 months - 1 year 14.3 13.3 9.6 12.8 !A 7.6 3.2 7.1 10.8 10.0 5.5 9.2

1 - 3 years 27.1 24.5 19.2 24.4 23.1 13.2 14.4 19.8 24.5 20.9 16.1 21.5

3 - 5 years 14.3 17.3 15.4 15.3 14.5 14.4 15.4 14.7 14.4 15.7 15.4 14.9

5 - 10 years 11.8 7.1 17.3 12.1 16.9 17.4 22.9 18.6 15.1 13.0 20.9 16.2

Ovet 10 years 20.2 29.6 33.7 25.9 27.3 32.6 39.9 31.7 24.8 31.3 37.7 29.6

Monthly revenues $ 2731 4328 8300 4548 1889 5961 4801 3455 2186 5266 6048 mu
(5489) (6110) (12138) (8178) (4262) (21147) (6337) (10406) (4743) (16501) (8988) (9655)

$ 1 - SOO Revenues % 24 6 20.4 2.9 18.0 32.7 28.0 12.2 26.3 29.9 24.8 8.9 23.2

500 - 1000 19.7 16.3 9.6 16.3 19.8 12.9 12.2 16.5 19.8 14.3 11.3 16.4

1000 - 2000 21.2 14.3 11.5 17.0 22.5 12.9 14.9 18.6 22 0 13.5 13.7 18.0

2000 - 4000 17.7 20.4 25.0 20.2 15.5 18.9 25.0 18.8 16.3 19.6 25.0 19.3

More than 4000 16.7 28.6 51.0 28.4 9.4 27.3 35.6 19.9 12.0 27.8 41.1 23.0

Log of revenues $ 7.0791 7.4453 8.3448 7.4927 6.7389 7.2857 7.7911 7.1285 6.8588 7.3537 7.9883 7.2629

(1.2895) (1.5110) (1.1663) (1.4142) (1.2733) (1.6530) (1.2595) (1.4224) (1.2882) (1.5926) (1.2536) (1.4296)

Monthly expenses $ 1874 2491 5633 2988 1294 3399 4376 2531 1498 3012 4824 2700

(3394) (4177) (8076) (5391) (3552) (8032) (8927) (6513) (3505) (6671) (8640) (6125)

Spline 2 expenses $ 1331 1945 4919 2401 819 2883 3696 1993 1000 2483 4132 2143

> 830 (3265) (4029) (8000) (5273) (3455) (7910) (8860) (6415) (3395) (6548) (8570) (6020)

Spline 3 expenses
> 2000

$ 960
(2977)

1489
(3715)

4133
(7780)

1903
(4994)

550
(3276)

2343
(7699)

3013
(8676)

1560
0211)

695
(3177)

1979
(6320)

3412
(8372)

1686
(5792)

S 0 Expenses % 1.5 5.1 1.0 2.2 2.7 9.1 0.5 3.3 2.3 7.4 0.7 2.9

1 - 500 42.4 38.8 15.4 34.6 48.8 32.6 20.2 38.0 46.5 35.2 18.5 36.7

500 1000 18.2 9.2 11.5 14.3 19.8 7.6 11.7 15.3 19.3 8.3 11.6 14.9

1000 - 2000 14.8 19.4 11.5 15.1 13.1 13.6 23.9 16.2 13.7 16.1 19.5 15.F

2000 - 4000 10.3 10.2 25.0 14.1 9.1 19.7 18.6 13.7 9.5 15.7 20.9 13.8

Over 4000 12.8 17.3 35.6 19.8 6.4 174 25.0 13.6 8.7 17.4 28.8 15.8

$ 0 - 830 % 57.6 51.0 23.1 47.2 66.8 47.0 28.7 52.7 63.5 48.7 26.7 50.6

Over 830 42.4 49.0 76.9 52.8 33.2 53.0 71.3 47.3 36.5 51.3 73.3 49.4

Over 2000 21,227.6 60.6 33.8 _J_5_A27j__11233._0 49l._.asL

Notes: All monetary values in the tsble are in June 1985 lntis. The exchange rate was $1.00 US = 11 lntis.

Standard deviations are in rvirentheses.

I



Table 3. (Cantd)

Type of firm Female
LIZ

Metro Lima
Male Mixed
9 1

Total
4

Otner ur n areas
Female Male Mixed

1

Total
9

All urban areas
Female Male Mixed

76
Total

Total capital $ 2191 8603 10523 seu 3264 8175 9195 5808 2886 8358 9668 5836
(7733) (21303) (18407) (15476) (8173) (19969) (13732) (13040) 8030 20504 15541 13980

Spline 2 total capital $ 1693 8110 9683 5298 2715 7555 8327 5159 2355 7792 8810 5210
> 1000 (7610) (21103) (18320) 115325) (8011) (19819) (13649) (12893) 7880 20333 15457 13833

$ 0 total capital % 15.3 23.5 0.0 13.3 6./ 12.1 2.1 6.3 9.5 17.0 1.4 8.9
1 - 250 26.1 20.4 10.6 20.7 29.8 19.7 7.4 21.8 28.5 20.0 8.6 21.4

250 - 500 13.8 11.2 6.'.' 11.4 14.5 9.8 4.3 10.8 14.2 10.4 5.1 11.0

500 - 2000 24.1 17.3 22.1 22.0 19.8 14.4 17.0 18.0 21.4 15.7 18.8 19.5

2000 - 4000 10.8 5.1 15.4 10.6 11.3 13.6 20.2 '4.1 11.1 10.0 18.5 12.8

4000 - 12000 5.9 8.2 21.2 10.4 10.7 13.6 26.1 15.4 9.0 11.3 24.3 13.6

Over 12000 3.9 14.3 24.0 11.6 7.5 16.7 22.9 13.4 6.3 157 23.3 12.8
$ 0 - 1000 % 65.5 64.3 27.9 55.6 60.6 47.0 20.2 47.0 62.3 54.3 22.9 50.2
Over 1000 34.5 35.7 72.1 44.4 39.4 53.0 79.8 53.0 37.7 45.7 77.1 49.8

Total capital excl. stock $ 1559 5750 7050 3983 2004 4459 5044 3296 1847 5009 5759 3550
(5386) (17125) (14833) (12130) (5657) (13907) (10553) (9268) (5563) (15338) (12262) (10416)

Stock (Inventory) $ 632 2853 3473 1899 1260 3716 4151 2512 1039 3349 3910 2286
(2874) (8422) (6634) (5835) (3913) (10140) (7048) (6555) (3592) (9436) (6899) (6303)

Monthly profits $ 858 1838 2667 1560 595 2562 425 924 688 2253 1224 1158

(3475) (4172) (751q) (5021) (2198) (19426) (8850) (9790) (2717) (14946) (8456) (8357)
1

Profits > 0 % 84.7 88.8 84.6 85.7 79.1 80.3 73.4 77.8 81.1 83.9 77.4 80.7
00
1..)

Family workers 1.4 1.2 2.8 1.7 1.5 1.3 2.7 1.8 1.5 1.3 2.8 1.8

(0.9) (0.6) (1.3) (1.1) (0.9) (0.6) (1.0) (1.1) (0.9) (0.6) (1.1) (1.1) i

1 worker % 72.9 85.7 0.0 57.3 68.1 75.0 0.0 50.9 69.8 79.6 0.0 53.3

2 workers 16.7 9.2 57.7 25.4 19.6 18.2 56.9 29.4 18.6 14.3 57.2 28.0
3 workers 5.4 4.1 23.1 9.6 7.0 6.1 23.9 11.4 6.4 5.2 23.6 10.7

4 or more workers 4.9 1.0 19.2 7.7 5.4 0.8 19.1 8.2 5.2 0.9 19.2 8.0

Adult male workers only % 0.0 92.9 0.0 22.5 0.0 81.8 0.0 15.6 0.0 86.5 0.0 18.1

Male workers only 0.0 96.9 0.0 23.5 0.0 94.7 0.0 18.0 0.0 95.7 0.0 20.0

AdUlt female workers only 76.4 0.0 0.0 38.3 73.5 0.0 0.0 39.5 74.5 0.0 0.0 39.1

Female workers only 89.2 0.0 0.0 44.7 88.2 0.0 0.0 47.5 88.5 0.0 0.0 46.4

Adult workers only 76.4 92.9 70.2 78.8 73.5 81.8 69.1 73.9 74.5 86.5 69.5 75.7

Monthly hours of labor 200.3 227.6 499.5 283.7 210.1 227.6 459.0 281.0 206.7 227.6 473.4 282.0
(172.0) (186.5) (289.1) (246.4) (162.7) (172.3) (259.2) (223.3) (166.0) (178.1) (270.4) (232.0)

1 - 100 Hours % 32.5 25.5 1.0 22.7 28.4 25.8 2.7 20.9 29.9 25.7 2.1 21.6

100 - 200 Hours 28.1 23.5 9.6 22.2 27.3 19.7 12.8 21.9 27.6 21.3 11.6 22.0

200 - 300 Hours 15.8 20.4 17.3 17.3 20.6 25.0 12.8 19.3 18.9 23.0 14.4 18.6

300 - 400 Hours 11.8 19.4 16.3 14.8 11.5 18.2 15.4 13.9 11.6 18.7 15.8 14.2

400 - 500 Hours 4.9 7.1 1'.5 7.4 5.9 5.3 17.6 8.9 5.6 6.1 15.8 8.4

Over 500 Hours 6.9 4.1 43.3 15.6 6.2 6.1 38.8 15.0 6.4 5.2 40.4 15.2

Log monthly hours 4.8406 5.0002 6.0544 5.1909 4.9867 5.0871 5.9532 5.2680 4.9352 5.0501 5.9893 5.2396
(1.1192) (1.1016) (0.5902) (1.1265) (0.9735) (0.9464) (0.6361) (0.9822) (1.0286) (1.0140) (0.6210) (1.0379)

Adult male/total Hours % 0.3 95.8 48.3 35.6 0.0 91.6 46.3 30.0 0.0 93.4 47.0 32.1

Adult female/total Hours % 91.6 0.0 46.9 58.0 89.8 0.0 46.3 60.9 90.5 0.0 46.5 59.8

Child hours/totel flours % 8.4 4.2 4.$ 6.4 10.2 $.4 7.4 9.1 9.5 6.6 .§.5 8.1

r ;



Table 3. (Contd)

Metro Lima
Type of Firm Female Nee Mixed

__ILI. mu? 0

Total
405

Other urban areas
Female Male Nixed

a

Total
ATI urban areas

Female Nee Nixed
76 292

Total
1098

Education (Most educated worker)

Years of schooling 6.2 7.6 9.1 7.3 5.7 7.2 8.6 6.8 5.9 7.3 8.8 6.9

(3.8) (3.6) (3.3) (3.8) (4.0) (3.9) (3.6) (4.1) (4.0) (3.8) 3.5 4.0

Spline 0 - 5 years of school 4.0 4.5 4.9 4.4 3.7 4.3 4.7 4.1 3.8 4.4 4.8 4.2

(1.7) (1.1) (0.5) (1.4) (1.8) (1.4) (0.8) (1.6) (1.8) (1.3) (0.7) (1.5)

Spline 6 -10 years of school 1.9 2.6 3.5 2.5 1.6 2.3 3.2 2.2 1.7 2.4 3.3 2.3

(2.2) (2.3) (2.1) (2.3) (2.2) (2.3) (2.2) (2.3) (2.2) (2.3) (2.4) (2.3)

Spline 10 + years of school 0.2 0.5 0.7 0.4 0.3 0.5 0.7 0.5 0.3 0.5 0.7 0.4

(1.0) (1.3) (1.6) (1.3) (1.1) (1.3) (1.5) (1.3) (1.1) (1.3) (1.6) (1.3)

Highest education levet completed
None % 8.9 2.0 0.0 4.9 12.3 3.8 0.5 7.5 11.1 3.0 0.3 6.6

Primary 42.9 37.8 23.1 36.5 47.7 39.4 28.7 41.0 46.0 38.7 26.7 39.3

Secondary 40.9 44.9 57.7 46.2 31.1 40.9 47.9 37.5 34.5 42.6 51.4 40.7

Post-secondary 7.4 15.3 19.2 12.3 8.8 15.9 22.9 14.0 8.3 15.7 21.6 13.4

% of family workers who:
Attended public schools 77.6 85.9 80.7 80.4 79.8 87.6 86.5 83.1 79.0 86.9 84.4 a2.1

Have vocational training 32.8 27.7

At least 1 family worker
has vocational training % 39.4 28.6

34.8

60.6

32.1

42.2

22.6

27.1

13.5

15.2

17.8

37.8

19.6

28.1

26.2

31.9

19.6

20.9

23.9

45.9

24.2

31.3
op

Age of oldest worker (Years) 39.1 40.7 44.0 40.7 41.8 42.2 44.1 42.5 40.9 41.5 44.0 41.8

(11.8) (15.4) (11.8) (12.9) (13.2) (15.8) (12.6) (13.6) (12.8) (15.6) (12.3) (13.4)

Job experience (Host experienced worker)
Years 9.7 14.8 18.6 13.2 15.1 19.4 21.2 17.6 13.2 17.4 20.3 16.0

(9.9) (13.3) (11.3) (11.8) (14.2) (14.8) (12.7) (14.1) (13.1) (14.3) (12.3) (13.5)

Years squared/100 1.9 4.0 4.7 3.1 4.3 5.9 6.1 5.1 3.5 5.1 5.6 4.4

3.3) .3 5 4 6 9 6 ql_

1 I 're

Tial



-84 -

This section reports the specification and estimation of the revenue model

for the informal retail sector. In contrast to popular approaches to estimating

the properties of production technologies, we introduce no assumptions about the

optimizing behavior of agents. One reason for this is that there are seldom

well-developed markets for the factors employed by thee(' firms and thus no way

to construct independent measures of the opportunity cost necessary for

optimizing models.

Our work uses the revenue function specified in equation (8).

Ultimately, though, the statistical process of specification, estimation,

diagnostic analysis, and nonlinearity analysis that we employ is iterative. In

our case there were iterations with respect to both model specification and

inclusion/exclusion of data points in the sample reflecting the inflow of

information from the battery of diagnostic tests to which the model and data

were subjected. Since our model is nonlinear in some parameters it was necessary

to estimate tla extent of this nonlinearity to determine whether the local

diagnostic analysis, based on a version of the model linearized about the least

squares optimum and other measures of goodness of fit and precision, retained

its traditional meaning. T is known, for example, that as the measured degree

of model/parameter nonlinearity increaaeo, traditional confidonce ellipsoids may

become distorted, with the result that traditional measures of (joint)

significance of parameters lose their validity.

We describe below the iterations of testing and diagnostic analysis

that separate the initial model from the final model for which parameter

estimates are reported. The approach led to a model that is extremely robust,

provides an excellent fit of the data, and is very close to the initial model

in both specification and sample. Two versions of the final model are reported:

the difference between the two lies in the measurement of education -- dummy

or splined variables. Finally, as a further test of validity, we analyzed the

data using nonparametric techniques (see Appendix B). The results are discussed

belaw.

5.1 Initial Specification

The initial model was given by:

1nR1 e a0 + a,LOCTION_HOME + a2LOCATIONFIXED + a3FIRMAGE - ln(1 + e )

+ vi (13)

where:

T, bo + blEXPENSES + b2CAPITAL + b3STOCK + b,ln(LABOR)

+ b3TRAINING + b6SCHOOL_PRIMARY + b7SCHOOL_SECONDARY + b8SCHOOL_POSTSEC

+ b9EXPERIENCE + b0EXPERIENCE2
(14)

The model was fitted to three subsamples of the data: Lima, othcr

urban areas, and rural areas. All the first round point estimates of the

parameters (obtained by a nonlinear least squares Gauss-Newton algorithm) had

t
t
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the correct signs and between 50 and 60 percent of the variance in the logarithm

of revenues was explained.

5.2 PreliminariTo A r e

The initial results showed similar patterns in the estimated

parameters of the Lima and other urban areas models. Some parameters from the

rural model were similar to their counterparts for Lima and for other urban

areas. These results led to the hypothesis that an aggregate model based on a
pooled sample could be estimated. At the same time it was necessary to determine

whether we were justified in pooling data among female, male, and mixed

enterprises. This question was particularly important given that one of our goals

was to estimate women's productivity. Finally, regardless of the outcome these

initial hypothesis tests, all of the tests would have to he redone since the

model specification and the data set might change as a result of information

obtained from the diagnostic analysis (sel below). All hypotheses were tested

using the sample likelihood ratio statistic compared with its 1 percent critical

value.

Table 4 gives the test results.'s We could not reject tha hypothesis

of equality of parameters or structure in Lima and other urban areas. All

pooling that included rural data, however, was rejected. That is, the structure

of rural firms was found to be different from that of urban firms. Finally, we

could not reject the hypothesis of equal parameters in the three classes of

enterprises: male, female, and mixed.16 For these reasons our urban model is

estimated on a sample pooled with respect to enterprise and location (Lima and

other urban areas). Tables 31 - 33 in appendix B give the results for the rural

model.

5.3 Dia nostic Analysis

Our analysis involved assessing the sensitivity of parameter

estimates to what we term "data problems." Although the PLSS is an unusually

clean data set, where much effort was devoted to correcting anomalies, it is

still open to a variety of impurities due to, inter alia, measurement errors,
data entry, and inaccurate reporting by respondents and enumerators. Advances

in statistical research have made it possible to implement set of data

diagnostic tests to reveal statistical problems arisilig from im, feet data or

highly influential sets of observations. These tests provide another useful way

to assess the reliability of a given model."

'5 The results correspond to the final estimar,a model where education is
represented by dummy variables. The pattern of results is similar to that

obtained with the initial version of the model.

16 This hypothesis was tested on the pooled Lima and other t: Than areas samples.

" For an excellent discussion of these issues, see Belsley, Kuh, and Welsch

(1980), and Chatteriee and Hadi (1988).
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Table 4. Summary tests of pooling and structure

Hypothesis Test statistic Critical value Decision

1. Lima, other urban areas, and
rural areas can be aggregated.

2. Lima and other urban areas
can be aggregated.

3. For Lima and Other Urban Areas,
Female, Male and Mixed Firms
can be aggregated.

83.040 56.123 REJECT

25.041 33.409 DO NOT REJECT

52.800 56.123 DO NOT REJECT

The diagnostic techniques involve searching the data fcr single
observations or sets of observations that differ significantly from the "average"
data point and may have an excessive influence on the regression results.
Parameter estimates that are highly dependent on the properties of small
subsamples of the data should be trsated with caution. For this reason the
isolation and careful study of influential observations is an important task in
al.plied modeling. The theory behind these tests for linear models has been
developed extensively in the statistics literature. For our nonlinear model, the
tests were performed on a version of the model linearized about the nonlinear
least squares optimum.

Two possible sources of influential observations are high leverage
points and outliers. A high leverage point is an observation for which the vector
of independent variables is "far" from the rest of the data. In the leverage
analysis, the data were searched for points that were farthest fram the center
of the remaining data. Since leverage points need not be influential pothts,
these observations were iteratively dropped and the model reestimated to see if
the points were particularly influential in determining the overall fit. The
second test involved plotting residuals against leverage values to identify
outliers, that is, those observations where the residuals were large. We isolated
observations where the fitted values of the model were farthest fram the actual
values of the dependent variables. These observations were removed from the data
set and the modal VAS reestimated to evaluate their influence on the regression
results. This process was repeated several times because the removal of any one
high leverage point can, and generally does, cause a change in the set of high
leverage points.

Finally, we examined the plots of the studentized residuals against
the independent variables and against the fitted values of the dependent
variable. The first set of plots was studied for patterns (for example, posittve
residuals for large values of the variables) that might indicate that the
specification VAS not robust. The second plots provided information about
possible nonlinear relationships in the residuals.
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Ultimately the analysis showed that 15 data points were influential.
That is, their removal from the sample led to significant changes in.the
parameter estimates for capital, stock, and expenses. All the influential
observations we isolated had extremely large values for capital, stock, or
expenses (more than 100,000 intia). We chose not to include these 15 data points

in the estimation of subsequent models.

In studying the stability of the estimated parameters, we were
particularly concerned about their sensitivity to restrictions on the capital,
stock, and expenses vae_ables. Our analysis involved setting critical values for
these variables and dropping observations in excess of these values. When we
reestimated the model for successively smaller critical values, we found that
the parameters associated with capital, stock, and expenses were quite sensitive
to these restrictions, but that other parameters were stable. The parameter
estimates for capital, stock, and expenses tended to increase as the independent
variables were restricted.

These results suggest that a model with constant coefficients for
capital, stock, and expenses might not be appropriate. The coefficients should
be given the flexibility to decrease as the variables increase." The economic
interpretation of these results was that there were variable returns to these
factors beyond what the original specification of the model could encompass.

We reestimated the model with piecewise linear splines for capital,
stock, and expenses. Because the nonlinear nature of the model combined with the
large sample size made estimation somewhat expensive, we undertook only limited
experimentation on determining the knots of the splines. Up to three segments
appeared necessary to remove a large amount of the instability of the

coefficients.

The parameter instability that remained appeared to involve a trade-
off in the values of the parameters of the stock and the capital variables,
similar to a multicollinearity problem. Independent of the choice of knot points,
the spline coefficients for the stock variables were never significant and
typically had t-statistics leas than 0.5. The estimated coefficients were of the
wrong sign as well. But if the added spline variables for stock were removed,

an unstable but statistically significant coefficient of the correct sign arose
for the remaining stock variable.

We resolved this problem by aggregating the stock and capital
variables into a single variable called total capital. We reasoned that
statistical testing based on the likelihood ratio test provided no clear evidence
against the aggregation decision. Whether or not the test rejected or did not
reject aggregation depended on the number of spline variables introduced. In no
case WAS aggregation as strongly rejected as the competing hypothesis that the
stock variable should simply be dropped from the model. Second, the model with

" We also estimated the model with quadratic terms for capital, stock, and
expenses, but the parameter instability remained. Box-Cox transformations were

not possible because these variables often had values of zero.
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capital and stock aggregated was characterized by stable and signifIcant

parameter estimates of the correct sign. Third, prior to aggregation the
nonlinearity tests (see below) indicated that the model was highly nonlinear in

terms of the curvature properties of the estimated revenue function. After

aggregation this problem disappeared.

5.4 Analysis of NonlinearitY_

The diagnostic analysis is based on the assumption that the

underlying regression model is linear in the parameters. Other statistics, such

as confidence intervals about the point estimates of the parameters, assume that
the model is linear. This linearity assumption is violated in the strict sense,
but there is a linearized version of the model around the nonlinear least squares
optimum. The important question to raise is whet'aer the linearized version of

the nonlinear model is accurate over a sufficiently large range of the parameter

space so as to include confidence intervals measured in the standard way.
Alternatively, the model may be so nonlinear that the linear approximation model

becomes unacceptably inaccuratewithin the range of the traditionally (linearly)

measured confidence intervals.

Current research in the statistics literature has been aimed at
resolving such questions using differential geometry. This branch of mathematics

has well-developed notions and measures of curvature and nonlinearity.
Nonlinearity of statistical models has been reduced, in part, to the study of

the radius (of curvature) of the largest approximating ball "covered" by the

estimated model. Intuitively, the larger the radius of curvature, the better the

local linear approximation to the model will be and the more confident one can
feel about results based on the linearized model. The total curvature of a model

can be decomposed to three parts: one representing the intrinsic curvature of

the model (and about which nothing can be done short of respecification) And the

other two representing parameter effects curvature (which can, to some degree,

be mitigated by reparameterization of the model without distorting the

specification). Statistical tests of the extent of curvature relative to the
distance of the estimated model from the dependent variable can be performed and

the significance of deviations from linearity can be assessed (see Bates and

Watts 1980).

Table 5 shows the nonlinearity analysis arising from the last
diagnostic iteration. All the parameters of the model fell within acceptable

limits for nonlinearity. Those parameters for which the curvnture measures were
greatest were associated with the spline variables for capital and expenses.
These results confirm our finding that it WAS inappropriate to specify constant
coefficients for the aggregate expenses and capital variables. They also suggest
that the spline approach leads to a model with a sufficiently accurate linear

approximation around the nonlinear least squares optimum. The nonlinearity
analysis increased our confidence in the quality of the estimated model and in

the validity of applying traditional statistical tests to the model.
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Table 5. Analysis of nonlinearity

Curvature Tus

Parameter Considered Total Intrinsic Geodesic Acceleration

CONSTANT2 (b0) .036 .020 .0i4 .027

EXPENSES.) .286 .119 .180 .187

EXPENSES...2 .385 .172 .216 .269

EXPENSES...3 .551 .271 .247 .411

CAPITAL...1 .311 .199 .088 .223

CAPITAL...2 .327 .211 .080 .236

LABOR .023 .006 .015 .016

SCHOOL_PRIMARY .022 .011 .010 .013

SCHOOL_SECONDARY .034 .017 .015 .025

SCHOOL_POSTSEC .065 .041 .019 .047

TRAINING .018 .003 .012 .012

EXPERIENCE .030 .018 .015 .019

EXPERIENCE2 .041 .030 .016 .023

Notes:

1. Curvature numbers should be compared to: lambda. P(17,1081;a)4.

When a .05, lambda. .778; when a .01, lambda. .705.

5.5 Distribut.,:v1 of the Errors

The specified form of the (logarithmic) model in (13) contains the
representative error term vo The erro. :erm is unobserved but the regression
residuals (that is, the differences between the dependent variable, lnR, and
its fitted value, lnR) provide information about the distribution of the error

terms. Using the standard Shapiro-Wilk test (based upon order-statistics), we

could not reject the hypothesis that the residuals were normally distributed.°

This in turn suggests that the multiplicative error term for total revenues given
by exp[v0 in equation (7) is lognormally distributed.

There are two implications of these distritution results. First,
because the error term appears to be normally distributed in the logarithmic

19 An examination of the normal probability plot of the residuals as well as the

shape of the plotted density function for the residuals confirms this finding.
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model, the least squares parameter estimates are also maximum likelihood

estimates.

The second point is technical but important for the simulation
analysis. In some of the simulation work it is necessary to construct an estimate

of (the expected value of revenue for the 0 firm). Given that the model is
estimated with the logarithm of revenues as the dependent variable: mR1 h(mti)

+ vo then, because the vi appear to be normally distributed, the appropriate
estimate for lei is given by:

exp(h('X1))exp(a212)

where al is the estimated variance of vo The second exponential term is a

scaling factor arising in the transition from a normally distributed random
variable to one that is lognormally distributed. In the empirical work we found
that al was abotxt equal to 0.773 and thus that the scaling factor-was about
1.47. If thia scaling factor were ignored, the estimate of expected revenue would
be biased uowLward by approximately 47 percent.

6. EOPiVica rindiARA and Interpretation

Wa first present regression results for the final models for urban
areas and comment on some (ex post) tests for aggregation and pooling. Second,

we discuss the factor productivity of labor, expenses, and capital, and explain
the distributions of productivity overall and by type of enterprise. Finally,
vie report some simulation experiments in which we provide loans to selected

groups of firms. We use information from the estimated revenue model to assess
the firms' ability to repay these loans. We also consider simulations that change
the level of schooling and the number of labor hours available to the firm.

Me exact form of the final regression model is given bys

la; ao + alLOCATION_HOME + a2LOCATION_FIXED + a3FIR14 AGE - ln(1 +e

+ v

where:

1)

(15)

T1 1,0 + b1EXPENSES...1 + b2EXPENSES_2 + b3EXPENSES_3 + b4CAPITAL1

+ b3CAPITAL2 + b6ln(LABOR) + b7TRAINING + baSCHOOL_PRIMARY

+ b9SGHOOLSECONDARY + bmSCHOOL_POSTSEC + bilEXPERIENCE

+ b12EXPERIENCE2 (16)

The introduction of spline variables increased the number of expenses
variables to three and the number of capital variables to two. The capital
variable now includes the values of both physical capital and stock. Finally,
we consider two versions of the models one in which the schooling variables are
measured as splines, and the other in which binary variables are used to
distinguish levels of schooling.
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Tables 6 and 7 present the regression results. The t-statiatics suggest
that most of the parameters are significantly different from 0 at the 1 percent
level. In additior, each model explains about 60 percent of the variation in t1.3
dependent variable. This is high by cross-section standards.

The pattern of signs and relative magnitudes of the estimated
parameters is quite reasonable. All levels of schooling and vocational training
have positive impacts on revenues in the binary variable model. The results
suggest there are diminishing benefits at the margin for postsecondary schooling.
The spline model tells an identical story. The fact that the third spline
coefficient is not significantly different from zero suggests that there is no
important difference (in terms of revenues) between secondary and postsecondary
education.

As the sign of the linear term suggests, there are positive returns
to work experience. While these returns may initially increase, they ultimately
diminish. The fact that the quadratic term is negative implies that diminishing
returns set in more quickly. There appears to be a distinct disadvantage to
operating a business from the home as opposed to being itinerant. Finally, the
older the firm, the greater are the estimated revenues.

Labor, expenses, and capital variables continue the reasonable
pattern of results. The labor parameter has the correct sign and is highly
significant. With respect to the expenses parameters, their pattern and relative
sizes are sensible. The two spline knots for expenses were at 830 and 2,000 intis
respectively. Thus a firm with less than 830 intis in expenses will have an
expenses coefficient of 1419.004. This drops to 316.666 for a firm with between
830 and 2,000 intis of expenses, and to 234.397 for a firm with more than 2,000
intis of expenses. The fact that the coefficients decline, however, does not
guarantee that there is everywhere diminishing marginal productivity for

expenses. Eventually though, the marginal products will decline. The same is true
for capital. Here the spline knot is at 1,000 intis. Thus, a firm 'with less than
1,000 intis in stock and capital has a coefficient of 474.017 fo.: aggregate
capital, and when the firm has aggregate capital in excess of 1,000 intis, the
coefficient is 18.003. There will eventually be diminishing returns to this
factor for all firms. Some firms in the sample, though, may be operating in a
range of increasing marginal productivity for capital.

The (ex post) tests for aggregation and pooling are identical to the
ex ante results. The hypothesis of equal structures in Lima and OUAs could not

be rejected. Similarly, the hypothesis that male, female, and mixed enterprises
have similar structures could not be rejected for all urban areas.3°' An important
implication of the last test is that producttvity does not differ by type of
firm. A female firm with the same factor endowments and other characteristics
as a male or mixed firm will have the same revenues, on average, as other
businesses.

3° In all cases rural firms had significantly different structures. (See Table

4).
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Tags 6. Regrusion rvaulte - all firs: (8irary Schcolina Variables)

CONSTANT1(80)

LOCATION_NONE

LOCATION_FIXED

FIRN_AGE

CONSTANT2(4))

EXPENSESJ

EXPENSES_2

EXPENSES_3

CAPITAL_1

CAPITAL_2

LABOR

SCHOOL_PNIKARY.

SCHOOL_SECONDARY

SCHOOL_POSTSEC

TRAINING

EXPERIENCE

EXPERIENCE2/100

9.703

(57.818)

-0.360

(-5.180)

-0.033

(-0.449)

0.006

(2.079)

-5.289

(-21.478)

1419.004

(10.044)

-1102.338

(-4.926)

-82.269

(-0.654)

474.017

(5.269)

-456.014

(-5.013)

0.215

(6.494)

0.194

(1.696)

0.356

(2.759)

0.402

(2.659)

0.113

(1.521)

0.022

(3.025)

-0.058

(-4.049)

LLF -1419.360

SSR 852.963

Adjusted R-squared 0.61614

Nein Dependent Variable 7.26285

St. Dev. 1.42960

Notes: t-ststistics are in parentheses.

* Excluded category is less than primary schooling completed.
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Tmhle 7. Regression results (Spline Schooling VarisbLes)

Type of firm Total Female Male Mixed

C0NSTANT1(%) 9.720 10.035 9.406 9.835

(57.079) (22.131) (32.539) (40.607)

lOCATION_NONE -0.363 -0.302 -0.464 -0.431

(-5.224) (-3.329) (-2.072) (-3.292)

LOCATION_FIXED -0.030 -0.074 0.176 -0.147

(-0.419) (-0.737) ( 0.929) (-1.123)

FIRM_AGE 0.006 0.014 0.003 -0.007

(2.003) ( 3.179) ( 0.439) (-0.136)

CONSTANT2(130) -5.281 -5.338 -5.806 -5.839

(-22.362) (-10.989) (-9.556) (-7.458)

EXPENSES_1 1422.047 1498.644 1e61.097 823.518

(10.108) (8.858) (4.515) (2.545)

EXPENSES.) -1105.146 -1072.956 -1987.134 -354.705

(-4.962) (-4.022) (-2.893) (-0.736)

EXPENSES) -88.862 -263.425 505.992 -233.278

(-0.713) (-1.745) (1.262) (-0.991)

CAPITAl_1 468.985 303.434 522.262 844.269

(5.243) (2.691) (2.225) (3.963)

CAPITAL.) -451.513 -269.499 -500.477 -837.998

(-4.992) (-2.332) (-2.106) (-3.912)

LABOR 0.210 0.160 0.323 0.282

(6.361) (3.977) (3.911) (2.598)

SCNOOl_PRIMARY 0.046 0.051 0.053 0.016

(2.007) (2.015) (0.719) (0.165)

SCHOOL_SECONDARY 0.041 0.007 0.093 0.087

(2.258) (0.309) (1.867) (2.231)

SCNOOL_POSTSEC -0.005 0.036 -0.109 -0.010

(.0.157) (0.848) (-1.376) (-0.215)

TRMNING 0.080 0.057 0.200 0.227

(1.078) 0.615) (0.844) (1.580)

L4ERIENCE 0.022 0.014 0.032 0.041

(3.096) (1.587) (1.484) (2.565)

EXPERIENCE2/100 -0.058 -0.048 -0.065 -0.085

(-4.058) (-2.640) (-1.516) (-2.914)

llF -1416.23 -710.608 -320.041 -356.472

SSR 8413.114 397.669 217.710 196.461

Adjusted R-squared 0.61614 0.57' 0.59712 0.54541

Mean Dependent Variable 7.26285 6.8 7.35373 7.98832

ft. DOY. 1._42960 Li 1.59263 1.25358

Dotes: t-statistIcs are in parentheses.
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6.1 Factor Froductivities

The estimated revenue function provides some insights into the

behavior of factor productivity, particularly the marginal revenue products of

fa...tore. The derivative of the revenue function with respect to a right-hand side

variable is the marginal revenue product of that variable. These derivatives will

differ from observation to observation and thus we can determine their
distribution separately for all firms, female-only firms, male-only firms, and

mixed firms. The derivatives are the product of the (unknown) price and the

marginal product of the factor. Despite the fact that the msrginal products of

these factors remain unobservable, some interesting related results can be

obtained for the expected marginal revenue products.

The marginal revenue products can be thought of as shadow input
prices. A profit maximizing firm in a competitive setting would attempt to equate

the marginal cost of factors (prices) with corresponding marginal revenue
products. The shadow price for a factor is deduced from the marginal revenue

product as the amount the firm would be paying for the factor if the firm were

being observed at a profit-maximizing equilibrium.2'

For labor, expenses, and capital we can make same conjectures about

the size of the marginal revenue products. For example, one might expect the

marginal revenue product of labor in the informal sector to be less than the wage

in the formal sector. With respect to expenses, we might expect the shadow price

to be close to unity. Except for that part of current expenses going to purchase
stock,22 we would not expect any firm to spend one more inti on expenses unless

it also expected to recoup it in revenues.

For aggregate capital the case is less clear. It is difficult to

deduce dynamic effects from a static model. Nonetheless the marginal revenue

product of capital, for example, can be thought of as the rate of return to

having one more unit (inti) of, say, otock in the firm. This is over and above

the price that a firm will get when it sells the unit currently in stock. Table

8 shous the measured marginal ravenue products.

A feeling for the results can be obtained by considering the row of

means. For the total sample of firms, the mean marginal revenue product for
expenses is 1.170 intis and is slightly in excess of the value of one inti
suggested above.4 The mean rate of return to capital is 38.5 percent and the

shadow wage for one hour of labor is .535 inti. Before considering comparative

returns in different types of enterprises, it is useful to determine the extent

to which the mean values are informative. Table 8 also shows the cumulative

distribution (by decile) of the marginal revenue products for each factor and

2' A further restriction for these results to hold is that the marginal revenue

product curve is downward sloping at the profit maximizing equilibrium. If this

condition is violated then the firm is not maximizing profits.

22 Unsold goods purchased with curreLt expense money enter the inventories of

firms. Our data set does not contai, any information about inventory policies.

2) As discussed earlier, these estimates are unbiased with respect to the expected

revenue component.



- 95 -

Table 8. Distribution of marginal revenue products of Labor (L), Expenses (E)
and Capital (K)

Type of firm Total Female Male Mixed

Docile L E K L E K

1 .054 .490 .021 .057 .468 .019 .057 .492 .019 .049 .601 .096

2 .087 .638 .038 .088 .584 .037 .093 .629 .038 .079 .763 .037

3 .115 .751 .057 .116 .05 .062 .138 .713 .066 .101 .884 .050

4 .147 .860 .078 .150 .814 .132 .110 .817 .094 .125 .985 .060

5 .190 .992 .116 .200 .925 .232 .375 .957 .178 .147 1.091 .069

6 .245 1.127 .253 .263 1.067 .315 .321 1.067 .266 .185 1.204 .082

7 .322 1.300 .391 .360 1.266 .05 .415 1.225 .404 .226 1.352 .100

:456 1.536 .590 .498 1.494 .603 .645 1.470 .848 .306 1.614 .398

9 .916 1.945 1.069 1.188 1.882 1.010 1.601 1.765 1.367 .431 1.418 1.183

10 67.053 7.247 3.550 67.0534.542 3.202 7.835 7.247 3.550 6.980 6.396 3.363

Moen .535 1.170 .385 .6461.096 .385 .632 1.154 .467 .249 1.327 .322
St. Dev. 2.253 .801 .568 3.000 .642 .488 1.152 .927 .676 .497 .944 .614

Oho. 1098 1098 1098 576 576 576 230 230 230 292 292 292

by each type of enterprise. It is clear that all of the distributions are highly
skewed and that the mean value is typically not encountered until the seventh
or eighth decile. Thus for policy purposes the mean is not an informative
statistic. Moreover, before policy questions can be answered, it is necessary
to determine which firms are in the tails of the distributions (high versus law
returns at the margin), their characteristics, and the extent to which having
a high (or law) return for one variable coincides with a high (law) return for
another variable.

We analyzed the distribution of the marginal revenue products of
capital, expenses, and labor for the four sample groups: (1) all firms, (2)

female-only firms,(3) male-only firms, and (4) mixed firms. W4 also examined the
relationship of the marginal revenue products of factors by firm to the levels
of all productive factors. The results are presented in a set of 12 diagrams
labelled CI, C2, C3, C4; El, E2, E3, E4; and LI, L2, L3, L4. The letter refers
to the productive factors, capital, expenses, and labor; the number refers to
the relevant subg-oups of firms above. Thus Diagram, L2 shows the marginal revenue
proe...ct of labor for women-only firms.

In a representative diagram the information is: In diagram CI, the
relevant sample is all firms, ordered from largest to smallest according to the
size of the estimated marginal revenue product of the relevaut factor (in this
case, capital). Thus the firm with the largest marginal revenue product of
capital becomes the first firm and the firm with the smallest marginal revenue
product becomes the 1,098th firm. The marginal revenue product of capital is

1J--;
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measured on the left-hand vertical axis and, by construction, the plotted values
of the marginal revenue product of capital will decrease as higher-numbered firms

are encountered. The median firm is the 549th and for this firm the marginal
revenue product is about .15 inti. Notice how quickly the marginal revenue
product of capital by firm declines as we consider the first 200 firms.

Next consider the relationship of the marginal revenue products to
the levels of the productive factors. Capital, expenses, and labor variables are

all measured on the right-hand vertical axis. The variables were scaled to all

fit on these axes. The lines C, E and I. represent the lea squares regression
lines of the capital, expenses, and labor variables respectively of firm i on
the rank (1 to 1,098) of firm i. The rank of a firm con.:.uuos to be determthed
by the size of its marginal revenue product. An asterisk in the label of a
regrension line irdicates that the slope of the regression line is significantly

different from zero.

These regression lines provide a considerable amount of additional
informatisn that explains the Aistributions of the marginal revenue products.

In diagram Cl we see that firms with high marginal revenue products of capital
also had snificantly lower endowments of capital. They also tended to have
signific...atly lower quantities of expenses and labor. Extending the analysis to
capital input for female enterprises (diagram C2), we see that firms with high
marginal revenue p.:oducts of capital had significantly lower endowments of

capital. There is, however, no significant relationship between the distribution
of the marginal revenue products and either expenses or labor.

Two patterns can be isolated in the marginal revenue product
diagrams. First, for all groups of firms and for all proc,etive factors there

is a significant relationship between the marginal revenue product of a factor
and the amount of the factor. Firms with smaller amounts of a given factor tend

to hava higher marginal revenue products for the factor. Se ond, in about 75

percent of the cases where a significant relationship exists, there is an inveree

relationship between the marginal revenue product of one factor and the

quantities of the other factors. This suggests that small firms are the most

productive in terms of measured marginal revenue products.

These results have important implications for the competitive
structure of the informal urban retail sector. The sector'f rapid growth may well

e.snal a greater degree of competitiveness in retail tratle, and large im.umbent

firms may be feeling the pressure of both inefficient size and falling (real)

prices. Leaner and more aggressive small firms appear to be making significant
inroads. Some supporting eviderce for this ,iew comes from examining the location

structure of firms in the upper and lower 20 percent tails. Firms with low
returns to labor and capital are much more likely to operate out of homes and
fixed locations while those with high returns are mobile. For the capital

variable, firms in the upper tail are twice as likely to be mobile as firms in

the lower tail. And female-only firms te,T1 to have lower capital, labor, and

expenses than male-only and mixed firms,. It appears that women are good
candidates for the high rates of return obtained by smaller firms. Tt may be
however, that these returns at the margin can be further increased. Female firms
rlay be operating where marginal revenue product curves have a positive slope.
In this case, growth would tend to make these firms even more productive.
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6.2 Nonparametric Evidence

These estimates are based on parametric methods. The results below
are based on a nonparametric approach (described in appendix 8). That estimates
marginal revenue products and revenue without having to specify (parametric)
model. In the nonparamccric analysis all the variables appearing in the
parametric model were included except dummy variables. Since the nonparametric
tachnique is robust to data transformations, the capital and expenses variables
were not transfolmad as splines. Graphs 31 to 36 show that the order of magnitude
aud the direction e)f the estimates frtim the two approaches are consistent. These
results support the validity of the larametric specification.

Diagrams B1 and B2 show p .ots of the fitted values of the depevdent
variable against the sample values. The parametric model (31) on av...age does
not over- or underestimate. The nonparametric model (32) tends to overestimate
for smaller values of the dependent vatiable and underestimate for largtr values.
Initially the cloud of points lies movtly on the 45-degree line and then drops
below it. The mean value of the dependent variable is about 7.2.

A plot of the residuals from the two models (83) shows that they
also move in the same direction. The residuals are plotted as pairs for the same
enterprise. Positive (negative) errors in the parametric model coincided ruith
positive (negative) errors in the nonparametric model. This suggests that the
approaches estimated similar relationships.

Diagramn 34, 85, and 86 show plots, by enterprise, of marginal
revenue products f...cas the two models. Using the 45-degree line as a reference
point, the marginal revenue product of exponses tends.to be higher in the
parametric model, while those of labor terd to be lower. The marginal revenue
product for capital in the nonparametric model is initially greater and then
smaller than those in the parametric model.

These findings come from a first applicat:on of the nonparametric
technique. Nonetheless we conclude that the directions aud orders of magnitudes
of the parametric model estimates are supported.
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DIAGRAM B4
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6.3 Simulation Experiments

The estimated revenue model can address a variety of other questions.

For example, it can assess the impact of policies that affect the amount,

quality, and distribution of productive factors such as loans (either

unrestricted or factor-specific) to a given subgroup. Evaluating such a credit

policy would involve estimating the effects on expected revenues and determining

the payback period for the loan. Policymakers can also assess the revenue impact

of social policies that raise education levels or allow family members to
substitute work in the family business for housework (perhaps through child care

programs).

Table 9 shows the effects on expected revenues, averaged over firms,

of seven different policy experiments. The first four experiments are "simple"

in that only one underlying variable is changed. The other four experiments are
'compound' in that more than one variable changes. For example, in the first
experiment, the most educated individual in the firm is given two more years of

schooling if the number ,f years of schooling is less than nine. The group of

firms receiving this education changes from all firms, to the bottom 50 percent

(in terms of education), and then to the bottom 25 percent (in terms of

education) and finally, for comparison purposes, to the top 25 percent. Within

each group, the effects on all, female firms, male firms, and mixed firms are
calculated separately. The effect of formal schooling on revenues is 100 to 200

intis a month.

The second simulation increases the amount of labor by 100 hours a

month. This could be accomplished by policies that reduce the costs of

noncompliance, encourage bulk purchasing by cooperatives, and offer management

training. The time devoted to business activities by women could be increased
by providing cooperative child care and facilities for meals. This experiment

suggests that revenues will increase by a respectable 200 to 300 intis a month,
especially among firms in the bottom 50 and 25 percent (in terms of labor).

The third simulation lends 1,000 intis to selected firms for
operating expenses. The results are impressive. If all firms ruceive the loan,

on average they will be able to repay the loan, retaining 79 intis as net profit

for the month. Alternatively, because they are more productive when only the
lowest quartile (in terms of expenses) receive the loans the average net profit

is 409 intis. The small number (40 firms) of mixed enterprises in this quartile

would be the most successful, with an average net profit of 1,285 intis for the

month, ccmpared to 176 intis for the 163 female businesses, and 449 intis for

the 71 male firms.

When interpreting the fourth experiment, (each firm receives 1,000

intis for capital expansion), the fact that the average return is less than 1,000

intis does not mean the policies are rot enncessful. The funds would be used to

acquire capital that would not completels 'epreciate in a month. In fact, the

ratio of 1,000 intis to the average monthl increase in revenues is the average

payback period for the loan in months assuming zero economic depreciation. For

example, all enterprises would take just over three months (1,000/314) on average

to repay the loan. It should be noted, however, that firms with low capital
endowments, mostly female firms, tend to perforw better than those with high

endowments. Two-thirds of the firms in the lowest quartile are female businesses,
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Table 9. Sisulation results - effects OA revenues

7--logria

Years of schooling
Monthly hours
Expenses
Total capital $

2
106

1006
1006

500
500

106
500
500

21

1001

5001
5001

0 Nos o s 0 S No Nobs

Given to all firms
All enterprises 1098 103 1098 187 1098 1079 1098 314 1098 843 1098 1100 1098 1245

Female enterprises 576 97 576 182 576 988 576 323 576 828 576 1101 576 1250

Male enterprises 230 112 230 237 230 1136 230 399 230 907 230 1255 230 1377

Mixed enterprises 292 109 292 157 292 1213 292 231 292 820 292 1001 292 1130

Given to bottom SO % of firms
ALL enterprises 528 157 546 239 549 1279 549 578 755 872 845 1001 926 1039

Female enterprises 343 126 366 218 361 1102 358 495 471 810 514 977 538 1057

Male enterprises 100 173 127 299 111 1394 125 690 165 908 195 1030 209 1074

Mixed enterprises 85 260 53 243 77 1944 66 816 119 1070 136 1052 179 943

Given to bottom 25 % of firms
All enterprises 242 144 274 284 274 1409 274 641 446 669 541 737 637 695

Female enterprises 180 119 197 257 163 1176 182 588 281 567 347 650 411 615

Male enterprises 40 199 67 363 71 1449 72 671 109 729 131 843 145 832

Mixed enterprises 22 248 10 267 40 2285 20 1011 56 1068 63 998 81 853

Given to top 25 % of firms
All enterprises 146 42 274 115 274 978 274 58 421 334 522 330 577 309

Female enterprises 47 32 75 104 81 973 82 49 138 296 181 270 210 239

Male enterprises 36 40 27 114 61 988 59 58 96 328 108 321 121 299

Mixed enterprises 63 50 172 120 132 975 133 64 187 364 233 382 246 374

Notes: The bottom 50% refers to those firms that have less than the median value of the variables) of interest

for all firms. For example, if $1000 of expenses is provided, then only those firms with less than the median

value of expenses ($806) rceive the $1000. The serne applies to the bottom 25% and the top 25%. The median and

quartile values are:

Median Bottom 25% Top 25%

Years of Schooling 7.0 4.0 10.0

Monthly Hours 234.0 113.6 386.3

Expenses 805.6 247.2 2478.3

Total Capital 967.7 170.5 4337.8

with an estimated payback period of less than two months (1,000/588). The payback

period for firms in the top quartile is about 18 months (1,000/58).

The remaining "compound" experiments (five, six, and seven) largely

confirm the 'simple' ones. The effects on predicted revenues of firms with lower

endowments of expenses, capital, and labor are generally higher than the effects

on the better-endowed firms.

Finally, in comparing the simulated increaser in revenues it is

important to examine more than just the average increases. There are

distributions associated with these point estimates. c;_andard statistical testing

shows few significant differences among the three types of firms, but this was

not the case among firms in different quartiles.

The simulation results in Table 9 are quite similar to those obtained

in the analysis of factor productivity discussed earlier. These results are very

helpful in terms of quantifying the effects of policies for the informal sector.
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It appears a policy of loans to poorly endowed firms, most of which are female
businesses, could offer significant social gains.

7. Policy Implications

The extent to which estimated productivity differs among male,
fema3s, and mixed firms appears to be due more to the distribution of factors
across enterprises than to any inherent advantage or disadvantage in the typ,
of firm. On average, the productivity of female firms is neither better nor worse
than that of male or mixed firms with the same factor endowments (capital,
expenses, and labor). The influence of these endowments, h , affects
productivity more than the gender or education of the entrepreneu.a. Firms with
smaller endowments tended to have higher factor productivity. Thus the process
of retailing is the same among firms, but the endowment ffect makes them
different. Put another way, firms with less capital, expenses, or labor usually
have higher returns at the margin but typically lower revenues. As seen in Table
3 or Table 9, a high proportion of female firms, but a much smaller proportion
of male and mixed firms, have low amounts of capital, expenses, and labor. In
our sample, about one-fourth of the businesses had little or no capital and about
one-third carried no inventories, of which, most of these were female firms. The
empirical analysis suggeste that proactive policies would increase substantially
the productivity of small businesses. Providing assistance to small businesses
makes good economic sense, particularly if directed to those with low factor
endowments.

The ultimate objective of policy measures is to alleviate poverty and
improve household welfare. Improving productivity in the informal sector helps
to achieve this goal. While we do not elaborw:e on implementation, two directions
will be effective. First enterprise-speciEic policies that directly affect
productivity, and second, sets of policien aimed at women that address the
competing demands on their time.

7.1 Enterprise-Specific Policies

Governments and international donors have primarily assisted small
businesses by providing low-cost credit to firms that do not have access to
formal financial markets. Loans are small, being usually less than $500, but
there are many beneficiaries. Results have been good and the repayment rate often
exceeds 90 percent. Our estimates of productivity confirm that channeling credit
to small businesses is effective in raising productivity. Examples of different
credit programs include the Grameen Bank in Bangladesh, the Self-Employed Women's
Association in India, the Banco Popular in Costa Rica, the Baden Rredit Recamatan
in Indonesia, the Northeast Union of Assistance to Small Businesses in Brazil,
the Institute for the Development of the Informal Sector in Peru, Fondo de
Fomento pare la Pequena Industrie y la Artesania in Ecuador, and the Small
Projects Program of the Inter-American Development Bank.24

24 See Cornia (1987), Everett and Severe (1986), Herz (1989)9 Hossein (1987)9
(1988), Tendler (1983), United Nations (1985)9 and World Bank (1989).
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Another way to help small busiaesses is by promoting cooperatives and

self-help associations. In addition to providing credit these organizations can
make bulk purchases from wholesalers, provide storage facilities for perishable

or nonperishable commodities, and establish markets for entrepreneurs (see
Bunster and Chaney 1985, de Soto 1989).

Technical assistance programs are a third option, offering short-
term instruction in basic management, including keeping records, marketing,
purchasing, and dealing with municipal authorities and other formal sector
institutions. Inter-American Development Bank (1988a) notes that instruction can
be provided informally at neighborhood markets or at the business site.

Most family businesses in Peru are operations that generally avoid

complying with regulations. The performance of these businesses could be improved

by reducing the costs of noncompliance. This would mean eliminating various forms

of harassment by local authorities, and simplifying the process of conforming

to the laws (for example, by making it easier and less costly to obtain a

business license).°

7.2 Women-Specific Policies

Although enterp- specific policies can improve the productivity,

specific policies may be niJued for women-only enterprises. As seen earlier,

die female-only enterprises often have less capital than their male-only
counterparts. But yet when credit is offered to finance their expenses, women-
only enterprises do not perform well compared to men-only enterprises. Thus pro-
skills development policies designed for women are needed to promote women's

entrepreneurship. Furthermore, provision of childcare, prepared food, and basic
health care services in the neighborhood may improve women's productivity in
informal activities.

This study suggests that proactive policies and projects to help
small firms will result in social gains, contribute to the alleviation of

economic hardship, and enable the disadvantaged, especially women, to become

effective agents in the development process.

25 For discussions see Bunster and Chaney (1985), de Soto (1989), Mescher (1985)1

Tinker (1987) f and World Bank (1987).

13,
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WincligAl_Esmerametric Analysis

A nonparametric approach provides an alternative to the parametric
model presented in the paper. The specification of functional forms is not
required in nonparametric modeling, while in parametric modeling a functional
form is explicitly defined. Also, under certain regularity conditions, the
nonparametric estimates are consistent. This contrasts with the least squares
approach where any misspecification of the functional form, however minor, will
lead to inconsistent parameter estimates. It is not possible to say that
nonparametric methods are more or leas powerful than parametric methods -- the
technique may provide a different explanation of the data. When parametric and
nonparametric models provide similar results, it is reasonable to hold a stronger
belief in the validity of the parametric specification.

Nonparametric Modeling

Consider the model:

Yi g(X) + ui i 1, (17)

where Yi is the ith observation of the dependent variable Y and X, is the ith row
of the matrix of explanatory variables, X. There are k explanatory variables
and n observations on each dependent and independent variable. The unobserved
error term for the ith observation is uo

The parametric approach to estimating this model involves specifying
a functional form for g() and then applying a least squares or maximum likelihood

algorithm to obtain point estimates of the parameters. The results of such an
approach were presented in the paper.

The nonparametric approach to estimating (17) starts wlth the
observation that the model could be written equivalently as:

Y, g(X) + u,
E(Y1IX1) + u, (18)

where g(X1) E EajXd iS the expectation of Y, conditional upon X0 This is also
called the conditional mean of Yo The researcher estimates the model in (17) or
(18) and its properties by estimating the conditional mean and how the
conditional mean depends upon the conditioning variables. Techniques exist for
estimating the conditional mean withoat specifying a particular functional form
for g(). Of course, different distribution and regularity assumptions are
introduced. In particular, the independent variables (drawings from which form
the conditioning matrix X) are typically assumed, but not required, to be jointly

distributed random variables. As wall, continuity and differentiability
assumptions are often implicit in the estimation of the conditional mean
function.

The follawing is a brief description of the nonparametric approach.
The reader is referred to Ullah (1988) for a more complete discussion of the
development and use of nonparametric techniques in economics.
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Definin Conditional_M ns and Their Pr..ertiee

Suppose that the vector of random variables (Y, X) has a joint
density function given formally by:

dProb((Y,X) < (y1x)]
f(y,x) (19)

d(y,x,

The marginal denaity function for X is defined by:

f1(x) f(y,x)dy (20)

Finally, the conditional density function of Y given X is defined by:

f(y1x) f(y.x)
fi(x)

(21)

Using these definitions, the conditional mean introduced in (18) is given

by :

E(ylx) fyf(Ylx)dy

f f(yot)
JY dy

fl(x) (22)

In a similar fashion, the vector of changes or responses of the

conditional mean to a change in the vector of realizations of Xi is given by:

dE(YlX) d f f(y,x)

JY dy

dx1 dx1 f1(xi) (23)

The parametric analogue of the vector of derivatives of the conditional

mean with respect to the realizations of the explanatory variables is the vector

of derivatives of the dependent variable with respect to the independent

variables. In terms of our revenue model, they are the marginal revenue products
of the factors.

Eetima iniz Conditional Means and Derivatives

Equations (22) and
estimate the conditional means
f(y,x). Once this is available,
and all the right hand side of
the right hand side of (23)

evaluated.

(23) show that the only information required to
and the derivatives is the joint density function
the marginal density can be computed (as in (20))
(22) is known. As (21) shows, the derivative on
can be computed and the integral can than be
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Thera are many ways to estimate a multivariate density function. For
example it is poesible to generalize the one-dimensional technique for obtaining
histograms. However, the resulting density estimate will not be differentiable.
More popular techniques involve kernel estimators. Formally, the estimate of the
multivariate density f(w) f(y,x), where g (Y1,X1) is given by:

f(w) (1/nh9z R((g w)/h)
Od

(24)

where: h is the window width, n is the number of observations, q is the number
of elements in any g (equal to the number of explanatory variables, k, plus one
for the dependent variable) and R() is the kernel function. The kernel function
is typically taken from the set of many times differentiable multivariate density
functions. One popular kernel function is the multivariate normal or Gaussian
density. Note, however, that the choice of v Gaussian kernel in no way restricts
the estimated density. Indeed, it would appear that density estimates are much
less sensitive to the kernel function than they are to the window width, h. The
choice of the window width determines, in part, the degree. of smoothing of the
density estimate. Recent work by Racine (1989) has examined the optimal window
width, h, in the sense of integrated mean square error. The results for the Peru
Living Standards Survey data make use of this optimal windowwidth and a Gaussian
kernel.
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Appendix 8: The Rural Model

W. have attempted to fit tbr. revenue model to the rural data.m The
results show definite similarities to the results arising in the urban data, but
we are somewhat less confident that the rural results are robust.

Table B2 shows the parameter estimate,' for the model." It is apparent
that the pattern of signs for those parameters estimated with some precision
(that is, those with t-statistics more than 2) is similar tn that in the urban
data. For example, labor, capital end expenses (materials) have positive marginal
product. everywhere. But only 7 of 17 parameters are estimated with precision
as opposed to 13 of 17 in the urban data. The model explains 59 percent of the
variation in the dependent variable. This compares well with the corresponding
61 percent for the urban model.

We computed values for the marginsl revenue produces of labor,
capital, and expenses for every obtervation in the sample of 288 rural

businesses. Table 83 gives the means, ,Atandard deviations, arid decila values for
the distributions of these derivatives in the sample. T'usse values can be
compared with corresponding results for the urban model presented in Table 4.
In general, the marginal revenue products for rural firms are lower than those
for urban firms; the rural values for labor and expenses are about 80 percent
of the urban levels, and the r.ral values for capital are almost the same as thm
urban levels. The troubling statistical feature of the rural model is that many
of the data points may be highly influential. Of the 288 observations, 56 data
points (20 percent of the lample) need detailed examination. Our concern arises
from two sources: the data have high measured leverage, and the regression
residuals are large in absolute value. The sheer number of these points combined
wdth the costs of reestimating the nonlinear model to examine the importance af
these points individually and in groups led us to concentrate our efforts instead
on the urban model.

We do not argue that the estimates of the rural model are wrong.
Indeed, as noted above, the pattern of resulte snd ather similarities with the
urban results provide strong indirect evidence of their quality. We note,
however, that the diagnostic evidence in support of the rural model is not as
strong as that for the urban model.

m Table B1 contains information on the variables entering the rural model; the

format is identical to that of urban areas.

" W. present results for the case where dummy variables are used to distinguish

schooling levels.
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Table 111. Descriptive Statistics of Rural Retail Sector

Typo of firm Female Male Nixed Total

Place of operation
Rome 31.8 28.9 25.5 29.9

Fixed Location 19.2 5.6 25.5 16.0

itinerant (Streets) 49.0 65.6 48.9 54.2

Mon.ha operated during year 9.5 8.1 9.7 9.1

(3.7) (4.2) (3.4) (3.9)

1 - 6 months % 23.2 40.0 21.3 28.1

6 - 9 months 11.3 7.8 8.5 9.7
9 -12 months 65.6 52.2 70.2 62.2

Age of firm (Years) 8.6 9.5 12.4 9.5

(11.2) (13.7) (15.1) (12.7)

Less than 4 months % 7.9 7.8 2.1 6.9

4 months - 1 yemr 5.3 7.8 6.4 6.3

1 - 3 yenrs 25.8 18.9 14.9 21.9

3 - 5 years 12.6 18.9 8.5 13.9

5 - 10 years 19.2 22.2 25.5 21.2

Over 10 years 29.1 24.4 42.6 29.9

Monthly revenues $ 1047 1574 1902 1351

(2233) (2642) (2541) (2433)

$ 1 500 Revenues 5 59.6 47.5 38.3 52.4

500 - 1000 17.9 14.4 14.9 16.3

1000 - 2000 10.6 15.6 14.9 12.8

2000 - 4000 6.6 11.1 19.1 10.1

More than 4000 5.3 11.1 12.8 8.3

Log of revenues $ 5.9191 6.3073 6.7357 6.1737
(1.4161) (1.5782) (1.3940) (1.4911)

Monthly expenses $ 774 1731 1455 1184
(1849) (3015) (2126) (2350)

Spline 2 expenses $ 432 1239 1000 777

a 830 (1702) (2849) (1906) (2180)

Spline 3 expenses $ 285 893 627 531

a 2000 (1480) (2527) (1530) (1891)

$ 0 expenses % 8.6 12.2 10.6 10.1

1 - 500 59.6 33.3 44.7 49.0

500 - 1000 14.6 15.6 6.4 13.5

1000 - 2000 9.9 16.7 12.8 12.5

2000 - 4000 3.3 11.1 12.8 7.3

Over 4000 4.0 11.1 12.8 7.6

$ 0 - 830 5 80.8 56.7 59.6 69.8

Over 830 ¶9.2 43.3 40.4 30.2

Over 2000 7.3 22.2 15.5 14.9

Motes: All monetary values in the table are in June 1985 intis.
The exchange rate was $1.00 US = 11 intis.
Standard deviations are i.1 parentheses.
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Table 81. (Contd)

Type of ffrm female Hole

Total capital $ 1695 1990
(4016) (5362)

Spl!ne 2 total :1114sl II (1;11) alli)

$ 0 Total capital % 13.9 17.8
1 - 250 44.4 33.3

250 - 500 7.3 12.2
500 - 2000 15.9 11.1

2000 - 4000 7.9 14.4
4000 12000 5.3 7.8
Over 12000 5.3 3.3
$ 0 - 1000 74.8 70.0
Over 1000 25.2 30.0

Total capital excl. stock $ 1033 741

(3"11) (2070)

Stock (Inventory) $ 662 1249
(1533) (4495)

Nixed Total

6079 2503
(15081) (7504)

(al) (11p)

14.9 15.3
23.4 37.5
6.4 8.7

21.3 15.8
ii.5 10.1
12.8 7.3
1?.8 5.9
53.2 69.8
46.8 30.2

4500 1508
(14217) (6386)

1579 995
(2602) (2952)

Monihly profits $ 272 157 447 167
(1001) (2285) (1084) (1681)

PrOits ) 0 % 76.2 67.8 74.5 73.3

Family workers 1.3 1.1 2.8 1.4
(0.6) (0.3) (1.3) (0.9)

1 worker % 80.1 92.2 0.0 70.8
2 workers 15.2 6.7 63.8 20.5
3 workers 4.0 1.1 17.0 5.2
4 or more workers 0.7 0.0 19.1 3.5

Adult mal markrs only % 0.0 91.1 0.0 28.5
Mal markers only 0.0 95.6 0.0 29.9
Adult female workers only 80.8 0.0 0.0 42.4
Female workers only 95.4 0.0 0.0 50.0
Adult workers only 80.8 91.1 70.2 82.3

Monthly hours of labour 141.7 122.3 356.8 170.7
(135.7) (116.4) (314.2) (191.0)

1 - 100 Nourt % 49.0 54.4 17.0 45.5
100 - 200 Hours 27.8 22.2 17.0 24.3
20C - 300 Hours 12.6 15.6 19.1 14.6
SOO 400 'Num 4.6 5.6 17.0 6.9
400 - 500 Hours 3.3 0.0 6.4 2.8
Over 500 Hours 2.6 2.2 23.4 5.9

Log monthly hours 4.5265 4.3565 5.5194 4.6354
(0.9902) (.0399) (0.9029) (1.0663)

Adult mole/total Hours % 0.0 94.3 45.9 37.0
Adult feeele/total Hours % 90.7 0.0 46.0 55.1
Child hours/total Hours % 9.3 5.7 8.1 8.0

EdUcation (Most educated worker)

tears of schooling 3.1 3.8 5.3 3.7
(3.2) (2.5) (3.0) (3.1)

Spline 0 - 5 years of school 2.5 3.3 4.0 3.0
(2.2) (1.7) (1.6) (2.0)

Spiine 6 -90 years of school 0.6 0.5 1.3 0.7
(1.7) (1.2) (1.9) (1.6)

Highest edUcation level completed
None 5 34.4 6.7 6.4 21.2
primary 47.7 73.3 57.4 57.3
$eco( lary 17.9 20.0 36.2 21.5

% of family workers who:
Attended public schools 57.8 87.2 71.9 69.3
Have co.:anorak training 7.4 8.9 7.1 7.8

At least 1 family worker
has vocational training 9.9 8.9 12.8 10.1

Age of oldest worker (Years) 40.8 39.5 44.0 40.9
13.7 14.5 13.1 13.9

Job experience (most experienced worker)
Years 18.4 24.0 25.2 21.2

(14.3) (15.7) (12.6) (14.8)

Years sguaredi100 5.4 8.2 7.9 6.7
(7.2) (9.7) (7.0) (8.1) 14 .;
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Table 828 Regression results rural arose - All firms (Binary schosling variables)

CONSTANT1(84) 9.486

(7.993)

LOCATION_NONE -0.191

(-1.197)

LOCATION_FIXED -0.112

(0.600)

-0.002

(0.291)

CONSTANT2(43) -5.361

(-4.620)

EXPENSES1 2068.170

(7.318)

EXPENWES_2 -1450.507

(-3.029)

EXPENIES_3 -522.151

(-1.714)

CAPITAL_1 673.694

(3.265)

CANTAL_2 -657.124

(-3.135)

LAW0R 0.168

(2.633)

SCOOOL_PRINARY 0.181

(1.141)

tCHOOLJECONDARY 0.212

(0.973)

SCROOLJOSTSEC

TRAINING 0.247

(1.093)

EXPERIENCE 0.033

(0.277)

EXPERIENCE2/100 -0.023

(-1.045)

LLF -386.738

247.340

Adjusted R-squared 0.59000

Mean Dependent Variable 6.17370

St. Dev. 1.49111

Notes: t-statistics are in parentheses.
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Ti.ge 13. Distribution of marginal revenue products of
labors Menses, and Capitol - Rural mess

Valle Labor

1 .028 .302 .016

2 .051 386 .046

3 .070 .468 .074

4 .103 .596 .130

.131 .777 .167

6 .179 .953 .221

7 .251 1.097 .310

a .390 1.379 .499

9 .896 1.776 1.101

10 16.085 5.007 3.358

Mean .427 .964 .379

St Dov 1.183 .747
Obs 288 288 ii16
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CHAPTER 4:

HOUSEHOLD PRODUCTION, TIME ALLOCATION, AND WELFARE IN PERU

John Dagsvik and Rolf Aaberge

1. Introduction

This chapter uses the Peruvian Living Standard Survey (PLSS) data

to analyze (a) inequality in the distribution of income, (b) labor market

participation of men and women and the variations in hours of work, and (c) the

relationship be-Nven variations in labor supply and income inequality. We use

a decomposing method to analyze income inequality. Furthermore, we utilize a

structural neo-classical model to analyze household production, consumption, time

allocation and welfare. The purpose is to study the effect on production,
consumption, and time allocation of changes in education and wage rates. For

example, how many men and women would participate in wage work if education were

increased? And haw would policy changes affect the mean level and the degree

of inequality in the distribution of economic welfare?

Most of the available information on economic inequality in

developing countries refers to the distribution of income among earners.
Although this information constitutes an important element for understanding the

labor market and the related distribution of income, it is less helpful in the

analysis of inequality as a welfare issue. A more relevant indicator of welfare

is per capita (or per adult equivalent) household income or consumption. This

chapter uses this indicator in an analysis of economic inequality. Our

methodological approach is based on a summary measure of inequality which is

closely related to the Gini coefficient. The essential difference is that our

proposed measure of inequality gives more weight than the Gini coefficient to

transfers related to the very poor.

Based on the estimates of an econometric model of production,

consumption and time allocation, we have examined the impact of changes in wage

rates and education on economic inequality. In particular we demonetrate haw

female labor and educc.ion affect economic inequality among househulds.

The structural econometric model we develop and estimate is

convenient xor simulating certain types of policy experiments. It is of labor

supply response and the corresponding impact on economic welfare from various

policy measures. Specifically, given similar economic cnnditions in Peru as of

1985, our study suggests what we may be able to achieve, and haw, for example,

different measures would affect economic inequality.

The theoretical model is based on the neoclassical model for con-

sumption and time allocation. Provided the data are not corrupted by measurement

error, this framework is useful since:

'John Dagsvik and Rolf Aaberge, senior research fellows with the Research

Department of the Central Bureau of Statistics in Oslo, Norway, are

consultants to the Women in Development Division of the World Bank.
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No one can spend more than his or her income. (In other words the
budget constraint plays a role.)

There is also a time constraint of 24 hours a day.

It is reasonable to assume that people are not indifferent with
respect to different levels of leisu..1 and consumption. Thus
we introduce the notion of preferences and represent them by utility
indexes.

In standard models of labor supply the decision-maker is assumed to
maximize utility with respect to leisure and consumption (subject to the budget
constraint). One objection to this f:Nmework, however, is that individuals and
households in developing countries can hardly be viewed as having full freedom
of choice. On the contrary their job and production opportunities are often
severely constrained. An individual's opportunities are influenced by education
and experience, by the structure of the economy, and by government and sector-
specific policies. Thus it is crucial that a realistic economic model of
household behavior accommodate variations in opportunities across households.

The econometric model used in this study differs somewhat from the
standard models in that the underlying decision variable is latent and is denoted
position. By position we mean a particular combination of market and nonmarket
activities, such as agricultural production combined with work in a wage-earning
job. A position is characterized by specific attributes, like type and level
of output and input factors, hours of work, wage rates, and so on. These
attributes are assumed fixed, given the position. The choice problem is viewed
as one in which the household selects the best "package" of attributes from a
set. This choice set is known to the household but is unobservable to
econometricians.

The set of household-speci.fic feasible positions is represented in
the model by a distribution function called the opportunity distribution
(density). The opportunity density represents an aggregate measure of choice
opportunities and it is defined as the fraction of positions with specified
levels of attributes that are feasible to the household. For example, if the
attributes are job-specific hours, wages, and profits in own-farm production,
the opportunity density measures ths amount of positions with a specific level
of wages, hours, and profits that is feasible. Due to unobserved heterogeneity
in opportunities across households, it is natural to interpret the opportunity
density as a probability density. Specifically, it is the probability that a
particular position-specific combination of attributes is feasible to a (randomly
selected) household.'

The econometric model is simultaneous in consumption, hours of work,
wage rates, and profit conditional on family size and schooling. By conditional
we mean that we have specified a conditional density for chosen hours of work,

' This approach was developed and applied by Dagsvik (1988) and Dagsvik and
StrOm (1989), and it is related to the models developed by McFadden (1973) and
Ben-Aktva and others (1985).

I 4
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consumption, wage rates, and output given the chosen family size and schooling.
Thus the model is consistent with the notion of simultaneous choice in all the
gittributes including schooling and family size.

While the introduction of the opportunity distribution in addition
to the specification of a household utility function is appealing, it raises
problems of functional form and the identification of parameters of the
opportunity density and utility function. Even if these parameters cannot be
fully identified wtthout strong assumptions, the formulation has the advantage
in that it suggests a natural and convenient way of taking into account
unobserved heterogeneity in opportunities and introduces variables for individual
qualifications as well as variables that characterize the community and the
environment. At this stage the opportunity density is specified as a function
of the individual's education. Specifically, the fraction of feasible wage work
positions is specified as a function of years of schooling. Similarly the
fraction of nonagricultural self-employment positions is specified as a function
of level of schooling. This enables us to simulate the effect of increased
education on the allocation of time in different sectors while keeping wage rates
and preferences fixed. We can also study the effect of schooling through
increased wages while keeping the opportunity density fixed.

The labor supply functions that correspond to the utility function
are not linear in the parameters. But our assumptions imply convenient
expression of the (observed) consumption and labor supply probability distribu-
tion. This distribution is a function of the parameter-) of the utility function
and it is used in a maximum likelihood estimation procedure. Once the parameters
of the utility function have been estimated, we can simulate individual household
response.

This chapter is organized in the following way. Section two presents
a brief discussion on the methodology of measuring economic inequality and then
applies the methodology on observed distributions of hours of work, household
income, and per capita income as a measure of welfare. Section three outlines
the structural econometric model. Section four reports the estimation results
for the econometric model. Section ftve discusses the policy simulation results.
The results are summarized and policy implications discussed in the concluding
section of the paper.

2. Labor Market Activity, Income Formation,_and Welfare

This section supplements the information on labor market activity
and distribution of welfare reported in Newman (1987) and Glewwe (1987). One
objective is to examine the relative differences in hours of work among employed
males and females by estimating the inequality in the actual distribution of
hours of work. For this purpose we employ a Gini-related measure of inequality,
which also represents our basis for studying the distribution of income and
welfare.

Second, we identify
self-employment, nonagricultural
distribution of hours of work by
decompose the inequality in the

the contribution from wage work, agricultural
self-employment, and unpaid family work to the
employed males and females. More precisely we
actual distribution of hours of work. We use
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a similar approach to assess the contribution of wage earnings of males, females,

and children to the level of inequality in the distribution of household

consumption. In this way we obtain important information about economic

structure and the functioning of the labor market. This information is, however,

less helpful in the analysis of economic inequality from a welfare perspective.

A more relevant indicator of welfare is per capita household income, which also

constitutes the basic variable in our study on welfare.

2.1 Measurement and Decomposition of Ine ualit

A common approach for measuring inequality in distributions of income

is to employ the Gini coefficient, which satisfies the principles of scale

invariance and transfers. The principle of scale invariance states that

inequality should remain unaffected if each income is altered by the same

proportion and it requires, therefore, the inequality measure to be independent

of the scale of measurement. The principle of transfers implies that if a

transfer of income takes place from a richer to a poorer person without changes

in the relative positions, the level of inequality diminishes. The reader is

referred to Sen (1972) for a more comprehensive discussion of the normative

implications of different measures of inequality.

The Gini coefficient (G) is related to the Lorenz curve (L) in the

following way

1

G = (1-2L(u))du. (2.1)

0

The Gini coefficient offers a method for ranking distributions and quantifying

the differences in inequali,y between distributions. This strategy, however,

suffers from certain inconveniences. Evidently no single measure can reflect

all aspects of inequality Jf a distribution, it can only summarize it to a

certain extent. Consequently, it is important to have alternatives to the Gini

coefficient. As pointed out by Atkinson (1970), the Gini coefficient assigns

more weight to transfers in the center of a unimodal distribution than at the

tails. As an alternative to the Gini coefficient, we will employ an inequality

measure - the A-coefficient - that assigns more weight to transfers at the lower

tail than at the center and the upper tail.

The A-coefficient (see Aaberge 1986) has a similar geometric

interpretation and relation to the inequality curve M defined by

M(u) 0 u 1, (2.2)

EX

as the Gini-coefficient has to the Lorenz curve. Here X has distribution

function F. The A-coefficient is defined by

1

A [1-M(u)]du. (2.3)

0
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If X is an income variable, then M(u) for a fixed u expresses the ratio of the

mean income of the poorest 100u percent of the population to the mean income of

the population. The egalitarian line of the Lorenz curve is the straight line

joining the points (0,0) and (1,1). The egalitarian line of the M-curve is the

horizontal line joining the points (0,1) and (1,1). Thus the universe of M-

curves is bounded by a unit square, while the universe of Lorenz curves is

bounded by a triangle. Therefore, there is a sharper visual distinction between

two different M-curves than between the two corresponding Lorenz curves. Note

that the M-curve will be equal to the diagonal line (M(u)ini) if and only if the

underlying distribution is uniform (0,a) for an arbitrary chosen a. The A-

coefficient then takes the value 0.5, while the maximum attainable value is 1

and the minimum attainable value is 0.

and

Note that ri(u) L(u)/u, which implies

a.

A 11=.11.1111 du . (2.4)

L u J

0

Alternative expressions for G and A are given by

03 y
G 1 f f 1 f (2.5)

EX J j
(y-x)dF(x)dF(y) EX j

y(2F(y)-1)dF(y)

0 0 0

co y co

A 1 f f (y-x) 1 f

EX j J F(y)
dF

(
x)dF(y) EX J

y(l+logF(y))dF(y),

0 0 0

respectively.

(2.6)

Given the inequality in the distribution function F measured by A or G,

the next step is to identify the sources that make substantial contri' 4^ns to

the inequality. Assume that the main variable X is the sum of s dIftert. ,ctor

components,

X E X,

1-1

tion rules

(2.7)

According to Aaberge (1986), A and G satisfy the following decomposi-

Pi

A - a, (2.8)
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where pi lp is the ratio between the means of X, and X, respectively, and al is,
loosely spoken, the conditional A-inequality of factor i given the units rank
order in X. Analogously,

6 pi
G E

p

(2.9)

where 7, related to G has a similar interpretation as al related to A.

Notice that al and 71 are measures of interaction between factor i,
X" and the sum X. Assume for example that mi> 0. Then, a negative value of
a, or 7,expresses negative interaction and means that factor i has an equa2izing
effect on the inequality in the distribution F of X. A positive value expresses
a disequalizing effect on the inequality in F. For pi< 0, then positive values
of al and 71 express an equalizing effect on the inequality in F. For pi < 0,

then positive values of ai and 71 express an equalizing effect on the inequality
in F.

2.2 Inequality in Distributions of Hours of Work for Males and Females

In this section we focus on the distribution of hours of work among
employed persons. The objective is to estimate inequality in distributions of
hours of work, i.e., relative differences in hours of work among employed
persons. A similar study for children and households is reported in Dagsvik and
Aaberge (1989).

Table 1: Employment rates, annual mean hours of work and A-inequality in
distributions of hours of work for males and married and unmarried
females, by region

LA

Females
Males A r Urwuarjfdr

Em- An- Em- An- Em- An- Em- An-
ploy- nual ploy- nual ploy- nuat ploy- nual
ment mean A- ment mean A- rent mean A- ment mean A-

rates hours inequality rates hours inequality rates hours inequality rates hours inequality

Peru

Lima

Other
urban

Rural

.82 2,351 .396(.004) .64

.77 2,356 .398(.008) .51

.76 2,286 .434(.008) .56

.91 2,388 .370(.006) .79

1,746

1,594

1,656

1,868

.521(.004) .69 1,728 .521(.005) .57 1,775 .521(.006)

.569(.008) .55 1,580 .586(.011) .47 1,611 .547(.012)

.563(.007) .62 1,613 .573(.009) .49 1,717 .546(.011)

.467(.005) .81 1,844 .455(.066) .75 1,912 .683(.008)

Note: Numbers in parentheses are standard deviations.
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Table 1 examines regional employment and regional distributions of
hours of work for employed males and females aged 15-70.2 The participation
rates for males and females are considerably higher in rural than in urban areas.
Rates for married females are higher than those for unmarried females, perhaps
due to an income effect. Females in rural areas work considerably longer than
females in urban areas. Males also work longer in rural areas, but the
difference is less significant.

The figures in table 1 may cover large individual differences in
hours of work. We now employ the A-coefficient as a measure of the relative
differences in hours of work (see section 2.1); corresponding results based on
the Cini coefficient are given in Appendix A. The estimates of the A-coefficient

are displayed in table 1.

The inequality estimates show large individual variations in hours
of wo)'.:, particularly among females. Except for rural women, the inequality
in the distribution of hours of work is significantly higher than if the
individual hours of work were generated randomly, i.e. from a uniform (0,a)
distribution for an arbitrary a. There are not, however, significant discrepan-
cies in inequality between the distribution of hours of work for married and
unmarried females. Inequality is lowest in the rural area for both males and
females.

The observed distribution of hours of work is the result of a process
where the individuals make decisions on hours of work in each sector simul-
taneously. The sectors are defined as (1) wage work, (2) nonagricultural self-
employment, (3) agricultural self-employment, and (4) unpaid family work. By
decomposing the overall inequality in the distribution of hours of work with
respect to these sectors, we obtain information about the contribution of each
sector to the overall inequality. (It is understood that the behavioral labor
market adjustments are given).

By applying the decomposition method for the A-coefficient, we obtain
the results in table 2. For females the first and third column (second and
fourth for males) give the relative contribution from each sector to overall
inequality and to total hours of work, respectively. The fifth and sixth column
give the interaction coefficients. The positive interaction coefficients
demonstrate that each sector has a disequalizing influence on the distribution
of hours of work in each region. Note that the sectoral contribution to overall
inequality for females is equal to the products of the figures in columns three
and five divided by 100. Consequently, the sum of the first four sectoral
inequality contributions for females in table 2 is equal to the overall
inequality (0.521) in the distribution of hours of work for females in Peru.

2 Individuals are classified as employed if they worked one hour or more
during the seven days or 12 months prior to the survey. The definition and
measurement of annual hours of work are reported in Appendix 2.

15,3



- 136 -

Table 2: Decomposition of the A-inequality in distributions of hours of work
for females and males, with respect to (1) wage work, (2) nonagricul-
tural self-employment, (3) agricultural self-employment and (4) unpaid

family work, by region

Region (level of
inequality for
females and males)

Peru
(0.521)
(0.396)

Lima
(0.569)
(0.398)

Other urban
(0.563)
(0.434)

Rural
(0.467)
(0.370)

Employment
sector

Sectoral fraction
of overall inequa-
lity (oerc!nt)

Sectoral fraction
of total hours of
work (percent)

interaction
coefficient

Female Male Female Male Female Male

1 21.9 39.9 22.0 42.9 0.518 0.368

2 28.5 27.2 24.1 20.3 0.618 0.531

3 7.5 17.7 7.8 16.1 0.501 0.435

4 42.1 15.2 46.1 20.7 0.476 0.292

1 53.2 58.3 52.8 66.6 0.573 0.348

2+3 37.8 40.4 33.0 29.8 0.653 0.539

4 9.0 1.3 14.2 3.6 0.360 0.144

1 25.4 44.7 26.1 50.4 0.547 0.385

2+3 53,8 50.7 45.8 39.4 0.661 0.558

4 20.8 4.6 28.1 10.2 0.417 0.195

1 8.6 26.8 7.5 24.4 0.536 0.403

2 13.1 8.3 11.2 6.8 0.543 0.451

3 13.2 35.2 13.6 31.9 0.455 0.409

4 65.1 29.7 67.7 36.9 0.449 0.298

((Fraction of total hours of work) x (Interaction coefficient) 1

Note: Fraction of overall inequality = 1

Overa nequa ity

22.0 x 0.518

Example: Wage sector's fraction of overall inequality for females in Peru 4 = 21.9
0.521

According to table 2, wage work plays a predominant role for males
and females in Lima and for males in other urban areas. In rural areas males
and females work mainly in the agricultural sector, but the wage work accounts
for almost 25 percent of the total hours of work for rural men.

The large interaction coefficients in table 2 suggest that females
with long total hours work more hours in each sector than females with short
total hours of work. To a certain extent this conclusion is also valid for

males. For males, however, there is a weak interaction between the hours worked

as an unpaid family worker and total hours of work. This means that males with

short total hours of work do nearly as much unpaid family work as males with long

total hours of work. Note that the self-employment sectors have the largest
interaction coefficients, which implies that these sectors make the largest
contributions tn the observed differences in hours of work among both sexes.

2.3 Ine ualit in distribution of household consum tion

This section deals with measurements of economic inequality. Such

studies depend on the definition of income, the unit of observation, the period
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of time over which the chosen income variable is measured, and a summary measure

of inequality.

We define the basic income variable as consumption defined as:3

consumption E wage earnings

E net entrepreneurial income

E other income.

In this definition savings are included in consumption. Note that

consumption of home-grown food and other in-kind income is given a monetary value

so that net entrepreneurial income includes consumption of these items. The unit

of observation is the household and the reference period is one year. The "Er

in the definition of consumption means sum over all persons who lived in the

household during the year in question.

As a supplement to the information on individual variations in hours

of work given in section 2.2 we give estimates of the A-coefficient for the

regional distributions of hours of work among households:

Peru

Other

Lima urban areas Rural areas

0.487 0.497 0.492 0.458

(0.004) (0.009) (0.008) (0.006)

(Standard deviations in parenthesis)

The figures for Lima and other urban areas are approximately equal

to the inequality in a uniform (0,a) distribution. When we plot the respective
underlying inequality curves, however, we find that households in the lower and

upper tails of the observed distribution have longer hours of work than in the

uniform (0,a) distribution. As for the distribution of hours of work among
individuals (see table 1) the inequality in the corresponding distribution among

households is lowest in rural areas.

In spite of large inequality in the household distribution of hours

of work, we cannot automatically ascertain the immediate implication for the

inequality in the corresponding distribution of household consumption. The

distribution of consumption is the result of preferred hours and offered wages

and prices, and will therefore depend on the wage rate, the returns to self-

employment activities, the hours of wage work and self-employment, and nonlabor

income as well as the interdependence among these variables. For example, if

households with high returns to self-employment activities work longer hours than

households with low returns to their self-employment activities, and if in

3 See appendix 2 for details.
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addition a positive relationship exists between wage rates and the household's
hours of work in the wage sector, than we must expect more inequality in
consumption than in the distribution of hours of work.

Table 3 shows mean and median household consumption and inequality
in the distribution of consumption among households. Note that these estimates
are based on fewer observations than the estimates used in tables 1 and 2 because
we have excluded households with observed negative net entrepreneurial income.
The large figures of the A-coefficient in table 3 rovcca extreme income
inequality. The mean consumption of the richest 5 percent of the households is
128 times the mean consumption of the poorest 50 percent of the households, and
1,355 times the mean consumption of the poorest 10 percent.

Table 3: Mean and median distribution of household consumption (in intis),
and A-Inequality among households, by region

Peru lima
Other

urban areas Rural areas

Number of observations . . 4,622 1,287 1,36 2,019

Mean 42 500 40,120 71,104 25 373
(10,666) (2,250) (32,912) (8,73)

Median 11,433 22,344 15,660 4,423

A-inequality 0.864 0.680 0.892 0.895
(0.033) (0.016) (0.049) (0.034)

Note: In intis (Peruvian Currency) at June 1985 prices. Standard deviations in parentheses.

The results in Table 3 show that the inequality in the distribution
of consumption is considerably higher in rural areas than in Lima, even though
hours of work were more equally distributed in rural areas. To obtain
information on why inequality varies across distributions, we will examine the
impact of different income sources on overall inequality. By decomposing the
inequality in the actual distribution of consumption by males, females, and
children's wage earnings, ard by households' net entrepreneurial income, we may
see why the consumption distributions differs across regions. By applying the
decomposition method for the A-coefficient, we obtain the results in table 5.
The interpretation is analogous to the interpretation of table 2. To give an
impression of the variations behind the coefficients for Peru in table 5, table
4 displays mean househnld consumption by deciles, corresponding mean earnings
for males, females, and children, mean entrepreneurial household income and mean
other income for each decile. Since the decile-specific mean wage earnings for
females increases with increasing deciles, the corresponding interaction
coefficient takes a large positive value, which is in accordance with the
estimate (0.842) in table 5. Bat if the decile-specific means are equal, then
the corresponding interaction coefficient would become zero or approximately
zero.
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Table 4: Mean consumption for households living in Peru by deciles decomposed
with respect to females, males and children's wage earnings and with
respect to the households net entrepreneurial income and other income

Docile

Docile Docile
specific specific

Docile rpecific mean mean net mean of
Mean entrepreneurial other
household --ridaltiViglinifFetneesIi income income
consumption (15-70) (15-70)

1 397 13 40

2 1,700 80 222

3 3,443 192 793

4 6,077 387 1,984

5 9,478 884 3,634
6 13,643 1,367 6,086
7 19,082 1,741 8,220
8 27,073 4,665 10,902
9 41,140 4,718 15,592

10 302,982 20,460 31,874

A 42,

(7-14) for households

2 324
15 1,296 87
27 2,268 163
42 3,270 394
29 4,203 718
63 5,244 883
35 7,630 1,456
214 10,723 1,924
53 16,970 3,807

326 242,670 7,651

85 29,461 1,691

Note: Intis at June 1985 prices.

Table 5: Decomposition of the A.-inequality in the distribution of consumption
by males, females, and children's wage income, and by net entrepreneu-
rial household income plus other income, by region.

Region
(Level of
inequality)

Income
(consumption)
factor

ract on of
overall in-
equality
(percent)

raction of
consurp-
tion
(percent)

Interaction
coefficient

Females (15-70) wage earnings 7.6 7.8 0.842
Males (15-70) wage earnings . . 16.0 18.7 C.742

Peru (0.864) Children's (7-14) wage earnings 0.1 0.2 0.635

Households net entrepreneurial
income 72.7 69.3
Other income 3.6 4.0 0.767

Females (15-70) wage earnings 18.5 17.0 0.741

Males (15-70) wage earnings . . 35.9 39.5 0.618

Lime (0.680) Children's (7-14) wage earnings 0 0.1 -0.076

Households net entrepreneurial
income 38.2 34.9 0.744

Other income 7.4 8.5 0.596

Females (15-70) wage earnings . 5.1 5.6 0.805

Other Mates (15-70) wage earnings . . 8.1 11.5 0.629

urban (0.892) Children's (7-14) wage earnings 0.1 0.1 0.741

Households net entrepreneurial
income 84.8 80.2 0.943

Other income 1.9 2.6 0.665

Females (15-70) wage earnings . 2.2 2.4 0.829

Males (15-70) wage earnings . . 9.7 10.9 0.795

Rural (0.895) Children's (7-14) wage earnings 0.3 0.4 0.774

Households net entrepreneurial
income 85.7 84.1 0.911

Other income 2.1 2.2 0.866
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Male wage earnings in Lima provide almost 40 percent of household

consumption which is attained at the expense of about 43 percent of the

households' total hours of work in wage employment by male members of the

household. For females, the corresponding figure is about 17 percent, which
reflects 17 percent of the households' hours of work. Despite the fact that this

particular structure in the distribution of hours of work among households is

maintained in the distribution of consumption among households, consumption is
considerably more unequal than hours of work. The explanation is that the

interaction coefficients referring to the consumption distribution for Lima,

given in table 5, are considerably larger than the corresponding interaction

coefficients related to the distribution of hours of work reported in Dagsvik

and Aaberge (1990). This result is due to skew distributed wage rates and a
positive correlation between wage rates and hours of work. By applying a
particular non-linear decomposition method (not reported here) we also found

that the wage rates contributed more strongly to inequality in the distribution

of household consumption than hours of work in the wage sector. These effects

are stronger for females than for males.

Note that the interaction coefficient for children's wage earnings
in Lima is weakly negative, which means that children's wage earnings have a

modest equalizing effect on the distribution of consumption among households.

This effect is in contrast with the effect of children's wage work on the
inequality of the corresponding distribution of hours of work and is main); rale

to nonworking children of rich households with low or medium total hours of

work. In both cases the children's contribution to overall inequality is of

minor importance, as shown in the first column of table 5.

In contrast to the results for Lima, wage earnings in other urban areas

yield a modest contribution to total household consumption, compared to the

contribution of the household's hours in wage work to the households' total hours

of work. The fractions are, respectively, 17 and 40 percent. As in the case

for Lima, the interaction coefficients related to the distribution of consumption
are considerably larger than the corresponding interaction coefficients for the

distribution of hours of work. Similar results hold for the rural areas,
although the distribution of household consumption seems to a greater extent to
reflect the distribution of household hours of work.

2.4 Ineeuality in Distributions of Per-Capita Household Consumption

The information in section 2.3 about the economic structure of the labor
market must be interpreted cautiously when analyzing welfare because of the
variations in household composition and size. To allow tor the fact that some
households have several persons while others have just one, we neod an

alternative to household consumption as an indicator of welfare. Clearly, an

index of welfare using the information on household size and composition is
required. In the PLSS data an equivalence scale accounts for this heterogeneity.
Specifically, the costs of children are specified in terms of fractions of one

adult. The weights are 0.2 for a child under 7 years old, 0.3 for a child aged
7 to 12, 0.5 for a child 13 to 17, and 1 for a person over 17. The sum of these

weights for each household is ui.ed as the scale. Consumption per capita is
defined as household consumption relative to the equivalence scale and it is used

as an indicator of household welfare. Note that these weights are consistent

10..)
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with the weights estimated for Sri Lanka and Indonesia by Deaton and Mullbauer
(1986) and have been applied by Glewwe (1987) in analyzing the distribution of
welfare in Peru in 1985-86. Glewwe's analysis is based on expenditure data
rather than on income data.

The lack of sufficient data m,Akes it impossible to distinguish consump-
tion levels among members of the household. Therefore we have to assume that
the welfare level of an individual is equal to the per capita consumption of the
household. It is particularly interesting to examine the relationship between
the distribution of par capita household consumption among households and the
distribution of per capita household consumption among persons.

Table 6 shows average welfare levels for Lima, other urban areas, and rural
areas. The figures show considerable differences in welfare between adults and
children, and between urban and rural areas. The large differcnces between
corresponding medians and means indicate extremely skewed distributions, which
are confirmed by the estimates of the A-coefficient in table 7.

Table 6: Mean and median per capAa consumption among rersons by sex, age,
and region

Other
Popula-
tion

Peru Line urban areas Rural areas
Mean Median Mean Median Mean Median Mean Median

All 11,692 3,332 10,668 5,983 19,39 4,190 7,454 1,404
(24,126) (6,541) (6,952) (10,633)

Females 13,282 3,508 10,406 6,036 25,154 4,143 6,654 1,332
(7,376) (2,256) (2,185) (2,935)

Males 12,207 3,820 11,529 6,418 20,013 4,423 7,097 1,516
(7,004) (2,090) (2,054) (2,860)

Children' 10,118 2,965 10,118 5,404 13,630 3,945 8,150 1,380

(9,746) (2,195) (2,713) (4,838)

Note: Intis figures at June 1985 prices. Number of observations in parentheses.
' Less than 15 years old.

Table 7 shows only insignif__int differences in inequality across
per capita household consumption among households and persons. This is in line
with the results reported by Berry (1988). More surprising is the finding that
the inequality in per capitt: ousehold consumption differs little from inequality
in the corresponding distribution of total household consumption (compare tables
3 and 7). This result is due to an extremely unequal distribution of consumption
(income) in Peru in 1985-86. Glewwe (1987) reports that this was also the case
in 1966, when the Gini-coefficient for per capita income inequality among persons
was 0.666. Vie estimate the Gini-coefficient of the distribution of per capita
household consumption among persons in 1985-86 to be 0.789 (see Appendix A, table
G3).
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Table 7: A-inequality in distributions of per capita consumption among
households and persons, by regi.m

Peru Lima
Other urban
areas Rural

Households .857 .676 .881 .895

(.029) (.017) k.048) (.032)

Persons .856 .662 .883 .888

(.014) (.008) (.021) (.016)

Note: Standard deviations in parentheses.

2, The Econometrie_rramswork of a Structural neoclassical Model

3.1. Theoretical Model

This section focuses on the essential features of our framework and
its relationship to the traditional approach in the empirical analyses of labor
supply (see Killingsworth 1983). For the sake of simplicity we take the case
of one individual. The traditional approach starts by postulating a direct (or
indirect) utility function in leisure (nonmarket activities) and consumption from
which the labor supply function is derived by maximizing utility subject to the
budget constraint. (Alternatively, the labor supply function is postulated
directly so that it is consistent with a well-defined utility function). In this

approach it is assumed that the individual is free to adjust his or her hours
of work. The notion of rationing with respect to job offers or hours of work
is rarely taken into account. Another feature of most empirical models is the
assumption of linear labor supply curves. Linear supply functions imply a
particular and quite restrictive form of the utility function that seems
unjustified a priori. For example it implies that the *backward bending case"
is excluded a priori.

The alternative empirical approach we use here is consistent with
neoclassical theory but it departs from the econometric specifications used by

others. We assume that the essential choice variable is 'job or 'position°

and that hours of work and wage rates are determined once the position is given.
By position we understand a particular combination of market and nonmarket

activities. For example, one position may be defined as specific farmwork tasks

combined with a particular wage work job. Thus hours of work and wage rates are

attributes that characterize the positions. Let (HJ, WJ) be the hour-wage
combination of position. Here j is an indexation of the position. For nonmarket

positions, Wi=0. The choice set is assumed known to the individual but is
unobserved by the econometrician. Only the hours of work and wage rates are
observed. That is, the hour-wage combination associated with the chosen position
is observed.

To make the exposition as simple as possible, we assume that the set

of feasible positions, B, (choice set) is finite (relative to the individual).
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The individual's maximization problem can be described as follows. The budget
constraints are given by

h H
1

(3.1)

C HW
1
+ I (3.2)

j e B (3.3)

where I is nonlabor income. Equation (3.1) states that for a given position j,
hours of work are given. The third equation states that B is the set of feasible
positions. Equation (3.2) is the st.mdard economic budget constraint.

Let

U(h,C,j) v(h,C) + ei

be the individual's utility of hours of work, h, consumption, C, and position,
j. We assume thec this utility can be decomposed in a structural term, v(h,C),
(common to observationally identical individuals) and a random term, ep that
reflects individual preferences for positions with the same level of hours and
consumption. Thus ej takes into account heterogeneity in tastes across
individuals with respect to positions as well as the unobserved attributes of
the positions.

The random term ej is assumed independent of the choice set of
feasible positions. Thus our approach is in fact a type of disequilibrium model
in which the choice opportunities are considered fixed. The individual's problem
is to find the position j e B that maximizes

v(Hp + er

Now let B(h,w) be the set of positions for which 1.11-h, Wingw, jeB and let n(h,w)

be the number of positions in B(h,w).

Formally, the probability that the optimal position has hour-wage
combination (h,w) is expressed as

id(h,w) ( max (v(Hi,H1W1+I)+e1) max(v(H1,Hy1+I) + ei) }.

jeB(14..w) jeB

Moreover, if we assume taat the random preference terms ej are independent,
ev,treme value distributed across positions, we get immediately from the formal
theory of discrete choice as developed by McFadden (1973) (see Maddala, 1983)
that

n(h,w)exp(v(h,hw+I))
0(h,w) is (3.4)

E n(x,y)exp(v(x,xy+I))
x,y
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Let
n(h,w)

E n(x,y)

x,y

be the fraction of positions with hours and wages equal to (h,w) that are

feasible. By inserting in (3.4) we get

g(h,w)

0(how)

g(how)exp(v(h,hw+I))

E g(x,y)exp(v(x,xy+I))
xey

(3.5)

This model is analogous to the one developed by Ben-Akiva et al.

(1985). The fl.nction 0 expresses the labor supply density. Its observable

counterpart is ..he fraction of individuals who work h hours at wage rate w.

Instead of the usual specifications where the labor supply density is expressed

am a function of the parameters of the labor supply function we realize from

(3.5) that in our model the density is expressed as a function of the structural

part of the utility function.

Moreover, this model allows the notion of rationing. Specifically,

(3.5) expresses the aggregate labor supply as a simple function of the mean

utility, v, and the opportunity density, g(h,w).

Let us consider a particular extension to the case where the

individual has the choice of participating in two sectors -- wage work and

informal self-employment. In this case the set of feasible positions consists

of combinations of market activities and type of -2oduction. Thus a specific

position defines the type of wage work, type of prod'Iction, and so on. To a

position j there correspond attributes

( Hi, H. Wi, Ti )

where Hi and Hi are hours of work in wage work and self-employment, Wi is the

wage rate, Ti is a variable characterizing technology (unobservable) associated

with position j.

Now the budget constraints take the form

ONO

HW+Y + I

yj F ( Hi ) Ti

(3.6)

(3.7)

where F (H d Tj is a profit function conditional on hours and Yi is the profit.

(For analytical convenience we assume the structure to be of the multiplicative

form.)

I."b
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The essential postulate that ensures identification is that the
opportunity density with respect to offered houre is assumed to be uniform. We

assume no constraints on hours of work (given that work in the respective sectors

is available). The offered distribution of wages across positions (conditional

on education) is assumed to be log normal with mean dependent on experience and

level of schooling (splines). The opportunity density of the profit (conditional

on hours) is assumed log normal with mean that is log linear with an interaction

term in hours. Unlike Jacoby (1988) our approach accounts for possible
simultaneous equation bias, and does not distinguish between output from
agricultural and nonagricultural self-employment. In the actual empirical
application below a continuous analogue to the discrete model above has been

estimated. For details we refer to Dagsvik and Aaberge (1989).

3.2. Model svecification

The preferences are represented in the model by a Box-Cox type

utility function that is additively separable in consumption and in each of the

individual's leisure. The leisure terms are parameterized as a function of age
and for females we have added the number of children below six years of age in

interaction with hours of work in the wage sector. Thus the systematic term, v,
of the utility function is assumed to have the form:

((l+ C )al -1)
v(h, hp, C, f) = a 2 1000

+ E (a4 + as log Aim + a6(log Ajm)2)

+ E (as + a9 log Ao + am(log A0)2)

+ a E h-f,+ai2ED,MII Jr
1

where is defined by

L 1

8760

h,
r = F,M,

a

a 3

(1,7j -1)

a,

(3.8)

C = per capita household consumption,

f = number of children less than six years,

Ajf = age of household member j, gender r = FIM,

I
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hJ,

=0.

total annual hours of work for household member j, gender r

h = annual hours of wage work, female j,

and
1 if male j has hours of work in (2475, 2525)

D =
I 0 otherwise.

Except for the term an E hip fj , utility is assumed additively
separable in consumption and leisuret Note that apart from the peak at full-
time (2475,2525) the utility of consumption is concave and Increasing when al
< 1, 03 < 1, a7 < 1 ,

and
a4 + aslogAjm + 06(logAjm)2 > 0

+ a9logAiF + a (logAJF) 2> 0.

The dummy variable, Dim, allows males to have a particular preference for total
hours of work in the interval (2475, 2525). The motivation for introducing this
dummy is that the data shows a marked concentration of hours in this interval
both for males that are engaged in wage work as well as in farm and nonfarm self-
employment. This can only occur

(1) if males have a particular preference for full-time work,

(2) if there are constraints on houra (there are more full-time work
positions relative to other positions),

(3) if the data are corrupted by measurement errors.

The estimated model is consistent with all these explanations but
we are not aJle to identify which is the true one.

The conditional profit function for the rural area given inputs is
specified as

log Y = Bo + Lillog(l+h*m) + 32log(1+ey) + 1331og(1+h*c)

+ + 1351og ( 1+TOTi

+ 116log(l+TOTDRIED) + 117MAXED + T

where

h

h F

(3.9)

= profit of household from self-employment (both farm and
nonfarm)

= total male hours of work in self-employment

= total female hours of work in self-employment
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is total child hours of work in self-employment

TOTWET- total area of watered land

TOTDRIED = total area of dry land

MAXED = length of schooling of most educated member of the household

= random error term - normally distributed.

T is supposed to account for unobserved choice variables that affect

the production technology. The distribution of the technology attribute, T, is
assumed to be normal N(0,t), and it is assumed to be independent of other input
factors. Note that the land variables appear only in agricultural production,
not in nonfarm production.

The conditional profit function for Lima is specified as

logY fic, + 181log(1+em) + 82log(l+h*F)

03log(1+em) log (1+eir) + 04 MAXED + T . (3.10)

Let gy be the fraction of all self-employment positions that are
feasible for the household. Let g,be the fraction cf feasible positions for n
indiyidual of sex r, r=F,M, that are nonfarm self-employment positions. Let g

and g, be defined analogously as the corresponding opportunity probabilities for
farm self-employment and wage work, respectively.

We have parameterized gy as

1

where

- gy =

a+S(1 -a)

a n ((l-g, )(1-g
**

)]
m

r=F,M

(3.11)

and mp, mm are the numbers of females and males in the household and 1 > a > 0
is a parameter. The case a=1 corresponds to the case in wttch all self-employ-
ment opportunity sete are independent across household members. The particular

parametrization (3.11i has been chosen for computational convenience. Finally,

we have introduced g, which is the fraction of feasible celf-employment posi-

tions that yields positive profit during a period (one year). The rationale
behind g, is that in addition to a limited set of feasible self-employment
positions is the fact that a successful business does not necessarily yield
positive profit through every period. In fact the data demonstrate that profit
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is negative for some households during the period of the data collection. We
may interpret alternatively as the (average) fraction of the year the business
is likely to operate wIth positive profit. A rigorous treatment of the choice
of self-employment activity would of course require a model for decision under
uncertainty.

The offered wage densities are assumed log normal where the means
depend on experience, SPLYRSC1, SPLYRSC2, SPLYRSC3 where experience is defined
as age minus length of schooling minus 6 and

(SPLYRSC1, SPLYRSC2, SPLYRSC3) =

(x,0,0) if x s 5
(5,x-5,0) if 5 < x s 10
(5,5,x-10) if x > 10 .

4. Summary Statistics and Parameter Estimate4

The summary statistics of the variables generated from the household
survel data are presented in Table 8 for Lima and rural areas. There are
differences in observed household behavior in production and consumption, and
in individual and household attributes. For example, consumpticn (income) per
capita is much higher ia Lima than in rural areas. Women in Ltao spend more
hours in wage work than women in rural areas; women in rural ,reae spend more
hours in self-employment. However rural households record higner profits from
self-employment than do households in Lima. This is not surprising given that
nonfarm production is dominant in Lima while agricultural production is the
leading activity in the self-employment category. Intereetingly, female wage
workers earn more in rural areas than male wage workers. When evaluated women's
and men's total hours of work in wage and self-employed work in terms of the
market wages they receive we find that women contribute about 27 percent to the
total household income in Lima, and about 47 percent in rural areas of Peru.
Women's total contribution to family income is thus higher than their correspond-
ing wage contribution to total income as reported in section 2.3 earlier. When

both self-employed and wage work are considered, women seem to contribute on
average about 39 percent to family income in Peru. For more details see section

2 and Aaberge and Dagsvik (1989).

The parameters of the opportunity density and of the utility func-
tion are estimated simultaneously by a modified maximum likelihood procedure.
The estimates of the utility function are presented in Table 9, while the
estimates of the opportunity density are given in Table 12. The estimates of

the wage and profit functions are shown in Tables 10 and 11 Lespectively. We

have also estimated the wage equations and the profit function by ordinary least
squares. This procedure may lead to biased estimates since it does not account
for the fact that households do not maximize profit but the utility of consump-
tion and leiwire. Consequently, the conditional expectation of the error term
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Table 8: Household and individual sample statistics

Variables

Lima, Mean
(Standard
deviation)

Rura areas, Mean
(Standard
deviation)

Household statistics
Number of households 898

Consumption per capita (intis) 6,900 (150) 2578 (86)

Female hours of work in wage work (yearly) 832 (44) 101 (13)

female hours of work in self-employment (yearly) . 638 (44) 2232 (49)

Male hours of work in wage work (yearly) 2,171 (61) 594 (29)

Male hours of work in self-employment (,,Tarly) . . . 907 (50) 2724 (51)

Children's hours of work in self-employment (yearly) 53 (10) 4 (0.1)

Total gross revenue from self-employment (Intis) . . 10,700 (600) 9056 (385)

Total profit from self-employment (Intis) 6,300 (400) 7183 (311)

Number of children below 7 0.84 (0.03) 1.34 (0.03)

Number of children below 14 1.08 (0.04) 1.39 (0.03)

Number of females 15-70 1.79 (0.04) 1.52 (0.02)

Number of people above 70 0.09 (0.01) 0.08 (0.01)

Equivalence scale 4 (0.10) 3.7 (0.04)

Individual Statistics
Number of ferules 15-70, 1,611
Number of males 15-70, 1,539

Participation rates in
0.32 (0.01) 0.07 (0.01)

wage work for females
self-employment for females

0.35 (0.01) 0.85 (0.01)

wage work for males 0.63 (0.01) 0.34 (0.01)

self-employment for males 0.35 (0.01) 0.89 (0.01)

Hours of work in
463 (21) 67 (7)

wage work for females (yearly)
self-employment for females (yearly) 356 (20) 1477 (25)

wage work for males (yearly) 1,267 (32) 387 (17)

self-employment for aiales (yearly) 529 (27) 1777 (25)

Wage rote, females (intis per day)
5.25 (0.40) 7.38 (2.45)

Wage rate, males (intis per day) 6.41 (0.20) 7.98 (0.30)

in the profit function given the hours is in general a function of these hours

because they enter the utility function through consumption and leisure. The

results are reported here only for Lima and rural areas.

The estimates of Table 9 imply that the systematic term (3.8) of the

utility function is strictly concave and increasing in consumption and leisure.

The estimates also show that the utility of leisure is U-shaped as a function

of age with a minimum at 40.6 years for males and 37.4 for females in Lima. In

rural areas the corresponding ages are 40.3 and 47.8. Moreover, the impact of

small children seems to be the same in Lima as in rural arepo.

The functional form (3.8) implies that the corresponding labor supply

functions are highly non-linear and cannot be exressed in closed form. As a

consequence the parameters of Table 9 do not have a simple interpretation in

terms of elasticities. Table 10 shows that education and experience are very

important determinants for the wage rate in the wage work sector of Lima. It also

shaws that the selectivity bias is negligible for Lima but for rural areas OLS

seems to underestimate the effect of education for females. The bias is however
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Table 9: Parameter estimates for the utility function

Variables Coefficients

Urns Rural Aress

Estimates
(t-values)

Estimates
(t-vatues)

r -0.776
(7.9)

-12.941

(4.0)
Consurpt i on

4.832 35.891
(7.3) (2.0)

3 -3.605 -7.680

(9.5) (14.9)

04 43.258 3.189
(5.4) (3.3)

Leisure, males
Os -23.194 -1.704

(5.3) (3.3)

06 3.134 0.231
(4.1) (3.3)

*7 -1.454 -5.380
(5.7) (12.6)

og 86.655 5.057
(5.5) (2.8)

Leisure, females . .

09 -46.354 -2.475
(5.3) (2.5)

°to 6.369 0.320
(3.2) (2.3)

-3 -
10 s F f

1
o -0.149 -0.152

(2.3) (2.2)

z Dim *12 2.234
(18.8)

2.231
(19.7)

Note: t-values in parentheses.

not significantly different from zero. Due to a lack of a sufficient number
ofobservations, experience has been excluded from the wage equations for the
rural areas. In addition SPLYRSC1 and SPLYRSC2 have been excluded for females
in rural areas for the same reason. The justification for imposing the same
coefficient of SPLYRSC1 as of SPLYRDSC2 is that preliminary estimation runs
produced estimates that were quite close. For the rural areas the model is
estimated conditional on farms with positive profit from self-employment. The
reason for this is that there are few observations with zero or negative profit
for households with self-employment activity. More important, preliminary
estimation results suggest that the type of farms with reported zero or negative
self-employment are essentially different from the rest of the sample.

Although the
11 is not statistically
rural areas OLS seems to
the education variable
member of the family).

difference between the OLS and the ML estimates in Table
significant the results seem to indicate that in the
underestimate the impact of male and female labor, and

MAXED (the length of schooling of the highest educated
In Lima, OLS seems to underestimate the impact of male
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and female labor and overestimate the impact of MARED. Recall that the OLS

estimates may be biased (i.e., simultaneous equation bias) while the ML estimates

are obtained by a procedure that take into account that the input factors are

endogenous.

leilaMPaN

Table 10: Wage equations for Lima, simultaneous ML estimation procedure versus

Ordinary Least Squares

Lima Rurat areas

Mates Females Mates Femates

OLS
Simul-
taneous ML OLS

Simul-
taneous ML OLS

Simul-
taneous ML OLS

Simut-
taneous ML

Intercept 0.049 -0.105 -0.596 -0.674 0.352 0.395 0.473 0.451

(0.4) (0.8) (3.5) (3.8) (6.2) (5.4) (4.0) (3.2)

SPORSC1+ 0.0c,2 0.100 0.126 0.125 0.040 0.034 -

SPLYRSC2 (8.4) (8.2) (8.2) (7.9) (3.5) (2.3)

SPLYRSC3 0.117 0.136 0.126 0.150 0.284 0.306 0.303 0.540

(10.1) (9.9) (6.2) (6.5) (6.1) (4.8) (3.0) (3.4)

Experience 0.050 0.038 0.056 0.050

(8.8) (5.7) (5.7) (5.0)

(Experience)2/100 -0.060 -0.039 -0.073 -0.063

(5.3) (3.1) (3.5) (3.1)

Standard error 0.659 0.660 0.780 0.753 0.888 0.933 1.856 1.316

(40.4) (32.9) (34.4) (17.7)

R2 0.27 0.25 0.09 0.06

Note: t-vatues in parentheses.

Table 11: Parameter Estimates of the Conditional Profit Function

Variable

Lima urat areas

OLS

Simultaneous
ML estimate OLS

S mu taneoui--
ML estimate

Intercept 2.681 (5.9) 3.078 (7.1) 4.246 (7.1) 2.181 (2.5)

Male labor 0.756 (13.3) 0.572 (10.5) 0.329 (4.3) 0.543 (4.9)

Femate tabor 0.756 (11.0) 0.487 (8.7) 0.222 (2.7) 0.393 (3.4)

Interaction, female-ma e
tabor -0.085 (9.8) -0.061 (7.6) -0.031 (3.0) -0.053 (3.5)

Child labor
-0.0004 (0.4) -0.010 (0.7)

Watered tend 0.419 (7.5) 0.443 (5.2)

Dry land 0.264 (7.6) 0.249 (4.8)

Maxed 0.047 (2.4) 0.072 (4.0) 0.578 (9.7) 0.734 (7.3)

Standard error 1.356 1.257 (31.9) 1.303 1.445 (31.3)

R2 0.33 0.18

Note: t-values in parentheses.
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The profit-function estimates also imply that the Cobb-Douglas
structure is rejected, since there is a strong negative interaction between male
and female hours of work. In contrast to the result for the rural areas, MAXED
seems to be of little importance for the level of the profit in Lima. Thus the
return to education in self-employment is much higher in rural areas (0.7) than
in Lima (0.1). The estimates of the opportunity probabilitien in Table 12 chow
that length of schooling has a substantial effect on the opportunities for wage
work, particularly for females in Lima and in rural areas. Recall that the
parameter a accounts for possible dependence in self-employment opportunities
across family members where a 1 corresponds to independence. Since a is
estimated to be 0.577, independence is ruled out. The last line of Table 12
implies that g, is estimated to be 0.87. Thus, on average, the self-employment
businesses in Lima will produce positive profit a fraction of 0.87 per year
(given that labor input take place).

5. Policy Simulation Results for Lima

Using the econometric framework above we can perform complex
simulation experiments that take into account the household budget constraint,
differences in age, echooling, and household size and composition. In addition
we are able to account for unobserved heterogeneity, represented in the model
by random error terms associated with the wage, conditional profit, and utility
function. After the model has been estimated it is possible to perform
simulations since we then "know" the parameters of the structural part of the
utility, the wage, and the profit function, and the probability distributions
of the related random terms.

In practical policy simulation experiments we proceed as follows.
For each household the respective random terms are drawn from the corresponding
probability distributions. The maximization of the utility function is a pure
numerical problem given the observed household characteristics. The resulting
hours that maximize utility are the female and male labor supply in each sector.
This procedure is performed for each household in the sample to obtain
participation rates, distribution of labor in each sector, and consumption end
profits from self-employment. Vote that this procedure implies exact aggrega-
tion. UnfortuLately, since the model is so rich it is quite costly to perform
precise simulations. We have therefore only carried out approximate simulations
in which the approximation error is of moderate size. Figures 1-6 in Appendix
C show the observed and simulated distribution of male and female hours of wyrk
and per capita consumption. These figures demonstrate that the model is capable
of reproducing the survey data fairly well.

We confine the analysis to households with at least one female and
one male adult, where per capita household consumption does not exceed 20,000
intis. Note that this selection was not made in Section 2.

The simulation experiments relate to the effect of changes in wages
and education on labor supply, wage earnings, profit from self-employment, and
distribution of economic welfare.
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Table 12: Estimates of the opportunity probabilities

Sector

Opportunity
Probability
Function

Agricultural self-
employment males .

Nonagricultural self-

employment males .

Wage work, males .

Agricultural self-
employment, females

Nonagricultural self-
employment, females

Wage work, females

Household profit from
self-employment .

rositive profit from
self-employment .

**

log 1

11-11 *1*Ili

log

1I-11 1m j

a

I gs 1

log
t 1g.

Lima Rural areas

-2.804

(19.3)

1.932
(24.0)

-0.197 -1.501 + 0.027S

(2.5) (13.0) (1.5)

-0.438 + 0.103S -0.545 + 0.0425

(2.6) (5.4) (5.5) (1.9)

-1.198 1.656

(12.5) (24.0)

0.007 -0.516

(0.1) (9.4)

-1.236 + 0.152S -2.656 + 0.162S

(7.0) (8.1) (15.2) (4.7)

-0.577
(8.0)

1.884
(12.2)

S Length of schooling.
Note: t-values in parentheses.
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5.1. WaRe effects

Table 13 reports the effect of wage changes on participation
probabilities and on mean hours worked in each sector. The table shows that a
20 percent increase has only a small effect on labor supply. For the females,

mean hours of work and participation in the wage sector increase by 5.8 and 3.2

percent respectively. The effect on mean hours and participation in self-
employment is almost negligible. The cross effect on male participation rates
and mean hours of work in each sector is negligible.

Recall that the sum of the participation rates across sectors may
be greater than one because many individuals work in both sectors. When male

wages are increased by 20 percent, their participation and mean hours of work
in the wage sector increase by 1.6 and 2.7 percent respectively. In the self-
employment sector, male participation and mean hours of work fall by 1.2 and 2
percent respectively, while female participation and mean hours of work fall by
2 and 2.4 percent. The drop in female labor supply reflects the income effect
that stems from the increase in male wages. When both male and female wages
increase by 20 percent, the impact is similar but weaker.

Table 13: nanges in participation rates, annual hours of work, earnings,
and consumption as a result of wage increments
(percentage changes from base case)

Percentage increase

Sector spe- Wage
Sector specific cific an- earnings Wage Consump-
parti:ipation nuat hours (uncondi- earnings tion

of work (un- tional)*) (intis) (intis)
copditional)__Lintis)

Wage work Self-employ- Wage work Self-emp(oy-
ment men

M F 14 M F r---Ir--- M

Base case

20 percent increase
in female wages
20 percent increase
in male wages
20 percent increase in both
female and male wages . .

Female wage rates increased
by 20 percent of the
mean wage
Male wage rates increased
by 20 percent of the
mean wage
Female and male wage rates
increased by 20 percent of
the mean wage

0.32 0.62 0.34 0.35 414 1165 414 492 2300 8100 17900 27800

3.2 -0.6 -0.9 -1.2 5.8 -0.7 -0.5 -0.4 30.0 -1.2 6.3 5.0

-1.9 1.6 -2.0 -1.2 -2.2 2.7 -2.4 -2.0 -4.6 22.3 17.1 11.9

0.6 0.6 -1.8 -1.4 1.9 1.9 -1.5 -2.4 19.8 20.5 21.2 11.5

3.8 -1.4 -0.9 0 8.0 -1.4 -1.5 0 25.0 -0.8 5.0 4.7

-2.9 2.1 -0.9 -2.3 -3.6 3.8 -0.5 -3.5 -4.5 17.6 14.0 7.0

1.6 1.0 -2.3 -2.9 3.4 2.0 -2.7 -4.3 19.7 15.1 16.2 8.6

*) Recall that conditional hours in the respective sectors can be obtained by dividing the unconditional hours
by the corresponding participation rates.



- 155-

The largest effect is obtained when the female wages go up by 20 "R
percent of the mean wage. Then participation and mean hours in wage work rise

3.8 and 8 percent, respectively. Table 13 shows that mean hours in the wege
sector increase by 4 percent. The drop in participation and mean hours recorded
in self-employment sector, however, is small. The change in male labor supply

is also small.

When males wages increase by 20 percent of the mean level, their
participation and hours of work in the wage sector increase by 2.1 and 3.8
percent respectively. In the self-employment sector, their participation and
mean hours decrease 2.3 and 3.5 percent. The cnrresponding income effect implies

that female participation and mean hours in the wage sector decrease 2.9 and 3.6
percent respectively, while there is almost no change in female participation
and mean hours in the self-employment sector.

Table 14 demonstrates that wage changes have a modest effect on
inequality in the distribution of per capita consumption among households. A
20 percent increase has very little distributional impact, reducing inequality
by 3 percent (A-coefficient). This reduction corresponds to introducing a
proportional tax of 3 percent and then increasing each household's per capita
consumption by an equal share of ths total tax revenue. In other words the
transfer to each household is equal to 3 percent of the mean consumption per
capita ('efore taxes). A similar increase in female wages increases the mean
level of the household's per capita consumption by 4.9 percent, while the level
of inequality is not influenced. This result corresponds to increasing ccch
household's per capita consumption by 4.9 percent. Note that the relative
changes fn inequality are larger when inequality is measured by the Gini
coefficient than by the A coefficient, particularly vh(:, female wages are
increased by 20 percent. This means that the central part of the distribution
of rer capita consumption is more strongly influenced by wage changes than the
lawer part of the distribution.

Table 14: Changes in mean level and inequality in the d4.1,1tribution of per capita

household consumption as a result of wage inctements (percent change)

Mean level A-coefficient Gini coefficient

Base case 7,600 (in intis) 0.566 0.438

20 percent increase in female wages . . 5.3 2.1 3.2

20 percent increase in mate wages . . . 11.9 0.7

20 percent increase in both female and
male wages 11.6 -1.6

Female wage rates increased by 20
percent of the mean wage . . ..... 4.9 0 0.7

Male wage rates increased by 20 percent
of the mean wage 6.4 -3.0 -3.4

Male and female wage rates increased
by 20 percent of the mean wage 8.6 -3.0 -3.4
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Note that we only report aggregate effects here. We have also done

wage change simulations for a two-petaon family for the particular case in which

all the random terms are equal to zero and without any choice constraints. The

results are not reported here. (See Dagsvik and Aaberge, 1989). These

simulations demonstrate that the elasticities of hours are highly dependent on
the level of the wage rates. The reason the corresponding aggregate effects are
much smaller may be due to the large heterogeneity in wage rates and the fact
that in many families one or more persons are "stuck" in corner solutions, that
is, they participate at most in one sector. Such families are therefore lose
responsive towage changes than families where all members werk in both sectors.
In addition, restrictions on opportunities prompt a large number of corner
solutions.

5.2. Education effects

Table 15 shows the impact of education through the opportunity
probabilities. Hare the wage rates and the education variable (MAXED) in the
conditional profit function are kept unchanged. Thus we study the pure
opportunity" effect. Contrary to the wage simulations above, we obtain a large

effect from increased education. If female education is increased by one year,
female participation in the wage sector increasus by 9.2 percent. The change in
the participation rate in self-employment, however, is within the simulation
error mergin. If male education is increased by one year, participation in wage
work increases by 3.4 percent, and remains unchanged for the self-employed. If

the minimum education for females is increased to nine years, female participa-
tion in the wage sector increases by 19 percent. When males' level of schooling
is increased analogously, male participation in the wage sector increases by 3.9

percent. The cross effects appear to be negligible.

Table 16 reports the impact of increased education on labor supply.
Here only MAXED is kept unchanged. In other words the increase in schooling
affects both wages and the choice set of work positions. The first line
demonstrates that the wage effect seems to be smell compared to the impact
through the opportunity probabilities. In Table 15 we found that the corre-
sponding female participation rate increased 18 percent, or only 3.5 percentage
points less than we obtained by increasing minimum schooling to nine years
without keeping the wage rate fixed. The subsequent effect on mean hours of work
in the wage sector is a 25.6 percent increase for females and a 2.7 percent de-
crease for males. The corresponding increase in the conditional mean hours given
participation in the wage work sector for females is 3.3 percent. The other
income and cross effects on hours are small. The mean wage earnings for females
increases dramatically to 42.6 percent.

If the mirCmum level of schooling for males is increased to nine
years the impact on labor supply is much less. In thia case participetion in
wage work rises 5.6 percent for males and falls 3.5 percent for fenalas. Mean
hours of wage work increase 6.7 percent foe males and decline 4.4 percent for
females. Other income and croe effects on labor supply are small. Wages
increase by 14.8 percent for males and fall by 5 percent fee females. But the
total effect on household income is larger than it was when the minimum education
for females was raised to nine years.
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Table 15: Effects of education on sector-specific participation rates when
wages are fixed (percentage change)

Base case

S. tor-s ecific artici ation rates
Wage work

0.32 0.62

Self employment

0.34 0.35

One year of additional schooling
for females 9.2 -1.4 0 0

One year of additional schooling
for males -1.3 3.4 0 -0.6

One year of additional schooling
for both males and females 7.6 2.4 0 -0.9

Nine years of schooling as a laver
1.A.mit for females 19.0 -1.0 0 -0.3

Nine years of schooling as a lower
limit for males -1.3 3.9 0 -0.9

Nine years of schooling as a lower
limit for both males and females 18.0 3.5 0 -1.2

Table 16: Changes in participation rates, annual hours of work, earnings and
consumption as a result of additional schooling and subsequeo::
increase in wage rates. (percentage changes from base case)

Percentage increase

Sector spe-
cific an- ieage

Sector specific nual hours earnings Wage
participation of work (un-(.incondi- earnings

conditio- (intis)
rial)*)

Wage work SiTT7-- Wage work Self-
employment employment

14

Consumption
(intis)

Base case 0.32 0.62 0.34 0.35 414 1,165 414 492 2,300 8,100 17,900 27,800

Nine years of schooling as
tower limit for females . . 21.5 -1.8 1.2 -0.6 25.6 -2.7 -1.5 0 42.6 -2.0 8.4 6.5

Nine loars of schooling es
lower limit for males . . . -3.5 5.6 0 -1.7 -4 4 6.7 0 -3.5 -5.0 14.8 11.2 7.6

Nine years of schooling as
lower limit for both maker
and females 19.0 3.7 0.9 -1.4 20.5 3.0 -1.2 -2.4 33.9 11.1 ;7.3 11.2



- 158-

When both males and females have
female participation and mean hours in wage
amount as in the "marginal" case reported in
participation and mean hours in wage work
respectively, which is much less than the
(second line).

at least nine years of education,
work increase by almost the same
the first line of Table 16. Male
increase by 3.7 and 3 percerit
response in the "marginal" case

We have also carried out simulations in which MAXED is increased.
The results (not reported here) show a very small impact on profits.

Earlier we concluded that the impact of wage changes on inequality

in the distribution of per capita consumption is modest. Table 17 demonstrates

that this is also the case when schooling is increased. In spite of a

considerable increase in mean per capita consumption, the reduction of inequality
in the distribution of per capita consumption is surprisingly small. Since the

changes in inequality are the same whether it is measured by the Gini coef-
ficient or the A-coefficient, we can conclude that changes in schooling have the

same impact on the lower part of the distribution of per capita consumpticn as

on the central part of this distribution.

Table 17: Effect of education on mean level and inequality in the distribution
of per capita consumption among households with& subsequent increase
in wage rates. (percentage changes from base case)

Mean level A-coefficient Gini coefficient

Base case 7,600 0.566 0.438

Nine years of cchooling as lower
limit for females 5.3 0 0

Nine years of schooling as lower
limit for melee 6.6 -1.8 -1.8

Nine years of schooling as lower
limit for both males and females . . 10.5 -3.0 -3.2

;';')
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6. Conclusion

The data show that male wages play a dominant role in household
consumption in Lima, while entrepreneurial income is the most important income
source in rural and in other urban areas. In Lima males wage earnings contribute
almost 40 percent of the household's consumption, which seems to reflect their
share of total household hours of work. For females the corresponding shares
are about 17 percent for both Lima and other urban areas. The same relationship

holds for rural areas. Despite the similarity, consumption is considerably leas

equally distributed than hours of work. This is also the case when we examine

the distribution of welfare. As an indicator of welfare we apply household
consumpt{on relative to an equivalence scale. This indicator accounts for some

of the heterogeneity in household demographic composition.

The estimated structural model departs from the assumption that the
members of a household behave so as to maximize a household utility function,
given available wark resources and production opportunities. The corresponding
econometric approach differs from the traditional labor supply models in the
literature. Our particular approach has the advantage of being well-suited for
taking into account latent opportaity constraints, the interdependence between
each person's activities in different sectors, and the interdependence between
household members. Since many households have more than two adults, this is a
major challenge.

It may not be obvious that the neoclassical type model esed in this
analysis is appropriate for examining Peru's labor market. The analysis rests

on the assumption that the data reflects the heterogeneity of preferences and

opportunities to a "large" extent. For example, it may be questionable if
essential background information about the heterogeneity in =stoma and value
systems across social classes, ethnic groups, and "professions" is reflected in

the data. It is also essential that the data on hours, participation and
economic variables are not corrupted by measurement errors. Such errors in
economic variables may occur if, for instance, household members are engaged in
black-market activities, or if a substantial part of the goods and labor markets
operates by trading services and goods without explicit prices. This is

particularly relevant in countries where inflation is high, as in Peru. Also

we assume that the average number of feasible wage positions with law (offered)

hours is the same as the number of feasible wage positions with high offered
hours. Under the assumption that there are no restrictions on hours of work in
the self-employment sector, it is possible to test this assumption.

If we are willing to accept the neoclassical point of departure as
well as the assumptions &pout the data and the choice environment, the estimatAln
results reported here demonstrate that the parameters are determined with

remarkable preeision and have the expected signs according to economic theory.
The model also reproduces the aggregate distributions of hours and coneumption
fairly well.

The simulation resulte for Lima demonstrate that proportional wage
changes have only a mall effect on behavior. It is also remarkable that the

wage increases have very little effect on the inequality ia the distribution of

per capita consumption. Even when wage rates are increased by the same amount
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the indirect effect is small. This increase does, however, moderately reduce
the inequality in the distribution of per capita consumption.

These simulation exercises show that it is very difficult to reduce
inequality in per capita consumption by changing wage and education policies.
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APPENDICES

APPENDIX A. Estimates of inequality based on the Gini coefficient

The tables below correspond wlth the following tables for the A-
coefficient: Table G1 corresponds to table 1, table 02 corresponds to the data
in table 6, and table 03 to table 3.

Table GI: Gini-Inequality in Distribution of Hours of Work for Males and Married
and Unmarried Females, by Region

males
Region (15-70) IT1 Marr

Peru .249 .362 .364

Lima .251 .404 .426

Other urban .275 .404 .415

Rural .231 .318 .312

rrimi-mt)
marr

.359

.379

.387

.328

Table G2: Gini-Inequality in Distribution of Hours of Work among Households,
by Region

Peru
Otner
urban Rural

0.344
(0.003)

0.349
(0.007)

0.351
(0.007)

0.320
(0.005)

Note: Numbers in parenthesis are standard deviations.

Table G3: Gini-ImAquality in Distribution of Per Capita Consumption among
Households and Persons by Region

Consumption by Pero Lima
Other
urban Rural

Households .787 .567 .830 .843

(.043) (.021) (.068) (.048)

r ,r;Ins .789 .553 .835 .835

(.020) (.010) (.030) (.023)

Note: Numbers in parenthesis are standard deviations.
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REEDIlLia_afintoraft
The model used here follows the definitions in the Peru Living Standards

Survey. We record information on the two most important jobs held by each
individual in the last seven days and in the last 12 months prior to the survey.
Therefore annual hours of work and wage earnings are defined by (A.1) and (A.2).

Table Al: Measures of annual hours of work and wage earnings

Last 7 days
Weekl. Weekly Weekly
hours wags Number hours

of work earnings of weeks of work

Last 12 months
Weekly
wage Number
earnins of weeks

ob . . . h1 k1 ri

Second job . . . h3 k3 r3

aw

h2 k2 r2

k4 r4

and

A2.

4

Annual hours of work E ri hi

4

Annual wage earnings . E ri ko

(A.1)

(A.2)

To illustrate we show thrtte possible outcomes of ho h2, ri and r2 in Table

Table £2: Three exemples of observations of main jobs in the course of 12 months

Outcome

Last 7 days Last 12 months

Weekly Weekly
hours Vumber hours Number

of work of weeks of work of weeks

1 40

2 0

3 40

50
0

28

0

40

30

0

50
24
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Based on wage earnings and annual hours of work, wage rate is given by:

*moo rate n ual_earn nee
Annual hours of work in wag. sector

Table £3 shows how profits from farm and non-farm production are measured.

Table £3: Measure of Profits from Farm and Nonfarm Production

Farm Nonfarm

Revenue

Expenses

TOTREV

EXFARM (TOTINP
TPTLIVST)

Value added PROFARM
TOTREV EXPFARM

REVCONS

EXPENSES (TOTAL MTHLY
EXPENSES*HO. MTHS ENTER-
PRISE OPEN IN LAST YEAR)

PROFITS REVCONS - EXPENSES
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1111ENWIEigarli

Figure 1. Observed and simulated distributions of annual hours of work for
females living in rural areas.
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Figure 2. Observed and simulated distributions of annual hours of work for

males living in rural areas.
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Figure 3. Observed and simulated distributions of per capita consumption among

households living in rural areas.
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Figure 4. Observed and simulated distributions of hours of work for

females living in Lima

Frequency
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Figure 5. Observed and simulated distributions of hours of work for

males living in Lima
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Figure 6. Observed and simulated distributions of per capita consumption

among households living in Lima
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CHAPTER 5

FERTILITY DETERMINANTS IN PERUI A QUANTITY-QUALITY ANALYSZS'

Marcia Schafgans

1. Introduction

The economic modal of marital fertility discussed in this chapter
is a one-period, full-certmin'oe modal, that seeks to explain the number of

children born and the "quelity' of those children.

The framework appleel the quantity-quality model initiated by Becker
(1960) and uses data from the ro1.34 Living Standarde Sueeey (1985-1986). The

model assumes that parents maximiee thRir joint utility, which is a function of
the number of children, the quality par child, and the quantity of goods they

consume. Educational attainment is a prowl, for the quality per child.

One shortcoming of this approach as well as many other models based

on the 'new home economics theory' is its staticity. The data used in this
analysis, however, do oet permit a dynamic analysis of fertility. The long time-

horizon of fertility eacisions also poses problems in defining the 'lifetime

income' variable in the fertility model. Furthermore, the model does not
incorporate uncertainty with respect to contraceptive failure, randomness of the
sex of children, and mortality experience, all of which influence the number of

chi14ren (see Rosenzweig and Schultz 1987, and Cochrane and Zaehariah 1983).
The available data for this type of research generally do not include information
on the types of family planning services that are available. Last, the
interactlen between husband and wife in deciding on the number and quality of
children (baretleing process) has not been taken into account (see Maneer and

Brown 1980).

Over the last decade fertility in Peru has doclined about 23 percent

(ENDES 1986). The drop has not been evenly distributed, however, with urban
areas recording a sharper 31 percent decrease in fertility, and rural areas
showing a 15 percent decrease. Women in Peru have 4.1 children on average at
the end of their reproductive cycle, with 3.1 in urban areas, and 6.3 in rural
areas. If Peru is to reduce fertility while effectively improving the quality
of all children, it is of major importance to understand what factors influence

parents' decisions on the quantity and quality of children, and what are the
tradeoffs between them. Some of these factors, including age, education, inceme,

Marcia Schafgans is a graduate student at Yale and is a consultant to the
Women in Development Division of the World Bang's Population and Human Resources

Department.
The author is grateful to Jorge

Herz, Henan Jacoby, Shahid Rhandker,
participants of the World Bank seminar
for her editorial assistance.

Castillo-Trentin, Indermit Gill, Barbara
T. Paul Schultz, Morton Stelcner, and
for helpful discussions and Eleanor Berg
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location (urban or rural), and infrastructural variables are discussed here.

The models show the following results:

The number of children born increases monotonically with female age,

at a decreasing rate for older women.

O There is a negative relation between the mother's education and the

number of children, and a positive relation between the mother J and

the children's education.

Higher levels of female and male hourly wages, unearned income, and

household expenditures per adult are correlated with fewer children

and higher levels of child education.

Rural parents have more children, and the demand for cnildren's

education is lower than in urban areas.

The distance to a family planning center (a proxy for the price of

contraception) showed no effect on the number of children, though

it has a negative effect on the quality of children.'

O The distance to secondary school (a proxy of the cost of education)

had a negative effect on the number of children, but no effect on

education.

The chapter is structured as follows. First, we give a short history

of the fertility model and describe the economic model of the determinants of

fertility and the estimation strategy. Section 3 discusses the empirical results

and tests several hypotheses. Sect.Lon 4 examines several simulations and
discusses the implications for pol:.ry measures to improve household welfare.

Last, Section 5 reports the conclusions.

2. The Economics of Fertility

The systematic development of the economics of the family dates from

the late 1950s when Leibenstein (1957) and Becker (1960) addressed the

determinants of fertility behavior within the framework of consumer theory.

According to Becker, fertility decisions are economic in that they

involve a search for an optimum number of children in the face of economic

limitations. Becker holds that parents derive fulfillment from the number of

children, the quality of those children, and the quantity of goods consumed, but

are constrained by their lifetime income. In his original approach little was

said about the opportunity costs of childbearing. But recognizing the economic

importance of the close connection between women's labor-force participation and

their levels of fertility, Becker (1965), as well as other economists (such as

Mincer 1963), later built the o-portunity cost of women's time into the theory.

No information is availa a on what family planning services are o.:fered

at the centers.
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Women's parenting responsibilities (more than men's) compete with other
activities, such as labor force participation. Later papers further elaborated
on the basic model. Willis (1973) developed.a theoretically complete model of
the demand for children, and others introduced such elements as uncertainty and
educational aepirat1ons (see Michael and Willis 1975, De Tray 1973, and Becker
and Lewis 1973).

Proponents of Becker's 1960 article frequently refer to it as the
new home economics model (Chicago School). An alternative theory, developed by
Easterlin (1969), synthesizes economic and sociological approaches to fertility.
This model, quite consistent with the new home economics model, is more
elaborate. It introduces a wide range of questions associated with the °supple
side of fertility, ir, which biological and cultural factors determine the natural
fertility of the population and define the upper limit to family size.

The model discussed in the next section follows Becker's demand-
driven quantity-quality approach.

2,..,1Aie_iocinanEcontnte of Fertility

This analysis is a one-period, full-certainty model that seeks to
explain the number of children ever born to married women over the life-cycle,
and the quality of those children. It is assumed that parents maximize their
joint utility function, which is believed to have three arguments (Becker 1960):
the number of children (C), the quality per child (0), and the quantity of goods
they consume (G), or,

Max U(C,Q,G) (1)

The technology of household production is described by linear
homogeneous production functions of the form:

C

Q Q(N/C, T,,q/C, Tcq/C)

G G(X1,Tm.g,Tr.1)

(2)

The inputs consist of market-purchasable commodities, xi, and available time of
each parent, Tm, where i=C,Q and G, and j=m (male) and f (female).

The total time that men and women have for various activities,
including market wage work T1 is restricted by their lifetime hours, T, as

follows:

T = Tmc + Tmi + Tmg + Tm, = T, + Tc4 + Tr.g + T, (3)

It is generally accepted that Tc+Tmq < Tro, + to account for the fact that in

the production of child services, S = C*Q, women's time is utilized more
intensively.

The total potential income constraint parents face, evaluated in
terms of shadow prices of commodities, is:
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I a TWm + TWr + V PO fecC + itgQ*C + ffiG

where:

(4)

irci2 TWm + Trxit + pcx,

yr4Q*C TmqW, + TOt + pqx
xisia = TmWm + Trpr + ploy

The shadow prices iTeoreand ws refer respectively to the number of children, the
quality of thous children, and other goods; it is the market wage rate of parent

1; and Po Pg, and Ps are the prices of market inputs associated with each
function argument.

Maximization of the joint utility function (1) subject to the
production functions (2) and the lifetime income constraint (4) yields first-
order necessary conditions for an (assumed) interior maximum, fromwhich demands
for C, Q, and G can be obtained as functions of total full income, and the prices

of time and market inputs. These first-order conditions are:

t',, - 8 orc + gqQ) ... 0

U4 - 6ff4C = 0

Uu - 5irg - 0
arcc + arip*C + ffiG - I = 0,

where 6, the Lagrange multiplier, is nonnegative. Full income is a function of

nonlabor income, V, and the prices of parental time. Therefore we can write thr

demand functions for the number and quality of children and household commodities
as:

C = C(WoW,,,,ppeps,V)
Q = Q(WoWnopoPePI,V)

G =
(5)

In the production of child services, it is assumed that parents can

substitute quality for number of children (quality-quantity interaction

hypothesis).

LlEMPLIKIPAI_EpagitiPat ion

To estimate the reduced forms for children ever born and the quality
of those children, the price equations for market inputs pc, IN, and, ps need to
be specified in terms of observable variables.

In this analysis it is assumed that ps is constant across families

in the same period, whereas la, is assumed to vary with the age of the mother, her
education, the degree of urbanization, and distance to a family planning center2.

Due to differences in the risk of pregnancy it is hypothesized that the number

of children increases with the age of the mother (the biologic&I capacity

2 Father's education is not included as it is highly correlated with the

education of the mother (R2=0.8).

1 n I
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effect). In Peru, older woman on average married earlier in life than the young
women do, thereby lengthening their fertile period./ Besides from the wealth
and time-price effects of education on the quantity of children, high levels of
education are poetulated to be associated with fewer children as a result of a)
lower child mortality and fewer unwanted children; b) better knowledge and
practice of family planning;' and c) increased child spacing./ The fact that
higher education is positively associated with the age of marriage also supports
the assumed negative relationship between fertility and women's education.'
Furthermore, because of differences in the possibility of child employment and
the cost of locally produced public and private goods, it is hypothesized that
the cost of raising children is lower in rural and other urban areas than in
Lima. Last, the distance to a family planning center, which give, us a proxy
of knowledge concerning methods of contraception, is expected to be positively
related with the number of children; if a family planning center is far away it
is less likely that the woman will be informed about methods of contraception.

The price of market inputs for child quality, pe is also assumed to
vary by degree of urbanization as well as with the distance to the nearest
secondary school.' Because of higher productive benefits of children in rural
areas, it is assumed that the quality of children will be lower in these areas.
The distance to the nearest secondary school, an indication of the accessibility
of schooling, is also taken as a proxy of the opportunity cost of education in
rural areas; the farther the distance, the less likely the parents will invest
in the children's education.

The analysis uses two alternative specifications. The first model,

/ The ENDES (1986) showed that 37 percent of all women of fertile age (15-
49 years old) married (or started living together) before they were 20 years old;
the percentage rises for older age cohorts. Appendix table A.1 reports the age
at the first conjugal union.

4 In 1986 46 percent of married (or cohabiting) women were using a method
of birth control. The rhythm method is preferred. Modern methods, especially
the pill and the IUD, are used mainly by women between 25 and 34 years old, and
sterilization i more common among women between 35 and 44 years old. Table A.2
reports the contraceptive use by women in Peru. only 19 percent of married or
cohabiting women with no education use contraception, versus 39, 62, and 69
percent of women, respectively, with primary, secondary and post-secondary
education. (ENDES 1986)

5 The questionnaire does not contain information on availability or use of
contraceptives.

6 In Peru the median age of first , onjugal union for women between 25 and

50 years with no education is 18.7. For women with primary, secondary, and post-
secondary education, the age is 19.1, 22.2, and 25.3 years, respectively. (ENDES

1986)

7 Most villages in rural areas have A primary school. Distance to primary

school, therefore, is not considered a cost of children's education.
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subsequently referred to as model If conforms to the dencription given in

Section 2.1 above. It uses the potential male and female hourly market wage

(opportunity cost uf their time) and unearned income, respectively denoted as

Wm, Wu and V. The other specification (model II) instead uses total household

expenditures per adult. This alternative definition of income better corresponds

to the lifetime horizon of fertility decisions. It is based on the fact that

fertility decisions are probably not particularly responsive to tranoitory

variations in household income (Schultz 1988), and wilt therefore be more closely

associated with a more permanent concept of income. Total household expenditures

are used as a proxy for permanent income because they tend to fluctuate less over

the life cycle than current income.

The evidence from both time-series (e.g. the demographic transition)

and cross section analysis (e.g. the numerous studies showing that families with

high status have fewer children than do low status families) indicates a negative

relationship between income and fertility. As Mincer (1963) points out, the

adverse substitution effect of in.:erne on fertility (the price of a child
increases as the opportunity cost of child care rises) tends to outweigh the

favorable income effect (the family's resource constraint relaxes).

The coat of a woman's time, or opportunity cost, is determined by

her market wage rate, Wu becaese of the assumed interior solution in lifetime

hours of work. An increase in her market wage increases the price of children,

which nulucos the quantity demanded. As it is generally accepted that the
production of child services (S e C*Q) utilizes women's time more intensively

than male time, one can expect a less negative (perhaps even a positive) effect

of the cost of male time on fertility compared with the cost of female time

(Rosenzweig and Evenson 1977).

Income is expected to increase the quality per child since the

expenditure that the parents consider to be necessary is likely to rise with

income (Duesenberry 1960).

The following two sections describe the estimation methods applied

to the reduced form equations of the quantity and quality of children.

2.3 Estimation of the Ouantitv of Children

This equation uses several econometric approaches: ordinary least

equares, a Poisson count model, and a sequential logit model.

The ordinary least squares model has been used frequently in

fertility analysis. It estimates the number of children using the linear model

yeX'fiee, in which y equals the number of children, X is a matrix of the exogenous

variables, p the parameter vector, and c a disturbance term (including

nonobservable variables like tastes) which is normally distributed with mean zero

and variance 02. A major shortcoming of using the ordinary least squares model

is that the number of children is not a continuous variable with a full range

of values (including negative), as assumed by this specification.

In qualitative response models, also known as quantal, categorical,
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or discrete models, the endogenous variables take on only discrete values.; Two

cases can be distinguished: one in which the dependent variable, y, is

categorical, and another in which y is a noncategorical variable. In categorical

discrete models, individuals are grouped in different categories (for example,

0 children, 1 child, 2 children and so on) whereas in noncategorical discrete

models the endogenous variable denotes the number of children born during a fixed

time interval. If we assume that the number of children is a noncategorical

variable, then a Poisson regression (estimated using the maximum likelihood

method) would be an appropriate approach. Thus the number of children ever born

can be thought of as a process that generates a number of chang.ea

a fixed interval of time. The model can be expressed as:

Pr( y, )

Yt
exp ( -a, ) a,

1ft I

The parameter of the Poisson distribution, a, is assumed to be log-linearly

dependent on the explanatory variables, or,

The Poisson distribution model, however, also has some drawbacks.

First, its usefulness is limi;ed by the fact that the variance is equal to the

mean. Second, pirths canrot occur independently eince a per'od of at least nLne

months must elcpse between them, although in a low feicility population this

problem qhould be less serious (Schultz 1988). A final limitation of the Poisson

model is tne assumption of a constant (through time) rate of birth arrivals.

Reducing the fixed time interval (for example, to five or ten years before the

suiNey) would reduce this error.

Alterratively, the sequential response model ascumes that the number

of children is a categorical variable. Underlying this method is the assumption

that parents make the decision of having C children sequentially, first deciding

whether or not to have children at all, then deciding to have more than 1 child,

and ao on.9 This model can be maximized by repeatedly optimi-.ing the likelihood

functions o: dichotomous models. Carliner et al (1980) used a sequential logit

model for fertility where the dependent variableP are the natural logarithms of

the odds of having at least j+1 children for families having at least j children.

Thus,

y3 = log (odds of having at least j+1 children) = X31/33,

where Xi and A respectively represent the exogenous variables and the logit

coefficients from the regression run on the sample of women with at least j

children.

9 An extensive survey on these models can be found in Amemiya (1981) and

Maddala (1983).

9 According to Leibenstein (1957), the early decision in a family-building

experience may be irrational or unplanned, and rational decisions need be assumed

only for marginal children.
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latimatiocirenh
An unresolved issue in many papers dealing with the relaticnsh1p

between the family and the welfare of its children is the operational definition
of child quality. Frequently, though, educational attainment oi the children
is taken as a proxy of child quality (see for example Chernichovsky 1981, De Tray
1978 and Rosenzweig and Wolpin 1980). In this chapter the reduced form equation
of quality is estimated using various techniqees, with the years of child
schooling normalized by age as the dependent variable.10 In addition to using
ordinary least squares (OLs), the error components method and fixed effect method
are used.

In the error components model the observations for the quality of
children are pooled by households. The justification for the model lies in the
fact that the behavior of the disturbances over the child quality is likely to
be different from the behavior of the disturbances over households. The model

assumes that children with the same characteristics (age and sex) have equal
quality, provided that households have the same endowments and tastes. The

regression equation for this type of approach can be written as:

= fi + Pi XI.' + I 32X ih.2 + + fikxuNk E koki

where i=1,2,..,C refers to a child of a particular household h=1,2,..,H; yo, is
an observation on the dependent variable, years of schooling, for the ith child

of household h; fiwo h=1,..,H, are the intercept terms that are assumed to be
different for each child but constant over households; xl.h is an observation of
the kth explanatory variable for the child i of household h; Pky kel,..,K, are the

slope coefficients and are assumed to be calstant by household and children; and
elA is the random error.

For testing purposes we also estimated a variant of the error
components model, known as the fixed effect model, where the intercept terms are

assumed fixed. These household fixed parameters, /30,h, are assumed random, i.e.

e + uh, with uh independent identically distributed random variables with
mean zero and constant variance. They are expected to be influenced by
characteristics of the household, like mother's education, income, degree of
urbanization, and infrastructural variables. The variables that influence
intrahousehold variation in the level of education, flh, k=1,...,K, are the age

and sex of the children. The model is estimated using the generalized least
squares (GLS) procedure.

3. Empirical Results

Information on live births is based on interviews with 4,102 women,

15 to 50 years old, randomly selected in each household." The analysis is

° For every child between 7 and 20 years old, the years of schooling
normalized by age, c, ie calculated by dividing the actual years of schooling
of the child,
Q41, by the average years of schooling for the child's specific age, TQ., , i.e.:

" Misca:riages and still births are excluded.

/
4 J
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confined to the subgroup of married (or cohabiting) women who are currently
living with their spouses. The sample comprises 2,494 women, with 26 percent
(650) residing in metropolitan Lima, 29 percent (733) in other urban areas, and

45 percent (1,111) in the rural areas."

The means and standard deviations of the variables used in the
empirical analysis are shown in table A.3. The dependent variables in the
analysis are the children ever born and the years of schooling of those children

normalized by age. The reduced form quality equation is estimated only for
children between the ages of 7 to 20 years old living both in or outside the
household.

Within this framework of analysis, the female and male hourly wages
and the household expenditures per adult are endogenously determined variables.

We usa a two-stage estimation to calculate the reduced forms for the number of

children and children'a education, and generate predicted values using various

instruments. For the hourly wages, separate wage equations are estimated for

men and women by region, with corrections for sample selectivity (see Chapter

Two). These estimated equations are used to provide a potential wage -- the wage

predicted as obtainable in the wage sector.° The total household expenditures

per adult14 (aged 15 years and over) are instrumented using husband's age,
education, training, and unearned income.15 Table A.4 gives the OLS estimation.

3.1 Ouantity

Table 1 reports the OLS estimates of the quantity equation for all

Peru, Lima, ocher urban areas, and rural areas. Because all OLS regressions

exhibited heteroscedasticity, White's (1980) heteroscedastic-consistent
covariance matrix is used in calculating the t-statistice. An F-test on the OLS

regressions found significant structural differences at the .01 level of

significance between urban and rural subsamples. The test did not detect
significant structural differences between Lima and other urban areas even at

the .05 level of significance."'

" The total randomly selected group consisted of 4,102 women, of whom 2,630

were married (or cohabiting). For 2,500 women a matched spouse was available,

but six were excluded for data reasons.

" See Chapter Two (Khandker) for regression results.

" Food expenditures including food and self-supply expenditures and food
expenditures outside the household, and nonfood expenditures, include semi-
durables and durables, fuel expenditures, rent, and utilities.

" Includes miscellaneous income items such as interest, dividends, rentals,
pensions, unemployment benefits, alimony, children's allowance, and insurance.

" Because of structural differences between Lima and other urban areas in

the quality regressions, the subsamples considered are nevertheless: Lima, other

urban areas, and rural areas.



- 180-

Takao 1: Ordinary Least Squares estimates for the number of children born

Model

Variable

Peru Lima Other
urban

Rural Peru Lima Other
urban

Rural

Constant -6.352 -2.049 -4.277 -7.925 -7.901 -3.613 1.416 -0.333 -7.598 -8.685

(10.865) (1.874) (3.870) (9.972) (7.777) (3.310) (0.773) (0.201) (4.198) (3.600)

Mother's age 0.529 0.312 0.449 0.627 0.625 0.503 0.317 0.389 0.629 0.631

(14.328) (4.474) (6.423) (11.786)(9.280) (13.110) (4.243) (5.492)(11.472) (9.045)

Mother's age -0.508 -0.261 -0.416 -0.606 -0.609 -0.483 -0.278 -0.337 -0.611 -0.621

squared (8.779) (2.323) (3.971) (7.139) (5.660) (8.061) (2.347) (3.156) (7.050) (5.620)

Mother's years -0.205 -0.285 -0.210 -0.077 -0.104 -0.196 -0.268 -0.251 -0.066 -0.094

of schooling (6.404) (4.236) (2.997) (1.444) (1.271) (5.803) (3.821) (3.738) (1.223) (1.243)

Mother's years 0.005 0.007 0.005 -0.011 -0.009 -0.000 0.004 0.004 -0.015 -0.011

of schooling squared (2.222) (1.796) (1.401) (2.277) (0.955) (0.168) (1.160) (1.110) (3.393) (1.603)

Mother's wage -0.211 -0.079 -0.210 -0.058 -0.026

hourly (5.161) (1.183) (2.757) (0.843) (0.155)

Father's wage -0.025 -0.025 -0.023 -0.006 0.039

hourly (1.290) (1.006) (0.513) (0.215) (0.701)

Unearned income -0.016 -0.006 -0.015 -0.049 -0.043

('000 intis) (3.156) (1.080) (1.353) (3.489) (4.123)

Household expenditures -0.420 -0.568 -0.460 -0.074 0.126

per adult (logs) (2.483) (2.055) (1.763) (0.233) (0.297)

Distance to secondary school -0.065 -0.064

(1.609) (1.604)

Distance to family planning 0.013 0.013

(1.249) (1.265)

Other urban areas 0.520 0.498

(5.059) (4.880)

Rural areas 0.868 0.874

(6.836) (6.299)

Observations 2494 650 733 1111 692 2494 650 733 1111 .

R2 0.497 0.384 0.437 0.478 0.474 0.491 0.385 0.433 0.476

Note: The t-statistics (in absolute terms) are in parentheses, They are cot. Tttl,

for heteroscedasticity using the White heteroscedastic-consistent cove..ri,oce

matrix.
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For all subsamples the number of children ever born increases
monotonically with mother's age at a decreasing rate for older women. This can

be the result of two factors. First, delayed marriage by younger women
effectively shortens their active reproductive cycle. Second, the relatively

younger women have not fully completed their fertile cycles and are likely to

bear more children in the future.

The education of the mother is, as hypothesized, significantly

negatively related to the number of children. In the rural areas the reduction

in the number of children is stronger with each additional year of schooling;
in urban areas, the reduction is approximately linear. In Lima one additional

year of schooling reduces the number of children by about 0.27 births at the
mean; in other urban areas by 0.25, and in rural areas by 0.09 births.

Female and male hourly wages, as well as uneareed income, generally
decrease the number of children. Female hourly wages rqduce the demand for
children significantly in Peru and in other urban areas, while unearned income
reduces it in Peru as a whole and in rural areas. The point estimates of the

female's cost of time (that is, wage) show a stronger negative effect on
fertility than the cost of male time, another expected result as noted earlier.
Significant differences occur only in Peru as a whole and in other urban areas.

The parameters of total household expenditures per adult also suggest a

significant negative effect of income on the number of children. Only in rural

areas is this negative effect insignificant. The income elasticities of demand
for children in all Peru, Lima, and other urban areas are -0.10, -0.18, and

-.12, respectively (that is, a 100 percent increase in the household expenditures
per adult decreases the demand for children by 10, 18, and 12 percent

respectively). The observed negative wealth elasticities of demand for the
number of children, however, both in model I and II in Peru (except in rural
areas), do not necessarily mean that the number of children, in the conventional

sense, is an inferior commodity. The actual wealth elasticities simply may
differ from the observed ones (quality-quantity interaction hypothesis) (Willis
1973).

The estimates for the degree of urbanization are significant and of

the expected sign. The lower cost of raising children in rural areas combined
with the higher productivity benefits of children in rural areas are reflected
in a larger number of children per family. At the mean, parents in other urban
areas and in rural areas respectively have 0.5 and 0.9 more children than parents

in Lima.

The infrastruetural var:.ables, distance to the nearest secondary
school and distance to a family planning center, do not sinificantly influence
the number of children (though they are of the expected sign). The distance to

the near' It secondary school, a proxy of the COW- of quality, is negatively

related to the number of children; the distance to a family planning center,
a proxy for the cost of children, is positively related to the number of
children.

The Poisson count estimates and the sequential logit estimates of
the reduced form for children ever born are reported in tables 2 and 3. In the

appendix the sequential logit estimates are given by regions (nee tables A.5 to
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A.8). The parameters in these tables reflect the marginal effects, which are
comparable with the OLS results.

Little difference is found between the OLS fine, the Poisson count
results. The magnitude of the effects change little and the signs of the effects
generally do not change. In Peru as a whole, however, education squared shows
a significant negative effect both in model I and II, implying a stronger
reduction in the number of children as a result of an increase in the mother's
education than in the OLS results. The significance of the income variables in
all of Peru and in other urban areas disappears in the Poisson regressions.
Additionally, the distance to secondary school significantly reduces the number
of children in rural Peru.

The logistic fertility results are also generally similar to the OLS
results. Both imply that the effect of education on fertility ie negative and
significant at most parity levels, and the age, or biological capacity, --yffect
is positive and significant.

The logistic fertility results, however, do uncover some interesting
nonlinearities. For instance, parents in other urban and rural areas without
children do not perceive a significantly higher probability of tha first child
than parents in Lima, whereas those parents with at least one child have a higher
probability of an additional child than 'corresponding parents in Lima. This is
consistent with the fact that for Peru as a whole, only 1.6 percent of women at
the end of their reproductive cycles are childless. Although the OLS regressions
imply that unearned income does not significantly affect the number of children
in urban areas, the bivariate logit estimates do reveal a significant reduction
in the probability of the first child in Lima and the fourth child in other urban
areas as a result of an increase in unearned income. In rural areas the
household expenditures per adult significantly increase the probability of the
first three children and reduces that of the fourth child, a nonlinearity not
captured in the OLS results.

3.2 Quality

Table 4 shows the OLS estimates of the quality model. White's (1980)
heteroscedastic-consistent covariance matrix is used again as these regressions
also exhibited heteroscedasticity. An F-test showed significant structural
differences at the .01 level of significance between urban and rural subsamples,
and between Lima and other urban areas.

The results show that boys have significantly more education than
girls of the same age in Peru as a whole, in other urban areas, and in rural
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Table 2: Poisson Count estimates for the number of children born (dependent

variabln)

Model 1

Peru

Variable

Lima Other

urban

Rural Peru Lima Other

urban

Rural

Constant -10.131 -5.470 -6.873 -13.535 -13.448 -8.539 -2.814 -4.587 -14.115 -15.168

(11.792) (3.308) (4.086) (9.520) (7.370) (6.521) (1.310) (1.950) (6.518) (5.232)

Mother's age 0.781 0.474 0.615 1.081 1.085 0.773 0.500 0.599 1.074 1.080

(16.121) (5.062) (6.271) (13.575) (10.804) (16.383) (5.767) (7.107) (13.383) (10.790)

Mother's age squared 0.890 -0.513 -0.681 .1.256 -1.264 -G.882 -0.549 -0.665 -1.246 -1.257

(13.381) (4.058) (5.142) (11.434) (9.155) (13.582) (4.641) (5.710) (11.273) (9.165)

Mother's years -0.100 -0.146 -0.148 -0.001 -0.049 -0.090 -0.124 -0.148 0.007 -0.037

of schooling (3.166) (2.563) (2.348) (0.009) (0.524) (2.752) (2.153) (2.514) (0.110) (0.434)

Mother's years -0.006 -0.003 -0.001 -0.022 -0.017 -0.009 -0.003 -0.001 -0.02 -0.021

of schooling squared (2.197) (0.593) (0.126) (2.979) (1.218) (3.501) (0.815) (0.365) (3.950) (2.071)

Mother's wage -0.082 0.005 -0.071 -0.087 -0.091

hourly (1.499) (0.065) (0.633) (0.658) (0.289)

Father's wage -0.012 -0.020 -0.005 0.014 0.054

hourly (0.512) (0.707) (0.101) (0.270) (('.656)

Unearned income -0.015 -0.005 -0.017 -0.060 -0.034

(1000 intis) (1.400) (0.421) (0.882) (2.026) (0.387)

Household expenditures .0.256 -41.49) -0.333 0.101 0.299

per adult (logs) (1.448) (i.102) (1.022) (0.323) (0.720)

Distance to secondary school -0.057 -0.056

(2.043) (2.002)

Distance to family planning 0.C11 0.011

(1.153) (1.165)

Other urban areas 0.597 0.571

(5.171) (4.928)

Rural Areas 0.928 0.904

(7.475) (6.383)

Observations 2494 650 733 1111 692 2494 650 733 1111 692

Pseudo R2 0.!04 0.143 0.158 0.195 0.191 0.204 0.144 0.158 0.194 0.191

Note: Reported coefficients are the marginal effect of the independent

variable, i.e. 11;*exp(X'11), where 11, is the Poisson estimate. The t-statiiltics

(in absolute terms) are in parentheses.



MIINNIMMI11.1011. .111111

- 184-

Table 33 Sequential Sivariate Legit estimates for the number of children born
(dependent variable) in Peru as a whole

IIMINMELIM

Model
PARITY

Variable N=0 N=1 N=2 N=3 N=4 N=0 N=1 N=2 N=3 N=4

Constent -9.394 -10.841 -7.996 -9.917 -11.274 -10.747 -10.621 -8.569 -5.331 -12.101

(6.871) (9.136) (6.665) (6.437) (5.639) (3.755) (5.112) (4.634) (2.452) (4.481)

Mother's age 0.702 0.727 0.515 0.567 0.611 0.698 0.725 0.503 0.612 0.589

(7.702) (9.542) (7.136) (6.342) (5.430) (7.534) (9.452) (6.970) (6.859) (5.244)

Mother's ago squared -0.884 -0.888 -0.601 -0.646 -0.703 -0.886 -0.885 -0.587 -0.716 -0.676

(6.023) (7.435) (5.662) (5.086) (4.517) (5.958) (7.431) (5.517) (5.656) (4.353)

Mother's years 0.173 -0.092 -0.205 -0.134 -0.082 0.156 -0.089 -0.216 -0.094 -0.084

of schooling (2.123) (1.427) (3.954) (2.473) (1.382) (1.851) (1.332) (4.009) (1.667) (1.362)

Mother's years -0.020 -0.005 0.002 -0.000 -0.004 -0.020 -0.006 0.002 -0.003 -0.008

of schooling squared (3.595) (1.251) 0.500) (0.100) (0.808) (3.984) (1.477) (0.567) (0.686) (1.720)

Mother's wage -0.064 -0.017 0.001 -0.042 -0.116

(hourly) (0.574) (0.210) (0.015) (0.606) (1.338)

Father's wage 0.078 0.002 -0.015 -0.038 0.009

(hourly) (1.222) (0.050) (0.574) (1.275) (0.242)

Unearned income -0.036 0.008 0.006 -0.028 -0.011

(1000 intis) (3.189) (0.540) (0.563) (2.295) (0.639)

Household expenditures 0.258 -0.033 0.114 -0.867 0.161

per adult (logs) (0.578) (0.106) (0.448) (3.090) (0.470)

Other urban areas 0.364 0.649 0.605 0.552 0.529 0.320 0.643 0.636 0.511 0.537

(1.240) (3.498) (3.891) (3.225) (2.502) (1.118) (3.512) (4.102) (2.985) (2.544)

Rural Arels 0.179 0.871 0.619 0.980 0.851 0.190 0.858 0.688 0.737 0.997

(0.537) (3.789) (3.314) (4.855) (3.745) (0.512) (3.325) (3.301) (3.308) (3.832)

Pr (having N+1 children) 0.956 0.885 0.795 0.765 0.753 0.956 0.885 0.795 0.765 0.753

Pseudo R2 0.217 0.269 0.204 0.213 0.173 0.208 0.268 0.204 0.213 0.174

Observations 2494 2385 2111 1678 1283 2494 2385 2111 1678 1283

01111

Note: Reported coeffiuients are the marginal effect of the independent
variables, i.e. fi1*P*(1-P), where I is the logit coefficient and P is the
probability of having one or more additional children. The t-statistics (in
absolute terms) are in parentheses.
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Table 4: Ordinary Least Squares estimates for the quality of children

4odel

Variable

II

Peru Lima Other
urban

Rural Peru Lima Other
urban

Rural

Constant 1.319 1.556 1.898 0.746 0.535 -0.858 1.055 -0.121 -2.768 -3.331

(10.698) (7.165) (8.622) (4.035) (2.202) (3.366) (2.646) (0.287) (6.626) (6.725)

Mother's years 0.070 0.026 0.C22 0.101 0.108 0.056 0.023 0.007 0.078 0.077

of schooling (11.365) (2.292) (1.844) (8.603) (6.602) (8.441) (2.010) (0.613) (6.612) (4.821)

Mother's years -0.002 -0.000 0.000 -0.005 -0.009 -0.003 -0.000 0.001 -0.004 -0.007

of schooling squared (4.153) (0.007) (0.029) (3.258) (4.422) (5.791) (0.627) (0.671) (2.860) (3.543)

Mother's wage -0.024 -0.014 0.001 -0.013 0.045

hourly (2.627) (1.198) (0.072) (0.753) (1.364)

Father's wage 0.022 0.003 0.033 0.054 0.077

hourly (5.235) (0.562) (3.781) (4.969) (4.363)

Unearned income 0.004 0.002 0.007 -0.008 0.007

('000 intis) (1,318) (1.403) (1.197) (0.608) (0.372)

Household expenditures 0.350 0.077 0.342 0.608 0.687

per adult (logs) (9.460) (1.361) (5.334) (9.372) (9.224)

Age child -0.066 -0.073 -0.134 -0.022 -0.008 -0.071 -0.075 -0.136 -0.027 -0.010

(3.578) (2.243) (4.003) (0.790) (0.216) (3.869) (2.288) (4.085) (0.964) (0.294)

Age child squared 0.002 0.003 0.004 0.001 0.000 0.003 0.003 0.005 0.001 0.000

(3.531) (2.408) (3.687) (0.821) (0.219) (3.882) (2.449) (3.875) (1.011) (0.322)

Sex child -0,061 -0.005 -0.055 -0.089 -0.084 -0.060 -0.005 -0.058 -0.086 -0.084

(1=female 0=male) (3.992) (0.189) (1.982) (3.835) (2.946) (3.924) (0.167) (2.072) (3.772) (3.011)

Distance to secondary school 0.005 0.007

(0.851) (1.077)

Distance to family planning -0.004 -0.004

(5.035) (4.483)

Other urban areas 0.086 0.110

(4.174) (5.276)

Rural areas -0.177 -0.052

(6.951) (1.845)

Number of children 4421 999 1236 2186 1355 4421 999 1236 2186 1355

Number of parents 1706 425 484 797 489 1706 425 484 797 489

R2 0.232 0.039 0.128 0.132 0.101 0.242 0.039 0.134 0.152 0.125

Note: The t-statistics (in absolute terms) are in parentheses. 'Alley are

corrected for heteroscedasticity using the White heteroscedastic-consistent

covariance matrix.
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areas, with the largest difference occurring in the rural areas." Interestingly,
there were no significant gender differences in school attendance in Lima. These
results are consistent with enrollment ratios in Peru shown in Chapter 1. In

the rural areas the normalization of education has ruled out all age effects of
differences in education between children; in urban areas, however, the quality
of children initially decreases by age and increases afterwards.

As expected, the quality of children Ls positively related to the
education of the mother. The relation appears linear in urban areas and
nonlinear in rural areas, where a mother's education increases her children's
education at a decreasing rate.

The results of model I suggest that the father's wage has a pcsitive
effect on children's education. Unearned income also increases children's
education, but its effect is relatively minor. The opportunity cost of a woman's
time does not significantly affect the quality of her children, except in all
of Peru. The negative effect of women's wages on children's education may be
caused by the structural differences that exist between the subsamples
considered. An increase in household expenditures per adult significantly
incr ases the quality of children. The income elasticities of the demand for
children's education for all Peru, other urban areas, and rural areas at the mean
are 0.34, 0.27, and 0.75 respectively. As income increases, therefore, parents
will increase the quality of their children, supporting the hypothesis that the
expenditures per child that parents consider necessary rises with income.

The urbanization dummies show a significant negative effect in rural
areas on the demand f'Jr children's education, and important positive effect in
other urban areas. The need for children on the farm might account for the lack
of interest in education in rural Peru. At the mean, the quality of children
in rural areas is about 36 percent lower than that of children in urban areas.
And since there is little difference between the quality of children in Lima and
in other urban areae, the significant positive parameter for the other urban
areas dummy might merely reflect structural differences between the quality
regressions for Lima and other urban areas.

The distance to secondary school/ which can be considered an
opportunity cost for child quality, reduces the quality of children, though the
effect is not strong. The distance to a family planning services center, which
is a direct cost of the number of children, is negatively related to the quality
of children.

Table 5 presents the results of the error components model. The
Hausman test did not reject the hypothesis that the error components model was
the right specification (at the .01 level of significance) compared against the
fixed effect model. These generalized least squares results are very similar
to the OLS estimates. The magnitude of the effects shows little change, and the
signs remain the same.

An P-test, however, did not show structural differences at the .05 level
of significance between boys' and girls' subsamples.
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Table St Th Error Components Model estimates for the quality of children

Model

Variable

II

Peru Lima Other
urban

Rural Peru Lima Other
urban

Rural

Age child -0.054 -0.067 -0.129 -0.011 0.000 -0.056 -0.069 -0.129 -0.014 -0.001

(3.875) (2.488) (4.856) (0.531) (0.004) (4.047) (2.566) (4.886) (0.647) (0.051)

Age child squared 0.002 0.003 0.004 0.000 -0.000 0.002 0.003 0.004 0.000 -0.000

(3.391) (2.505) (4.120) (0.354) (0.099) (3.568) (2.560) (4.200) (0.465) (0.043)

Sex child -0.058 -0.004 -0.060 -0.086 -0.093 -0.057 -0.003 -0.061 -0.083 -0.092

(1mfemale Ommale) (4.242) (0.140) (2.324) (4.143) (3.514) (4.174) (0.098) (2.376) (4.031) (3.490)

Constant 1.286 1.540 1.888 0.710 0.513 -0.815 1.061 -0.012 -2.717 -3.256

(13.192) (8.979) (11.170) (5.394) (2.843) (2.268) (2.189) (0.022) (4.794) (4.716)

Mother's years 0.069 0.028 0.016 0.099 0.108 0.055 0.026 0.002 0.075 0.078

of schooling (7.432) (1.841) (1.018) (6.561) (4.554) (5.693) (1.624) (0.123) (4.887) (3.414)

Mother's years -0.002 0.000 0.000 -0.004 -0.009 -0.002 -0.001 0.001 -0.003 -0.007

of schooling squared (2.537) (0.101) (0.341) (2.432) (2.594) (3.748) (0.635) (0.929) (2.319) (2.162)

Mother's wage -0.030 -0.023 0.005 -0.018 0.045

hourly (2.188) (1.353) (0.186) (0.726) (0.778)

Father's wage 0.021 0.002 0.028 0.050 0.072

hourly (3.237) (0.370) (2.269) (3.857) (3.340)

Unearned income 0.003 0.001 0.008 -0.017 -0.007

('000 intis) (1.237) (0.542) (2.182) (1.145) (0.304)

Household expenditures 0.333 0.071 0.320 0.589 0.668

per adult (logs) (6.115) (0.993) (3.748) (6.344) (5.946)

Distance to secondary school 0.008 0.010

(0.986) (1.210)

Distance to family planning -0.005 -0.004

(2.080) (1.858)

Other urbar areas 0.078 0.100

(2.323) (2.970)

Rural areas -0.200 -1.074

(5.134) ..709)

Number of children 4421 999 1236 2186 1355 4421 999 1236 2186 1355

Number of parents 1706 425 484 797 489 1706 425 484 797 489

R2 0.198 0.183 0.190 0.106 0.090 0.202 0.183 0.119 0.116 0.102

Hausman Test X2(3) 5.051 3.143 0.777 6.662 1.437 5.051 3.143 0.777 6.662 1.437

Note: The t-statistics (in absolute terms) are in parentheses.
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3.3 Ouality-Ouantity Interaction

All calculated elasticities of the demand for quality and quantity

are given on table 6." The observed income elasticities are shown first.
Assuming no changes in the marginal cost of the number and quality of children,

the income effects indicate that parents generally substitute quality for

quantity as income increases. Since quality and quantity enter multiplicatively
into the household budget conatraint, this substitution of more quality for less
quantity of children will change the price of the number of children relative
to quality of children. For instance, if the income-elasticity of quality is
greater than the income-elasticity of quantity, then an increase in income will

tend to increase ratio Q/C. This will then tend to increase the cost of the
number of children relative to the quality of children, pc/pq, which will induce
a further substitutlon of quality for the number of children." Table 6 confirms
that t).e income elasticities of the demand for quality are higher than the demand
elasticities for quantity (although the 90 percent confidence interval of the
elasticities of the demand for quality and quantity for unearned income generally

overlap). This points to a substitution of quality for quantity as income
increases. In other urban areas, for instance, a 1 percent increase in household
expenditure:a per adult increases the ratio Q/C by 49 percent, which causes the
cost ratio pc/pg to rise by the same percentage.

Table 6 also givee price elasticities corresponding to the mother's
education (assumed to be a cost of the number of children, pb) for model II.)2

These are given by the uncompensated price elasticities.21 The compensated price
elastxities measure the percentage change in number (or quality) of children
caused by a given percentage change in p, mother's education, holding utility,
pg, and other prices constant. These are also called the own- (or cross-)

011IMIDMIIIMP 41/..lb

3 For calculAting these elasticities, the OLS estimates of the quantity
regressian have been reestimated using the same sample as in the quality
regression. The result of these estimates are in appendix table A.9. An F-
test pointed to structural differences between these two samples at the .05
level of significance.

" See Becker and Lewis (1974), Willis (1974), and Rosenzweig and Wolpin
(1980) for details of this quantity-quality interaction.

23 Using the Slutsky equation, the uncompensated price effect of the mother's
education on quantity and quality can be decomposed in a substitution price
effect and an income effect:
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in which su is the substitution effect of the price change and (-Vg1/6y) the
income effect of the price change.

21 In observing the low price elasticity of the demand for children in rural
areas, it should be noted that this point estimate is enclosed in the interval
estimates for Lima and other urban areas.
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Table 61 Elasticities of the demand for quantity and quality

Variable

Quantity Quality

Peru lima Other Rural Peru Lima Other Rural

urban urban

Income elasticities J

Unearned income -0.001 (-0.001) (-0.002) -0.004 (0.003) (0.002) (0.006) (-0.002)

(Model I) I-.001,.006)(-.00,.00531-.002,.0153I.007,.0033

Household expenditures -0.12 -0.17 -0.15 (-0.07) 0.34 (0.06) 0.27 0.75

(Model 11) I-.19,-.05I I-.32,-.023 I.28,.401 (-.01,.133 (.19,.353 I.62,.883

Uncompensated price elasticities :

Mother's education -0.17 -0.52 -0.27 -0.02

(Model 11) I-.84,.053 I-.56,.023 I-.09,.003

0.13 0.13 (0.06) 0.15

(.07,.203 I-.10,.293 (.08,.223

Cost of parental time (Model 1)

Mother's wage -0.09 (-0.08) -0.14 -0.03 -0.06 (-0.05) (0.004) (-0.03)

(hourly) I-.13,-.043 [-.21,.053 1,-.27,-.023I-.06,-.003 I-.10,-.023 I-.11,.04 I-.09,A0] I-.08,.031

Father's wage

(hourly)

(-0.02) (-0.05) (-0.07) (0.01) 0.09 (0.01) 0.13 0.17

(-.05,.01] [-.14,.04] I-.16,.Q31 I.06,.113 (-.03,.053 I.08,A93 (.11,.223

Distance to secondary school'

(Model I)

Distance to family planning center'

(Model I)

Compensated price elasticitiesh :

(-0.02)

I-.04,.011

(0.01)

Mother's education -0.56 -1.21 -0.90 -0.02

(Model II)

(0.02)

I-.01,.043

-0.03

0.34 0.13 0.31 0.35

(.25,.451 (-.12,.467 (.11,.64I I.25,.463

Cost of parental time (Model I)

Mother's wage -0.11 0.00 -0.14 -0.24 -0.06 0.00 0.00 0.00

(hourly) I-.18,-.04) I-.28,.08] I-.35,.013I-.41,-.073 I-.11,-.003 i-.11,.033 (-.10,.173 I-.13,.053

Father's wage

(hourly)

-0.03 0.00 0.00 -0.32 0.09 0.00 0.13 0.17

I-.12,.012 I-.26,.06II-.56,-.07] (.06,.15] C.04,.26]

Distance to secondary school

(Model I)

Distance to family planning center

(Model 1)

0.00 0.00

I-1.01,.06I f-.07,.131

0.01

I-2.14,.153

-0.03

I-.15,.167

Note: The figures in brackets present the interval estimates of the elasticities, which are calculated using the 90

percent confidence interval boundaries for each individual parameter. The figures in parentheses are elasticities

calculated using parameters that are not significant at the 10 percent level of significance.

4 The elasticities for these variables are calculated using the reduced rural sample size.

Only parameters at the 10 percent significance level are used in calculating the point estimates of the
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substitution elasticities. In Peru as a whole the own-substitution elasticity
of the mother's education is -0.56, and the cross-substitution elasticity is
0.34. Consequently, a 1 percent increase in mother's education (holding constant
for utility and other prices) decreases the demand for children by 0.56 percent
and increases the demand for children's education by 0.34 percent. The positive
sign of the cross-substitution elasticities indicates that the number of children
and children's education are substitutes. The 90 percent confidence intervals
are all above zero, except for Lima. The income effect of the price increase
on the demand for quantity is positive, whereas the effect is negative on the
demand for children's edAcation. Comparing the point estimates of the
compensated price elasticities of the demand for quantity with those for quality,
we find a further substitution of child quality for number of children as
mother's education increases (quantity-quality interaction).

Table 6 also gives the uncompensated and compensated price
elasticities of parental time for the quantity and quality of children using
model I. These indicate that parents demand more quality against less quantity
as the cost of parental time increases (although the 90 percent confidence
intervals for mother's cost of time usually overlap). The compensated cross-
price elasticities indicate that the father's and mother's labor force

participation are substitutes for the number of children, and father's labor
force participation and the quality of children are complements. As the cost
of parental time increases, the opportunity cost of child care rises; thus, as
parents spend more time in market activities, the demand for children falls.
An increase in the father's opportunity cost of child care will increase his time
in market activities and his demand for children's education. As expected, the
mother's cost of time hae a stronger effect on the number of children than the
father's cost of time, though the latter has a larger effect on children's
education than the former. The compensated price elasticities of the demand
for children are smaller than those of the demand of children's education, which
suggests a further substitution of quality for quantity as the parental cost of
time increases.

The uncompensated and compensated price elasticitiec lf the distance
to the family planning center indicate that parents demand more education per
child and fewer children as the distance to family planning centers decreasee.
The own-substitution elasticity of the distance to a family planning center is
positive, 0.1, and the cross-elasticity is -.03, which again indicates that the
number of children and children's education are substitutes (although both 90
percent confidence intervals do enclose values of the opposite sign).22 The

relative magnitudes of these point estimates of the compensated price
elasticities indicate a further substitution of education for the number of
children as the distance to a family planning center falls.

n The distance to a family planning center is a negative influence on the
cost for the number of children; that is, the farther the distance the more
children demanded.
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The ultimate objective of policy measures is to alleviate poverty
and improve household welfare. Reducing fertility and increasing the amount of
education help achieve this goal. Given the demand for children and for
children's education are jointly determined by the parents, policies that
directly affect the number or quality of children will induce tradeoffs, as
noted in the previous sectiun. It is important to take these tradeoffs into
consideration when evaluating the direct effects of these policies.

In table 7 we examine the direct effect of several, policies on the
number of children, children's education, and child services.a These policies
include increasing women's education by two years, expanding family income
(unearned income by 600 intis or expenditures per adult by 200 intis), raising
the hourly wages of the parents 0.6 intis, or improving the accessibility to
family planning services by two hours of travel time.24 Columns 1 through 5 i-
the table give the simulation results using the model I specification, ane
columns 6 through 8 using model II. Assuming no changes in the marginal cost
of the number and quality of children, the results in all regions show that a
two-year increase in the mother's education reduces demand for children more
sharply than alternative policies. Similarly, the most significant increase in
the children's education is a result of an increase in the mother's education.
Supposing that parents try to maximize their children'e education, however, its
increase is not strong enough to compensate for the reduced number of children
in Lima and in other urban areas. Increasing the mother's education by two years
at the mean reduces the combined quality of all of her children (child services).
In rural areas, the increase in the mother's education improves the combined
children's education more than any of the other policy variables. An expansion
in the household expenditures per adult, which has little effect on reducing
fertility, does induce a stronger rise in the combined children's education.
In all-Peru the same reasoning holds, although the differences between the policy
outcomee are greatly reduced. In other urban areas an increase in the family's
financial resources, particularly the household expenditures per adult, or

raising the parents' hourly wages (particularly the father's), tend to increase
the combined children's education more than an increase in the education of the
mother. In Lima the policies examined do not lead to an increase in the combined
children's education, although they do imply a drop in fertility and an increase
in children's education.

As discussed in the previous section the impact of the interaction
between quality and quantity will generally cause a further substitution of
education for the number of children as the mother's education increases, the
cost of parental time increases, the family's unearned income or household
expenditures per adult increase, or the distance to a family planning center

a Child services are defined as the quality of all children in a household,
that is, quantity multiplied by quality. For comparison of figures see average
per capita household expenditures, by region, in Chapter One (Schafgans), Table

A13.

24 On average, a household has three adults ag 3 years and over.
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decreases. The impact on the combined education of all children in a household
will depend, of course, on the relative changes in quality and quantity caused
by the induced change in the marginal costs. If, for instance, the quality
increases relatively more than the demand for children falls, the effect of the
proposed policies will be stronger. Further research on this point is vital.

5. Conclusions

During the last decade fertility has dropped 23 percent in Peru with
urban areas recording an even larger decrease of 31 percent. Women still have

on average 4.1 children in all Peru, 3.1 in urban areas, and 6.3 in rural areas.

This chapter has identified the factors influencing the demand for
children and the demand for the education of children by married women in Peru
in 1985-1986 as well as the possible trade-offs between them. The framework for

this analysis was a one-period, full-certainty model, in which parents maximize
their joint utility function.

The results show that unearned income as well as higher household
expenditures per adult mean smaller families with better-educated children. The

results are consistent with other findings, and imply that parents substitute
quality for quanticy as the income in the household rises. This negative income
effect is reinforced by the income elasticity of quality being greater than the
income elasticity of quantity. A rise in income will tend to increase Q/C, which

induces a rise in pc/pq (quality-quantity interaction hypothesis).

According to prior expectations, educated mothers appear to have
fewer and better educated children. One reason may be due to lower child
mortality. Moreover, these mothers might have fewer unwanted children due to
a knowledge and proper use of modern family planning practices. The compensated
cross-price elasticities of mother's e0.ucation for the demand of quality are
positive, which indicate that quality and quantity are substitutes. The mother's
education own-price elasticities of demand for children (negative) are smaller
than the cross-price elasticities, which indicates a further substitution of
children's education for the number of children as the mother's education
increases.

The demand for more child education and fewer children appears to
coincide with increases in the cost of parental time. The cost of the mother's
time has a stronger impact on the number of children than the cost of the
father's time, while the latter has a stronger impact on children's education
than former. The elasticities of the demand for children are smaller than those
of the demand for children's education, which implies a further substitution of
education for the number of children as the cost of the parent's time increases.

Rural areas have a higher demand for children and less demand for
children's education than urban areas. Thik, finding reflects the higher
productive benefits and lower costs of chi' Iren in rural areas. The distance

to a family planning center (a proxy of the price of contraception) had no effect

on the quantity of children, but a negative effect on the quality of children;

the distance to secondary school (a proxy of the cost of education) showed a
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Table 7: Simulation results: Effects on the quantity of children, quality of
children, and children's services'

Model I Model II
1

(1) (2) (3) (4) (5) (6) (7) (8)b I 1

Increase in;

Years of schooling 2 . . . 2 .

Unearned income (intis) . 600 . . . .

Mother's hourly wage (intis) . . 0.6 . . .

Father's hourly wage (intis) . . . 0.6 .

Household expenditures per adult(intis) . . . . . 200 .

Distance family planning center (hrs) . . . -2 -2

Averages

Peru

Quantity 5.00 5.38 5.28 5.37 4.95 5.20 5.38

Quality 1.13 1.04 1.02 1.05 1.10 1.14 1.04

Child services 5.67 5.60 5.41 5.65 5.43 5.93 5.59

Lima

Quantity 3.59 3.96 3.92 3.95 3.54 3.83 3.96

Quality 1.31 1.26 1.25 1.26 1.29 1.28 1.26

Child services 4.71 5.00 4.90 4.98 4.57 4.88 5.00

Other urban areas

Quantity 4.49 4.77 4.66 4.74 4.38 4.61 4.77

Quality 1.31 1.27 1.27 1.29 1.30 1.35 1.27

Child services 5.89 6.07 5.92 6.10 5.68 6.22 6.05

Rural

Quantity 6.12 6.43 6.43 6.52 6.75 6.15 6.34 6.61 6.51(6.65)

Quality 0.96 0.80 0.80 0.84 0.76 0.92 1.03 0.78 0.81(0.77)

Child services 5.85 5.16 5.14 5.48 5.15 5.64 6.55 5.16 5.26(5.14)

Note: Figures in parentheses are averages for the reduced rural sample.

' Child services are the total quality of the children in a household, that is,

(quantity*quality).

b The effects from these simulations are calculated using the reduced rural sample

size.

2
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negative effect on tne nunber of children hut no impact on the children's
education.

The different eetimation methods applied tc the quantity or quality
reduced form did not alter the results drastically. Generally the magnitude of
the effects change little and the signs of the effects do not change. The
Poisson estimates did, however, produce a stronger reduction in the number of
children through an increase in the mother's education than the OLS regressions,
and also displayed a lower significance of the income variables. The bivariate

logit estimates uncovered the following interesting nonlinearitiest a) parents
in rural areas without children do not exhibit a significantly higher probability
of having a first child than parents in urban areas, in contrast to the
probability of parents with children having an additional child; and b) household
expenditures per adult in rural areas increase the probability of the first three
children and reduce the probability of the fourth child.

The simulations showed that increasing the mother's education
influenced the demand for children and their education by more than any of the
other policy variables.2s In rural areas and Peru as a whole, however, this
increase also has the greatest impact on the combined children's education in
a household (child services). In other urban areas an increase in family
resources, particularly the expenditures per adult, or a raise in the parents'
hourly wages, tend to improve the combined children's education by more than the
effect of increasing the education of the mother. In Lima the policies examined
here do not lead to an increase in children's services, although they do
demonstrate a decline in fertility and an improvement in children's education.

23 The simulations were performed under the assumption that the marginal
cost of the demand for children and children's quality is constant.

211
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Table A.1: Percentage of women by age of first conjugal union

Age of First All 15-19 20-24 25-29

Conjugal Union

Total 100.0

Single 35.2

Ever married' 64.8

Younger than 15 4.0

15-17 18.8

18-19 14.3

20-21 10.3

22-24 9.7

25 or older 7.7

Observations 4,999

100.0 100.0 100.0

87.1 51.1 23.5

12.9 48.9 76.5

2.4 2.3 3.5

7.7 1 17.9 21.3

2.8 15.7, 16.8

9.8 1 14.7

- 3.2 14.1

- 6.1 1

1,104 940 808

Age group

30-34 35-39 40-44 45-49

100.0 100.0 100.0 100.0

9.9 5.2 3.1 4.1

90.1 94.8 96.9 95.9

4.8 6.1 5.5 6.9

21.9 22.4 23.3 29.2

17.3 18.7 19.8 19.3

15.6 14.6 12.3 14.0

16.1 16.5 18.0 12.5

14.4 16.5 18.0 14.0

688 577 489 393

Source: ENDES 1986
Note: Figures below the line correspond to cohorts with incomplete experience.
Includes married, cohabiting, divorced, and separated
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Table A.2 s Percentage of married women using various methods of contraception

Age Total

Modern Method Traditional Method

Pill IUD Injec-

tion

Vagi- Condom Sterilization

nal' Female Mate

Rhythm Withdraw Others Observations

Total 65.1 22.1 11.6 8.9 8 9.7 6.1 0.0 39.8 18.8 9.2 2,900

15-19 42.0 6.9 2.3 4.6 1.5 5.3 0.0 0.0 26.0 16.8 3.8 131

20-24 64.2 21.2 10.3 7.9 5.1 7.9 0.0 0.0 38.0 19.2 8.7 416

25-29 70.3 25.6 14.e 12.5 9.4 12.8 1.6 0.0 42.7 23.0 9.8 562

30-34 71.8 28.7 16.2 10.4 10.9 10.9 5.8 0.0 46.8 21.3 8.8 568

35-39 u7.1 22.7 12.7 9.8 9.2 10.0 10.8 0.0 40.2 17.8 11.6 490

40-44 65.1 20.9 8.9 7.4 7.6 S.J 13.5 0.0 40.5 17.7 7.6 407

45-49 51.8 12.6 4.9 4.0 5.5 5.8 8.3 0.3 28.5 10.1 10.1 326

Source: ENDES 1986.
Note: Includes women cohabiting with their suses
Diaphragm, speimicide
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Table A.3: Sample means and standard deviations

Variable

Peru Other Urban Rural_
Standard
Deviation

Mean Standard
Deviation

Mean Standard

Deviation

Mean Standard

Deviation

Mean

Children ever born 4.256 2.892 3.102 2.211 3.786 2.505 5.240 3.145

Quality of children
Years of schooling* 1.039 0.583 1.260 0.445 1.268 0.523 0.808 0.580

Age 33.010 8.100 33.251 7.451 32.838 8.082 32.984 8.472

Years of schooling 5.040 4.352 7.785 3.826 6.663 4.221 2.363 2.985

Female hourly wage 2.848 1.890 3.940 2.114 3.585 1.758 1.723 1.024

Mate hourly wage 4.220 2.885 6.348 3.152 4.754 1.964 2.622 2.224

Unearned Income 1.016 5.274 1.955 7.828 1.195 4.917 0.348 3.118

('000 intis)

Household expenditure

per adutt (logs)

6.417 0.439 4.807 0.314 6.603 0.327 6.066 0.263

Distance to secondary school (hours)
2.165 2.800

Distance to family planning center (hours)
4.887 9.283

Observations 2494 650 733 1111

(4421)b (999) (1236) (2186)

Years of schooling normalized by age.
The observations of children from parents with at least one child 7 years and older are in parentheses.
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Table A.4: Ordinary Least Squares estimates of total
household expenditures per adult (in logs)

Variable

Constant 4.821
(28.133)

Assets
Unearned income ('000 intis) 0.009

(3.419)
Husband characteristics

Age 0.061
(7.348)

Age squared -0.001
(6.836)

Years of schooling 0.070
(18.290)

Training 0.114
(3.361)

Degree of urbanization
Other urban areas -0.088

(2.463)

Rural areas
(7.948)

Total household expenditures (logs)
Mean 6.416
Standard deviation (0.784)

R2 0.311
Observations 2463

Note: The t-statistics (in absolute terms) are in
parentheses.

215



- 199 -

Table A.5: Sequential Bivariate Logit estimates for the nudber of children born

in Lima

Model

Variable

Parity Parity

N=0 N=1 N=2 N=3 N=4 N=0 N=1 N=2 Nx3 N=4

Constant -8.984 -8.065 -1.487 -6.322 -6.364 -5.979 -3.013 1.694 -3.815 -8.156

(3.006) (3.605) (0.600) (1.807) (1.224) (1.131) (0.874) (0.509) (0.897) (1.353)

Mother's age 0.670 0.577 0.163 0.402 0.332 0.679 0.634 0.205 0.407 0.374

(3.321) (4.082) (1.124) (2.026) (1.147) (3.292) (4.493) (1.441) (2.106) (1.331)

Mother's age squared -0.720 -0.675 -0.120 -0.436 -0.368 -0.795 -0.728 -0.159 -0.453 -0.421

(2.187) (3.151) (0.578) (1.598) (0.948) (2.363) (3.393) (0.775) (1.701) (1.113)

Mother's years 0.157 -0.234 -0.311 -0.270 -0.034 0.093 -0.162 -0.265 -0.248 -0.062

of schooling (0.692) (1.659) (2.643) (2.306) (0.242) (0.396) (1.142) (2.259) (2.033) (0.445)

Mother's years -0.018 0.002 0.004 0.008 -0.014 -0.018 0.003 0.006 0.004 -0.009

of schooling squared (1.581) (0.204) (0.515) (0.912) (0.942) (1.571) (0.367) (0.861) (0.505) (0.841)

Mother's wage

(hourly)

Father's wage

(hourly)

-0.247 0.176 0.136 -0.106 0.096

(1.351) (1.271) (1.292) (0.836) (0.430)

0.070 -0.068 -0.042 -0.009 0.034

(0.810) (1.486) (1.088) (0.186) (0.507)

Unearned income -0.046 0.013 0.007 -0.007 -0.007

('000 intis) (2.799) (0.600) (0.402) (0.455) (0.407)

Household expenditures

per adult (logs)

Pr (having N+1 children) 0.952 0.821 0.675 0.603 0.609

Pseudo R2 0.265 0.203 0.144 0.146 0.090

Observations 650 619 508 343 207

-0.414 -0.984 -0.639 -0.420 0.209

(0.5)5) (1.951) (1.510) (0.887) (0.347)

0.952 0.821 0.675 0.603 0.609

0.233 0.204 0.144 0.145 0.088

650 619 508 343 207

Vote: Reported coe icients are t e marginal e ect o t e in epen ent varia

that is, 13i*P*(1-P), where B, is the logit coefficient and P is the probability

of having one or more additional children. The t-statistics (in absolute

terms) are in parentheses.
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Table A.6: Sequential Bivariate Logit estimates for the number of children born
in other urban areas

Model

Variable N=0 N=1

PARITY

N=2 N=3 N=4 N=0 N=1

PARITY

N=2 N=3 N=4

Constant -7.257 -8.582 -8.567 -6.581 -6.186 -2.585 -12.301 -10.917 -1.308 -3.991

(2.040) (3.869) (3.909) (2.372) (1.546) (0.444) (3.496) (3.501) (0.363) (0.839)

Mother' age 0.464 0.617 0.599 0.415 0.341 0.456 0.580 0.598 0.446 0.267

(1.821) (4.380) (4.481) (2.527) (1.481) (1.829) (4.328) (4.725) (2.900) (1.261)

Mother's age squared -0.328 -0.756 -0.748 -0.434 -0.317 -0.370 -0.690 -0.735 -0.499 -0.229

(0.723) (3.565) (3.939) (1.902) (1.011) (0.847) (3.310) (3.974) (2.293) (0.782)

Mother's years 0.483 -0.132 -0.323 -0.142 -0.083 0.481 -0.171 -0.323 -0.117 -0.106

of schoolinp (2.546) (0.906) (2.711) (1.299) (0.681) (2.651) (1.199) (2.852) (1.135) (0.904)

Mother's years -0.033 -0.004 0.008 0.003 -0.001 -0.034 -0.003 0.008 0.001 -0.005

of schooli,lp Jquared (2.936) (0.484) (1.265) (0.479) (0.141) (3.131) (0.350) (1.295) (0.178) (0.635)

Mother's wage -0.233 -0.104 0.017 -0.055 -0.269

(hourly) (0.695) (0.625) (0.124) (0.372) (1.253)

Father's wage -0.032 0.198 0.067 -0.086 0.096

(hourly) (0.188) (1.921) (0.914) (1.258) (1.113)

Unearned income -0.022 0.021 0.002 -0.069 -0.059

('000 intis) (0.894) (0.628) (0.114) (2.035) (1.036)

Household expenditures -0.749 0.751 0.398 -0.953 -0.145

per adult (logs) (0.868) (1.429) (0.904) (2.011) (0.250)

Pr (having N+1 children) 0.960 0.875 0.774 0.706 0.682 0.960 0.875 0.774 0,706 0.682

Pseudo R2 0.214 0.223 0.176 0.150 0.171 0.212 0.218 0.176 0.141 0.163

Observations 733 704 616 477 337 733 704 616 477 337

Note: Reported coetficients are the marginal effect of the independent variable,
that is, al*P*(1-P), whAre 11, is the logit coefficient and P is the probability
of having one or more additional children. The t-statistics (in absolute
terms) are in parentheses.

27 7
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Table A.7: Sequential Bivariate Logit estimates for the number of children born

in rural areas

Model

Variable N=0 N=1

1

Parity

N=2 N=3 N=4 N=0 N=1

11

Parity

02 N=3 N=4

Constant -14.491 -9.165 -13.218 -14.611 -17.603 -17.248 -13.991 -5.821 -17.122

(7.209) (4.952) (5.357) (5.357) (4.090) (4.603) (4.326) (1.634) (4.180)

Mother's age 1.029 0.613 0.728 0.847 0.775 1.014 0.577 0.799 0.791

(7.385) (5.203) (4.968) (5.380) (6.124) (7.327) (4.897) (5.512) (4.953)

Mother's age squared -1.343 -0.733 -0.842 -1.026 -1.069 -1.323 -0.686 -0.954 -0.950

(6.091) (4.093) (3.905) (4.663) (5.365) (6.060) (3.834) (4.521) (4.256)

Mother's years n.a. 0.090 -0.091 0.106 0.000 -0.010 0.112 -0.118 0.057 -0.035

of schooling (0.779) (1.045) (0.977) (0.003) (0.077) (1.035) (1.359) (0.589) (0.341)

Mother's years -0.022 -0.008 -0.034 -0.015 -0.012 -0.028 -0.011 -0.014 -0.018

of schooling squared (1.945) (0.974) (2.299) (1.355) (1.140) (3.445) (1.527) (1.601) (1.568)

Mother's wage -0.175 -0.085 0.764 -0.012

(hourly) (0.933) (0.623) (1.966) (0.085)

Father's wage 0.042 0.020 -0.098 -0.061

(hourly) (0.588) (0.380) (1.388) (0.963)

Unearned income -0.006 -0.002 -0.136 0.054

('000 intis) (0.183) (0.071) (1.701) (0.384)

Household expenditur2s 1.387 0.472 0.900 -1.259 0.567

per adult (logs) (1.887) (0.812) (1.800) (2.390) (0.931)

Pr (having WO children) 0.956 0.929 0.869 0.861 0.825 0. 0.929 0.869 0.861 0.825

Pseudo R2 0.368 0.217 0.232 0.165 0.24u 0.368 0.221 0.219 0.164

Observations 1111 1062 987 858 739 1111 1062 987 858 739

14;117Ret-TT-17-e-tilleiciete marginal effect
i.e. Bi*P*(1-P), where B1 is the logit coefficient

having one or more additional children. The t-sta

are in parentheses.
not available

of the independent variable,
and P is the probability of
tistics (in absolute terms)

21 S
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Table A.8: Sequential Sivariate Logit estimates for the number of children born
in rural areas, with infrastructural variables

Model

Variable Ma0 Mal

PARITY

Ma2 Na3 Ma4 Ma0 Nal

II

PARITY
10,2 Na3 Ma4

Constant -12.888 -9.276 -16.683 -17.185 -21.119 -25.448 -19.213 -9.617 -18.327

(4.586) (3.916) (5.238) (4.661) (3.500) (4.223) (4.337) (1.985) (3.316)

Kutiwir's Age 0.761 0.598 0.956 0.941 0.805 1.073 0.582 1.018 0.940

(4.601) (4.034) (5.077) (4.496) (5.080) (5.554) (3.960, (5.432) (4.492)

Monier's Age squared -1.059 -0.722 -1.172 -1.156 -1.127 -1.413 -0.696 -1.267 -1.163

(4.008) (3.196) (4.302) (3.984) (4.503) (4.705) (3.127) (4.710) (4.011)

Mother's Years -0.208 n.a. -0.182 0.168 0.013 -0.280 0.461 -0.174 0.146 -0.075

of schooling (0.683) (1.320) (1.045) (0.076) (1.244) (2.474) (1.456) (0.991) (0.481)

Mother's Years 0.000 -0.002 -0.042 -0.008 0.018 -0.070 -0.009 -0.029 0.004

of schooling squared (0.001) (0.102) (1.854) (0.262) (0.676) (3.862) (0.734) (1.717) (0.186)

Mother's wage 0.631 -0.609 0.594 0.735

(hourly) (0.430) (1.114) (1.020) (1.146)

Father's wage 1.680 0.652 -0.125 -0.148

(hourly) (2.120) (2.605) (1.174) (1.238)

Unearned Income 0.853 -0.052 -0.039 0.023

(1000 intis) (0.448) (1.319) (0.750) (0.130)

Household expenditures 2.001 1.701 1.783 -1.231 0.344

per adult (logs) (1.949) (1.837) (2.617) (1.803) (0.442)

Distance to Secondary -0.061 -0.013 -0.017 -0.049 -0.064 -0.051 -0.010 -0.024 -0.046

School (0.923) (0.255) (0.314) (0.889) (0.968) (0.597) (0.193) (0.426) (0.839)

Distance to Family -0.008 -0.001 -0.001 0.013 -0.007 0.010 -0.001 -0.000 0.014

Planning Center (0.422) (0.047) (0.039) (0.560) (0.380) (0.263) (0.074) (0.017) (0.588)

Pr (having MO children) 0.954 0.941 0.666 0.857 0.834 0.954 0.941 0.868 0.857 0.634

Pseudo R2 0.284 0.240 0.263 0.158 0.264 0.392 0.231 0.263 0.153

Observations 693 661 622 540 463 693 661 622 540 463

Note: Reported coefficients are the
that is, 111*P*(1-P), where 31 is the
of having one or more additional chi
are in parentheses.
n.a.. not available.

marginal effect of the independent variable,
logit coefficient and P is the probability
ldren. The t-statistics (in absolute terms)
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Table A.91 Ordinary Least Squares estimates for the quantity of children

Model

Variable

_11
Peru Lima Other

urban

Rural Peru Lima Other

urban

Rural

Constant -2.107 6.460 2.469 -7.316 -7.446 1.989 10.739 7.867 -4.772 -5.437

(1.441) (2.219) (0.933) (3.522) (2.714) (1.034) (3.059) (2.569) (1.551) (1.322)

Mother's age 0.325 -0.120 0.134 0.640 0.641 0.302 -0.125 0.060 0.640 0.653

(3.912) (0.726) (0.880) (5.320) (4.040) (3.614) (0.752) (0.405) (5.302) (4.115)

Mother's age -0.255 0.306 -0.019 -0.648 -0.660 -0.230 0.304 0.061 -0.646 -0.676

squared (2.195) (1.326) (0.092) (3.841) (2.966) (1.972) (1.301) (0.292) (3.828) (3.046)

Mother's years -0.261 -0.323 -0.299 -0.140 -0.195 -0.231 -0.293 -0.326 -0.100 -0.185

of schooling (6.392) :3.987) (3.445) (2.079) (1.662) (5.362) (3.421) (4.002) (1.410) (1.566)

Mother's years 0.007 0.008 0.011 -0.009 0.003 0.001 0.005 0.009 -0.013 0.004

of schooling squared (2.326) (1.768) (2.291) (1.345) (0.164) (0.553) (1.052) (1.871) (2.198) (0.243)

Mother's wage -0.166 -0.082 -0.186 -0.133 0.071

hourly (3.419) (1.041) (1.849) (1.785) (0.296)

Father's wage -0.029 -0.030 -0.063 0.013 -0.000

hourly (1.220) (0.944) (1.194) (0.409) (0.004)

Unearned income -0.008 -0.003 -0.007 -0.129 -0.207

('000 intis) (1.391) (0.430) (0.802) (2.384) (1.476)

Household expenditures -0.635 -0.673 -0.693 -0.461 -0.358

per adult (togs) (2.797) (1.835) (1.949) (1.075) (0.636)

Distance to secondary school -0.051 -0.051

(1.088) (1.077)

Distance to family planning 0.019 0.020

(1.503) (1.529)

Other urban areas 0.593 0.524

(4.493) (3.991)

Rural areas 1.051 0.957

(6.427) (5.316)

Qbservations 1706 425 484 797 489 1706 425 484 797 489

R2 0.398 0.285 0.322 0.283 0.254 0.395 0.288 0.321 0.279 0.250

Note: Sample size is consistent with the quality regressions. The t-statistics
(in absolute terms) are in parentheses.
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CHAPTER 6:

GAINS IN THE EDUCATION OF PERUVIAN WOMEN, 1940 to 1980*

Elizabeth M. King and Rosemary Bellew

Over the past few decades, expaAing and improving the quality of
public education have been important components of the Peruvian government's
plan to accelerate economic development and redistribute income. This chapter
addresses the following questions: How rapidly have educational opportunities
and schooling levels changed over time? Have they become more equitably
distributed between men and women? Have women benefited from recent educational
policies as much as men? What other factors (for instance, family background
and community characteristics) explain variations in the levels of education
between men and women?

This chapter is organized as follows. We first trace the expansion
of education in Peru and discuss the patterns by gender. Section 2 presents an
empirical model of schooling choice within the family and defines the variables
used. Section 3 discusses the findings in light of educational change and
development, and Section 4 describes gender differences in the education of the
present generation.

1. Trends In Education

Educational opportunities in Peru have changed tremendously since
1940 as a result of major economic changes and reforms in education policy.'
In the early 1940. few Peruvians attended school. More than half of all adults
were illiterate (table 1);2 only one child in three was enrolled in primary or
lower secondary school (table 2). Moreover, raising school attendance wss
particularly aallenging since two-thirds of all Peruvians were scattered in
rural areas, and 35 percent of the population spoke only Quechua or Aymara--
the two main Indian languages--while the language of the schools Urtis Spanish
(Government of Peru 1981).

Elizabeth M. Ring is an economist at, and Rosemary Bellew is a
consultnat to, the Education and Employment Division of the World Bank's
Population and Human Resources Department.

' Due to a lack of data prior to 1950, most of the discussion pertains to
1950-1980. For these decades educational trends are traced by five-year periods
to capture the effects of different administrations on levels of educational
attainment. To explain variations in adult educational attainment, each five-
year period is matched with the birth cohort whose educational experience

corresponds to that period.

2 Among Latin American countries only El Salvador, Nicaragua, Honduras,
Bolivia, Guatemala, and the Dominican Republic had higher illiteracy rates than
Peru in the early 1940. (Drysdale and Meyer 1975).
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Table It Education of males and females, aged 15 and over, 1940-81

1940 1961 1972 1981

Percent literate 42 61 73 82

Males 55 74 83 9u

Females 31 48 62 75

Urban . 82 88 92

Rural 41 49 62

Mean years of_Ighooltag 1.9 3.1 4.4

Males 2.4 3.8 5.1 6.7

Females '..4 2.4 3.6 5.4

Highest level of education attended (percentage)
No school 58 39 27 16

Males 45 26 16 9

Females 69 52 37 23

Primary 34 48 48 42

Males 47 58 54 44

Females 27 38 42 40

Secondary 1 2 5 10

Males 6 14 24 35

Females 3 9 17 28

Postsecondary 1 2 5 10

Males 2 3 6 12

Females 0.3 1 3 9

Sources: Literacy Rates: Government of Peru 1981, Fernandez 1986.

Since that tine educational opportunities have expanded considerably.
Appendix figures 1A-33 show the rapid rise in enrollment and in gross enrollmeni.

ratios between 1950 and 1980. At the primary level the rise in girls' enrollment

came after the increase in boys' enrollment. In 1950 only 69 percent of all
girls were enrolled compared to 100 petcent of the boys.' At other levels the.*e

3 Gross enrollment ratios are computed as the ratio of total enrollment

to the population aged 6 to 11. When under- or over-age students are enrolled,
owing to repetition, early or delayed entry, or re-entry, the ratio can exceed
100 percent. On the other hand, net enrollment ratios exclude over- and under-

aged youths. They are computed as the ratio of 6- to 11-year olds enrolled in
school to the 6- to 11-year-old population. To gauge how these two ratios
differ, Peru's 1980 net enrollment ratio was 85 percent, compared to a gross
enrollment ratio of 115 percent. Therefore, in 1930, approximately 30 percent
of all students were either under- or over-age, but we do not know the ehare

attributable to repetition, delayed or early entry, or re-entry.
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Table 2: Percent of children aged 644 and 15-19 enrolled in school, 1940-81

Age Groups 1940 1961 1972 1981

Axes 6 to 14

30 58 78 90Total
Males 34 62 82 91

Femxler 26 53 75 88

Prban - - 90 96

Rural - - 63 79

Ages 15 to 19

17 33 49 56Total
Malec= 23 41 57 61

Females 11 26 41 52

Urban 54 63

Rural 17 24

Source: Government of Peru 1981, Fernandez 1986.

was less difference between males and females; educational opportunities were
still very limited for both sexes.

The data ;how that more girls who wore of school age during the late
1950. and 1960. (that is, cohorts born between 1950 and 1964) enrolled in primary

school them earlier cohorts. As a result enrollment ratios for L;irls rose from
65 percert.. in 1955 to 99 percont by 1970, narrowing the differeme in enrollment
between boys and girls. Males born bctween 1955 and 1964 show 1:he largest
enrollment increases, but since men began the 1950s with already high rates of
enrollment, their gains were far less dramatic than those achieved by women.

Educational gains were not limited tc primary education. In the

1960. more students went on to secondary school. Men and women born between
1950 and 1959 registered the largest proportional !mcreases in secondary school
attendance. Enrollment in higher education began a stron3 upward trend in 1960
that continued throughout the subsequent decade. lut at this level of education,
the gap between the percentage of nuaes and females enrolled wideneA..

Throughout the years of expansion, rural childrenwere less fortunate
than thcao iu urban areas, where many of the new schools were concentrated. In

1972 only 63 percent ! rural children aged 6 to 14 were enrolled in primary and
lower secondary schools, compared to 90 percent of urban youths. Opportunities
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for upper secondary and tertiary education were rare in rural communities; only
17 percent of rural youths aged 12 to 17 were enrolled in such schools, compared
to 54 percent of the same age grout) in urban areas (table 2). From 1970,
however, an increasing number of rur,..l parents sent their children to primary
and lower secondary school. By 1981 the gap in school attendance between urban

and rural children was closing. At the upper levels, though, rural residerts

made little progress. In 1481 only 24 percent of the relevaat school-age
population cttended an upper secondary or tert4ary institution, compared to 63
percent of their urban counterparts.'

Changes in education levels mirror these enrollment patterns. The

average years of schooling of purcons aged 15 aad above has increased steadily

aver time and the proportion of adults who did not attend achool has fallen from

58 percent in 1940 to 16 percent in 1981. The strong grewth in female enrollment
in primary school during the 60s and the trend toward secondary and higher

education are particularly evident. The proport.2.on of adult women whose formal
education stopped at primary school rose from 38 percent in 1960 to 42 percent
in 1972. By that time, 24 and 18 percent of all men and women, respectively,
had attended secondary school, compared to 6 and 3 percent in 1940. By 1981

these proportions rose by 10 percentage points, reflecting comparable enrollment
growth for women and men. Higher education showed a similar pattern.

We shall next examine the impact of school expansion policies on the
educationnl levels of men Irld women in the context of family resources and
preferences for schooling. ',nese infiuences add to our understanding of the
effectiveness oi policy reforms.

2. A Household Model of Education with Gender Difierences

The human capital thesry identifies the principal benefit from
educatio.L as raising productivity. In the workplace this increased productivity
tranelptes into higher earnings (Becker 1964, Mincer 1974); at hone it means more
pificient home production, suah as child card. (Gronau 1977). The hypotheses that

wre ilighly educated people learn (that is, produce even greater human capital)

more erfectively (Ben-Porath 1967), or are better able to deal with problems or
"disequilibria" in their lives (Schultz 1975) are related to this model. The

model assumes that the decision to begin or continue schooling is a functior. of

returns and costs. Returns are usually measured as expected earnings in the
labor market corresponding to given levels of education. Costs, which include

both direct outlays cd Indirect (time) costs, are often measured by the
availability of, or iistance to, school. A few studies have estimated the effect
of the opportunity cost of schooling on pArollment or attainment in developing
countries and have found a negative effect (for instance, Rosenzweig and Evenson

1977).

Orner factors may also influence enrollment ind attainment decisions.
A tvausehold choice model of schooling investments impli2s that family background

is -n important determinant of enrollment and attainment not only because it may

riflect the student's schooling preferences and income but also because it

4 See table A.1.
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measures the support for education in the home. Studies of parental influence
report strong positive effects. For example, Heyneman and Loxley (1983) found
that four family backgreund variables (mother's and father's education, father's
occupation., and books in the home) explained an average of 18 percent of the
variance in student achievement in a study of nine developing countries, compared
to the 24 percent that was explained by school characteristics. Although

research in this area has shifted recently to exploring such questions as the
relative effects on achievement of alternative inputs, material versus
nonmaterial inputs, or administrative and teaching quality (Lockheed and Komenan
1987), sufficient data to support studies of this genre are harder to come by.
Last, genetically determined ability also affects learning and educational
attainment (and thus income), but due to limited data on cognitive ability, the

effect of this factor on income has been neglected in most-studies.s

This framework-implies that schooling decisions are influenced by

a host of factors, including learning ability, wages in the labor market,
proximity of the school, and school inputs. But do these factors have a
different effect on men and women? What accounts for sender differences in the
amount of schooling?

In a household model of schooling choice, gender can be introduced
in several ways. One is to assume that parents do not necessarily have the same
preferences for their sons' and daughters' education. Several studies have found
that parents tend tc, favor sons in certain societies (Greenhalgh 1985; Rosenzweig

and Schultz 1982). In an economic model this can be shown by representing the
household utility as a function of two different commodities--the human capital
stock of sons and daughters (Rosenzweig and Evenson 1977, Rosenzweig and Schultz

1980). While serious gender inequality is pernicious, this preference does not
necessarily mply discriminatioa by parents. The unequal treatment of sons and

daughters might simply be a rational or efficient response to family resource
and technological constraints, and to market conditions, rather than a reflectinn

of their awn tastes or preferences. This distinction is helpful in formulating

policy.

The human capital model illustrates that where the labor market
rewards the education of male. more than that of females, parents may respond

by giving daughters less education. Human capital theory also suggests that if

the costs associated with schooling were reduced sufficiently, girls' educational

levels would rise even without a corresponding increase in female wages. A
government school-building program, for example, could yield such a result. Or,

if the demand for male child labor increases, the opportunity cost of educating

daughters may be sufficiently smaller than for son: (barring strong cultural

prohibitions against girls' education).

5 Griliches and Mason (1972) estimated that failure to control for

the effect of ability overstates the estimated rate of return to education by

between 7 and 15 percent. In a study on Tanzania and Kenya, Boissiere and others

(1985) found that controlling, for ability lowered the rate of return by about

60 percent.
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In certain settings cultural forces, such as norms proscribing
womenl economic and familial roles, influence parents by imposing a heavy cost
'for instance, ostracism) on nonconformist behavior. With economic development
&mid increasing work opportunities for women, tension might build up between
ttaditional social norms and the family's desire to benefit.from changing
conditions. Which families will respond to these changes, and when? Economic
theory does not deal formally with the impact of sociocultural forces but it does
predict behavioral adjustments to changes in prices and income. For example,
we would expect that a rise in female wages that increases the returns to their
education would tend to increase the parents' desire to invest in their
daughters' education. The magnitude and speed of the response depends on the
acquisition of new information and the price and income elasticities of their
demand for education.

2.1 Empirical Model

There are several indicators of the amount of educational investment,
including school enrollment and number of years of education. The framework
above implies the following empirical model of demand for schooling:

E a'X (1)

where E is the educational investment; X is a vector of explanatory variables;
and, el is a random disturbance term. Since parents may or may not invest as
much in the education of daughters as in sons, this equation should be estimated
separately for males and females to allow the a coefficients to vary between the
sexes.

We estimate demand for schooling for two samples of the Peru Living
Standards Survey (PLSS): a sample of adults aged 20-59,6 and a sample of youths
aged 5-19. For the adult sample we examine the determinants of the highest level
of schooling completed; for the youth sample we explain school enrollment or
participation.

The explanatory variables X include birth cohort, parental
background, and community characteristics. Birth cohort reflects changes in
aggregate conditions during different periods. They serve as a crude measure
of shifts in the labor market, changes in the economy, or reforms in education
that have affected school availability. Because the effects of these events
are confounded in the estimates of a, the results are illustrative and meaningful
only if they are linked to historical events. Early in our study we found strong

cohort differences. Rather than simply measure these effects as intercepts, we
estimated the equation separately fo. six birth cohorts. For the adult sample,
each group corresponds to a five-year period (except for the earliest and most

a Although 23 percent of those aged 20-24 were still enrolled in school
when the data were collected, the proportion is much higher at younger ages.
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recent periods).7 Since the youth sample spans a much shorter period, we include

birth cohort as an explanatory variable, defined as age splines.

Parents' characteristics in the equations include years of schooling

completed. Parents' education captures several factors--taste for schooling,

which may be passed on to children, ability to supervise children's education,

and income, which determines ability to pay for education. Although these are

different factors, their effects are all predicted to be positive and thus

difficult to disentangle. No better measures for each effect were available.

Whether the child lived with the mother and/or father shows who was

present to supervise the child's schooling, and more importantly, captures the

effect of family stability. Unfortunately, if the child did not reside with the

parents, we do not know the reason for the separation nor do we know if the

separation was permanent or temporary. In any case, we expect a stable family

environment and parental supervision to have positive effects on school

attainment.

Parents' income is not included in the analyses for several reasons.

First, we have no data in the r,etvlt sample for respondents who were not living

with their parents. Moreover, zurrent measures of parents' incomes are not
likely to reflect true cross-sectional differences at the time of schooling.

In both the adult and youth samples only paid employment is included as parental

income. In lieu of income, we use parents' occupation as a proxy in the adult

sample. The occupational categories are broad but reflect those occupations

pursued for most of their lifetime. In the youth sample, we have better measures

of the family's wealth at the time of schooling. As explanatory variables we

include number of rooms in the house, whether the house is electrified or not,

and the size of farm land cultivated. Since the land variable is a sum of leveed

and awned land, it confounds both a (positive) wealth effect and an (negative)

opportunity cost effect.

Community characteristics at the time of schooling capture the effect

of differences in levels of economic development, public services, and school

availability. The level of community economtc development determines

opportunities for work in the local labor market, and thus returns to education

in the area. In the absence of public community chart%teristics, we use two

city-noncity dummy variables. The premise is that city dwellers generally have

greater access to public facilities, i.e. schools, and more active labor markets.

To the extent that the availability of schools influences an individual's choice

of residence, these variables may be endogenous. But, this is less likely to

be the case for 8- and 13-year-olds than for older youths.

For a smaller sample, those who have attended school, we estimate

a second equation that examines the effect of specific school characteristics.

Data on school characteristics are available only for this group. This

7 Those born in 1925-39 were grouped together because there were fewsr

observations for the oldest cohorts, and the lack of data prior to 1950 makes

it impossible to lin1 the educational experiences of this group to historical

events.
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regression, however, ic likely to yield biased coefficients with the bias
stemming from the fact that the sample would be drawu on the basis of enrollment
as a dimension of schooling choice. To remove that bias, we apply a method
similar to Heckman's (1979) two-step sample selection bias correction:

E = a'X + /3'2 + 5A + E2 (2)

where Z pertains to characteristics of the primary school attended. By including
A in equation (2), we estimate the coefficients of primary school characteristics
on educational attainment given that the error term is associated with the
probability of having Attended school.8 Our results indicate that estimating the
effects of the included factors on years cf schooling based only on the sample
of adults who attended school yields biaaed estimates. The coefficients of A
in both the male and female regressions are significantly different from zero,
and the estimated coefficients of a few included variables are significantly
different in the specifications with and without A.9

The variables 2 refer to the school the respondent attended, not to
the primary school that is generally available to the community. Thus it can
be argued that the values of these variables are themselves a result of family
decisionmaking that would bias their estimated coefficients. To the extent that
only one primary school is available in mary communities, however, we need noL
wrry about this statistical problem. The variables include the availability
of reading material and/or math books, the availability of furniture in the

We define a variable that captures the probability of being in the
sample. The variable is obtained from the first step of the procedure which
estimates the following relati nship underlying the probability S of having
attended school:

S* 7'2 + p
and S = 1 if S* > 0

S = 0 otherwise,

where W is a vector of variables that explain school entry and p is a random
error term. From probit estimates we compute A which is the ratio of the
ordinate of the standard normal distribution to the cumulative normal.

9 The coefficients of A in table 7 are statistically significant and
negative in sign. Due to data limitations we do not have variables beside the
school characteristics to identify the choices of entry to school and years of
schooling. We compared the estimates from the specifications with and without
A to examine the selection bias. The coefficients of two family background
variables were significantly different when comparing the two sets of

specifications: first, "mother has no job" in the regression for males, and
recond, "lived in a city at age 13" in the regressions for males and females.
Their coefficient estimates are cuuch larger ir the specification without A,
implying that their impact on years of schooling comes primarily from their
effect on entry to school. Without A, the coefficients of the school variables
are also numerically larger, though not significantly.
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school, and the number of teachers and grades in the school. The availability

of textbooks and school furniture measures school quality and is expected to have

a positive effect on school achievement.° These material inputs are also likely

to have a positive effect on attainment levels, though the linkage is less clear.

The number of teachers and grades offered is a crude measure of school size and

supply. Given the number of grades offered, the number of teachers indicates

both the number of school places and the quality of the school. However, without

information on class size, we cannot draw any conclusions about quality from this

variable. The number of grades offered roughly measures supply. A grade-four

student who wants to continue on to grade five cannot do so if the available and

affordable primary school does not offer grade five.

Next, we present emiArical findings for the adult and youth samples.

We discuss first the education levels attained and then the estimates of the

above model.

3. Empirical Results from the Adult Sample

The adult sample consists of 5,644 w=nen aged 20-59. For comparison

we also analyzed a sample of 5,241 men of the same ages. Table A.2 shows the

sample by current place of residence and by birth year. The individuals in the

sample are, on average, nearly equally distributed across Lima, other urban

areas, and rural areas, with a slightly larger proportion in rural areas." The

spatial distribution of the sample, however, differs by cohort. More than 40

percent of the oldest men and women live in rural areas, compared to about a

third of the youngest adult cohorts.

3.1 Educational Profiles by Gender and Residence

Table 3 gives the educational profiles of the sample by gender and

place of residence. There are clearly large differences in levels of education

between men and women. Women have completed an average of only five and a half

years of school, compared to seven years for men. While only 8 percent of the

men did not attend school, 25 percent of the women never enrolled. The

percentage of women with some secondary and higher education was 28 and 12,

respectively, compared with corresponding percentages of 35 and 18 for men. These

results are very similar to the 1981 census results (table A.1). Since 1981,

however, the average number of years of schooling has risen ulightly; a smaller

proportion of students drop out after primary school and a slightly larger

proportion continue on to higher education.

The largest gender differences in educational attainment are between

rural and urban areas. Lima residents have the highest l,./els of education

°See Fuller 1985 for a review of past studies.

"We do not ostimate the models separately by current residence because this

location could differ from the place of residence at the time of schooling.

Thus place of residence is included as an explanatory variable in the

regressions.
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Table 3: Educational levels in Lima, other urban areas, and rural areas
(percentage)

Educational attainment Females Males Lima
Other

urban areas
Rural
areas

Average years of schooling 5.5 7.1 8.8 7.5 3.2

(4.6) (4.4) (3.9) (4.3) (3.5)

Level of schooling

Never attended 24.3 7.7 3.2 7.3 33.2
Primary 35.9 39.4 24.0 34.9 50.2
Secondary 28.2 35.3 48.9 37.4 13.8
Postsecondary 11.7 17.7 23.9 20.4 2.9

Note: Numbers in parentheses are standard deviations.

(about nine years). In contrast those in rural areas have completei, on average,
only three years of schooling. Moreover, 33 percent of all rural adults have
never been to school; and only 14 and 3 percent have continued to secondary and
higher education, respectively, compared to 49 and 24 percent of adults in Lima.
The relattvely high proportion of Lima residents with some secondary and
postsecondary education reflects both the greater availability of such schools
in Lima as well as the decision to migrate to Lima in search of more advanced
education or better employment opportunities.

3.2 Changes in Educational_ Levels

The PLSS data confirm that schooling levels have increased steadily
for mer and women. %ut since the rise has been more rapid for women than for
men, the gender gap in schooling has narrowed. Women born during 1945-59 showed
the largest percentage increase in number of years of schooling ,...ompleted (table

4). Trends for men followed a slightly different pattern; their years of
schooling increased earlier, but their gains tapered off with the cohort born
in 1955-59.

This trend was the result of increasing enrollment rates and higher
probability of continuing on to secondary and higher education. The proportion
of women who never attended school fell dramatically from over 40 percent in the
two oldest cohorts to only 8 percent in the youngest cohort. For men, the
proportion never enrolled in school fell from 15 percent of the oldest to 3
percent of the youngest cohort. The proportion of adults with some secondary
schooling more than tripled. The effect of the expansion of educational
opportunities was particularly evident for individuals born between 1945 and
1959, that is, those who were of secondary school age during the late 50s and
60s. Similarly, women born between 1950 and 1954, and who were of tertiary
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Table 4: Highest level of education, by birth cohort and sex
(percentage of sample)

BIRTH COHORT

1925-39 1940-44 1945-49 1950-54 1955-59 1960-66

Females
No school 43.0 36.5 28.1 19.7 12.6 8.3

Primary 40.7 42.5 39.6 37.1 32.2 27.6

Secondary 12.5 15.0 22.7 28.0 38.3 46.5

Postsecondary 3.8 6.0 9.7 15.2 16.9 17.6

Average years attended 3.1 3.2 4.8 6.6 7.0 7.6

Males
No school 15.2 10.8 8.5 3.9 2.6 3.3

Primary 57.9 53.8 42.7 34.1 25.2 24.0

Secondary 18.5 19.9 32.4 36.4 45.1 54.6

Postsecondary 8.4 15.5 16.4 25.6 27.1 18.1

Average years attended 4.8 6.6 6.8 8.3 8.7 8.3

school age during the 60s, also showed a significant increase in postsecondary
schooling.

3.3 What Explains Educational Attainment?
The strong time trend resulting from policy reforms argues for

estimating the schooling function separately for birth cohorts. Moreover,

testing the homogeneity of results across birth cohorts shows that the cohort
effects were not limited to shifts in the intercept but also influences the
effects of other variables. To simplify the presentation of results for two
sets of regression models estimated for each birth cohort, we focus on a few
variables that show interesting cohort patterns. Tables 5 and 6 show the results

for women and men, respectively. The means of all variables by cohort are in
tables B.2 and B,3.
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Table 5: Determinants of school attainment levels: regression results for

adult females

Birth cohort:

Variable

1925-1939 1940-1944 1945-1949 1950-1954 1955-1959 960-1966

Estimated Estimated
coefficient_spefficient

Estimated
coefficient

Estimated
coefficient

Estimated
coefficient

Estimated
coefficient

Intercept -0.448** -0.390 0.342 0.736 2.145** 3.569**

Mother's years of schooling a/ 0.490** 0.466** 0.460** 0.442** 0.317** 0.270**

Father's years of schooling a/ 0.263** 0.325** 0.362** 0.329** 0.325** 0.201**

Lived with mother at age 10 0.792** 0.883* 0.783* 0.275 -0.535 -0.024

Lived with father at age 10 0.199 0.183 0.414 0.541 1.398** 0.202

Occupations: b/

Mother is a white-collar worker 0.854 1.173* 0.903 0.940* 1.180** 1.053**

Mother is a blue-collar worker 0.222 0.460 -0.052 0.144 0.157 0.249

Mother has no job 0.786 0.925 0.360 0.827** 0.209 0.608**

Father is a white-collar worker 1.078 0.919* 1.251** 1.958** 1.354** 1.388**

Father is a blue-collar worker 0.895 0.168 0.966** 1.612** 1.279** 1.597**

Lived in a city at age 8 1.259 -0.350 0.219 0.077 0.563 1.498**

Lived in a city at age 13 0.353 2.078* 1.366** 1.607** 1.055* 0.116

Adjusted "2 0.608 0.584 0.553 0.620 0.504 0.491

a/ A dummy variable taking on the value of 1 if years of schooling was missing was also included. The
estimated coefficients are not reported here.

b/ Omitted category is mother or father is an agricultural worker. Also included in the regressions is
a missing data category; results not shown.

Statistical significance at 5 percent in a two-tailed test.
Statistical significance at 1 percent in a two-tailed test.

Table 6: Determinants of school attainment level:
for adult males

regression results

Birth cohort: 25 939 1 194 -1949 0 1 4 19 5-19 9 1960- 66

Estimated Estimaia- -fiFfliiiia- Estimated Estimated -17FTWiTia-

Variable coefficient coefficient coefficient coefficient coefficient coefficiou

Intercept -1.867** 2.170** 2.248** 4.386** 4.465** 4.501**

Mother's years of schooling a/ 0.388** 0.356** 0.263** 0.208** 0.272** 0.161**
Father's years of schooling a/ 0.382** 0.452** 0.503** 0.451** 0.193** 0.231**

Lived with mother at age 10 0.223 -0.255 0.600 -0.068 0.692 0.063

Lived with father at age 10 0.273 0.867 0.548 0.258 0.189 0.591*

Occupations: b/
Mother is a white-collar worker 0.042 0.515 1.747** -0.063 0.850* 0.931**

Mother is a blue-collar worker -0.426 -0.934 -0.279 0.667 -0.241 0.484

Mother has no job 0.323 0.446 0.754* 0.225 0.620* 0.523*

Father is a white-collar worker 1.366** 1.736** 0.513 1.560** 1.407** 0.757**

Father is a blue-collar worker 0.286 1.125** 0.832* 1.607** 1.335** 1.089**

Lived in a city at age 8 0.358 -0.413 -0.457 -0.054 0.808 -0.540

Lived in a city at age 13 1.499** 2.057** 1.771** 0.693 0.594 1.596**

Adjusted R2 0.490 0.501 0.46 0.465 0.402 0.406

a/

b/

A dummy variable takinj on the value of 1 if years of schooling was missing Zi-ilso incVuded7--The
estimated coefficients are not reported here.
Omitted category is mother or father is an agricultural worker. Also included in the regressions is
a missing data category; results not shown.

Statistical significance at 5 percent in a two-tailed test.
Statistical significance at 1 percent in a two-tailed test.
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3.3.1 Influence of menls on education. While the effect of parents' education

on years of schooling completed is positive and statistically significant in each

cohort regression, the effect diminishes over time. For both men and women, the

effect of parents' education iS smaller for the younger cohorts than for the

older ones. The decline occurs after cohorts 1950-54 and 1955-59 for women and

men, respectively. (The government's expansionist education policies in the mid-

50a and 60s could have affected youths in the early years of schooling.) One

interpretation of this result is that school reforms have improved access to

education among broad sectors of the population, thereby weakening the linkage

between socioeconomic status and education. Another explanation is that OP

for education, influenced by higher market and nonmarket returns to educ, ..n

has increased across generations. This happened over a period when the parents'

educational attainment had also risen. A third interpretation is that as

education becomes more nearly universal and compulsory, the parents' attitudes

toward schooling matter less.

There are no clear patterns pertaining to residence with parents at

age 10, except for women who lived with their mothers. This relationship had

a large positive effect on schooling for the older cohorts, but not for the

younger ones. These results may stem from the fact that a larger proportion of

the younger females in the sample lived with their mothers at age 10,12 so there

is less variance in the younger cohorts. Another possible explanation is that

young daughters who lived away from home were more likely to have made the move

for educational reasons. In the older cohorts, because there was less demand

for female education, this was less likely to have been the case.

The conclusion that the link between socioeconomic background and

educational attainment is weakening is based on an examination of the effects

of parents' occupation on female schooling. Parents' occupation and education

should be correlated positively, but since we also control for parents'

education, occupation presumably captures other effects. For example, mothers

with no occupation could indicate greater inputs to the training of children.

The results show that daughters of mothers with white-collar

occupations have significantly higher levels of schooling than farmers'

daughters--about one more year. The magnitude of this effect seems to have been

relatively stable across cohorts. Second, daughters of mothers with no jobs have

significantly more education than farmers' daughters. But the point estimate

for the youngest cohort suggests that this difference may have narrowed.

In contrast the coefficient estimates for "father is a white-collar

worker," which are higher, increase significantly over time up to cohort 1950-

54, and decline thereafter. These estimates indicate a widening of the schooling

gap up to cohort 1950-54 between women whose fathers were white-collar workers

and those whose fathers were farmers. This gap is widest for the 1945-50

cohorts, which were the first potential beneficiaries of the early primary

education programs. As attitudes toward the education of girls changed in rural

12Table A.3 shows that 94 percent of women born between 1960-66 lived with

their mother at age 10, whereas only 86 percent of women born in 1925-39 did.
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areas, however, the gap narrowed among younger cohorts. Our results for men also

indicate that those whose fathers held white or blue-collar jobs had an edge over
farmers' sons, and while the former group's enrollment increased first, as noted
above, it eroded earlier than the women's.

These results show that the education policies of the mid-50s and
60s had an equalizing effect across broad segments of the population. But the

initial impact of relaxing the supply constraint through building more schools
was to worsen the inequality among groups with divergent views on the benefits

of education and therefore different demands. Perhaps the persistent message
about the importance of education in Peru's development increased the demand
from women and rural residents.

3.3.2 Effects of school inputs. The primary school inputs that affect years
of schooling are textbooks, teachers, and the number of grades offered. Consider
the statistically significant coefficient estimates for the textbook variable.
First, for both males and females, the estimates increased numerically in the
younger cohorts (that is, up to cohort 1955-59). These estimates suggest that,
as primary schools became more available, textbooks had more impact on schoolirg

attainment. Second, the textbook effect was larger for females than males.
Perhaps because there was less interest in the education of girls, the quality
of the learning process was more impr 'ant in determining how many years of
schooling girls had.

.170757/7-4ffects of school inputs on educational level: regressinn results

for adults

Birth cohort: 1940-1944 _1945-1949 _12.12:1714_ 1955-1959
Estimated -EifiRifid-
oe f c ent coef cleat

1960-1966_1925-1939
Estimated Estimated

o f
Estimated

t coe e t
Estimated

A. Females a/
Had reading and/or math book(s) 0.636** 0.692* 0.891** -0.065 1.145** 0.725**
Number of grades in school 0.466** 0.282 0.523* 0.493 0.838** 1.138**

School had furniture 0.410 0.704 0.912* -0.329 -0.484 0.223
School served free food -0.456 0.029 -0.330 0.723** -0.012 -0.054

Number of teachers in school
1 - 3 Teachers 0.290* 0.058 0.162 0.510** 0.217 .0.035

4 - 6 0.011 0.584 0.118 0.088 0.117 0.039

6 + 0.031 0.149 0.034 0.106* 0.076 0.055

Lambda -0.180 -0.192 -1.855** -2.115** -6.217** -6.806

Adjusted R2 0.482 0.533 0.502 0.580 0.506 0.523

B. Hales
Had reading and/or math book(s) 0.542** 0.249 0.307 0.583** 0.918** 0.316

Number of grades in school 0.565** 0.848** 0.955** 1.198** 1.214** 1.342**

School had furniture 0.425 0.740 0.342 0.627 0.611 -0.139

School served free food -0.191 0.523 0.076 0.188 -0.262 -0.034
Number of teachers in school

1 - 3 Teachers 0.212 0.036 0.273 0.172 0.480** 0.411**
4 - 6 0.113 0.134 0.089 0.109 -0.039* -0.010**

6 + 0.104 0.062 0.048 0.062 0.018** 0.025*

Lambda 0.296 -1.307 -3.002** -3.206* 0.533 -5.688**

Adlusted R2 0.513 0.521 0.472 0 486 0 4 0 0.465
a/ Other inc uded variables are t e same as in tsb es and 6.

Statistical significance at 5 percent in a two-tailed test.
Statistical significance at 1 percent in a two-tailed test.
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The number of grades in primary school has a large positive effect

that increases across cohorts. For males born before 1940, adding a grade would

have increased schooling levels by half a year. For males born in the 60s,

adding a grade would have raised attainment levels by 1.3 years. The increase

in this effect is largest for the cohort whose schooling years coincided with

the early period of school expansion. A similar pattern emerges for females,

but tho increase occurs later. These results suggest that supply was a principal

constraint in the older cohorts. Additional school places met some of the

existing demand for education; in addition, they raised schooling levels by

generating a higher demand in the younger cohorts.

Holding constant the number of grades offered in a primary school,

more teachers per school tended to increase the number of years students spent

in school. The coefficients are considerably smaller when increasing the number

of teachers beyond three. The fewstatistically significant coefficients suggest

that this factor may have been more important in the younger cohorts. Since we

controlled for the number of grades, the teacher variable provides a rough

measure of quality. That is, increasing the number of teachers raises the

likelihood that one teacher taught one class at a time. The cohort trend, though

weak, suggests that school quality had become more important in explaining the

variance in educational attainment.

Youth Sam le

The education levels of females continues to rise in the younger

cohorts, and the gender gap appears to be narrowing (table 8). The principal

findings are as follows:

The higher proportion of 8- to 10-year-olds enrolled than 5- to 7-

year-olds (and even 11- to 13-yeAr-olds) suggests a later age of

entry in school than the prescribed ages five or six.

By ages 8-10, most children are in school. Enrollment ratios for

girls and boys are nearly equal, thot:gh still somewhat lower for

girls in both urban and rural areas.

From ages 11-13, enrollment by gender diverges, especially in rural

areas. Whereas more boys are entering school even at that age, girls

have started to drop out: by ages 14-16 the gap is more than 20

percentage points.

O From ages 17-19, even boys are leaving school, leveling out

enrollment ratios between the sexes. In Lima and other cities, more

than half the students of this age are still in school. In rural

areas, however, only about a fifth of the girls and a third of the

boys are still enrolled. Applying these cross-section enrollment

ratios to a synthetic cohort, they are consistent with expected
attainment levels by age 19 (10.7 years for girls and 11.4 years for

boys). These levels are about three years more than the average

number of years completed by adults aged 20-26, and the female-male

ratio has improved slightly from 0.92 to 0.94.
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Table 8: School enrollment by region
(percentage)

e Grou Females Males

Ages 5-7
Lima 84.8 87.9

Other urban areas 75.2 73.9

Rural 47.1 46.9

Total 66.5 65.3

Ages 8-10
Lima 96.5 98.8

Other urban areas 93.2 94.1

Rural 82.0 83.7

Total 89.0 91.1

Ages 11-13
Lima 97.1 97.4

Other urban areas 92.1 93.8
Rural 78.2 90.3

Total 87.7 92.8

Ages 14-16
Lima 91.5 95.9

Other urban areas 83.8 86.9

Rural 44.4 68.8
Total 69.3 81.0

Ages 17-19
Lima 65.3 64.8
Other urban areas 54.8 61.8
Rural 22.3 32.2

Total 45.3 50.3

The reduction in the proportion of youths who never attended school
is further evidence of educational progress (table 9). Aside from the five- to
seven-year-old group, the percentage is lower for female youths than any adult
cohort." This improvament is most evident among rural girls, attesting to the
rural schools' success in drawing a larger fraction of children, especially
girls.

Ilecause of late entry into school especially in areas where compulsory
schooling may be difficult to enforce, the enrollment ratio among very young
children is a poor measure of the proportion of youths who will never attend
school.
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Table 9: Percentage of youths who have never attended school by region

(percentage)

Other
urban areas Rural All Peru

Age lroun F M

Ages 5- 7 13.4 8.9 21.3 23.0 50.0 49.4 30.3 31.1

Ages 8-10 0.8 0.0 2.1 1.1 10.2 10.2 5.0 4.3

Ages 11-13 0.4 0.0 1.0 0.4 7.1 1.4 3.2 0.7

Ages 14-16 0.0 0.0 0.8 0.3 8.5 1.1 3.2 0.5

Ages 17-19 0.4 0.4 1.1 0.0 9.8 3.2 3.2 1.1

Although most girls enter school, many do not remain until

completion. With higher dropout rates, girls still have fewer years of schooling

(table 10). Twenty-eight perclnt of girls aged 14-16 had already dropped out
compared to 19 percent of boys, and 53 percent of 17- to 19-year-old females were

no longer in school compared to 49 percent of males. Moreover, urban-rural

differences in dropout rates are large: 52 percent of rural girls aged 14-16
had dropped out compared to 8 percent of girls in Lima and 16 percent of those

in other urban areas. Of those aged 17-19, 75 percent of rural girls were no
longer in school, compared to 34 and 45 percent of those residing in Lima and

other urban areas, respectively. Figure 1 illustrates the lower school survival

probabilities of girls at each grade level. Furthermore, rural girls (and boys)

are much less likely to enroll in secondary school than urban girls, as shown
by the steep drop in survival rates between grades five and six.

Table 101 Percentage of school dropouts by region

Areas

Lima Other urban Rural All Peru

5-7 2.1 3.5 4.4 4.0 5.7 7.3 5.2 4.5

8-10 2.8 1.2 4.8 4.8 8.7 6.7 4.8 6.3

11-13 2.5 2.6 6.9 5.8 15.8 8.4 6.6 9.4

14-16 8.5 4.1 15.5 12.9 51.5 30.4 18.6 28.4

17-19 34.4 35.0 44.6 38.2 75.3 66.8 49.1 53.2
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4.1 What Factors Ex lain Sc ool Enrollment?

We estimated equation (1) for the youth sample, with the dependent
variable being school participation, as a logistic function. Table 11 shows
the parameter estimates for girls and boys.

Given the age of the child, parents' education has a strong influence

on children's schooling. The mother's education exerts a stronger effect on
daughters than the father's, but the father's presence at home is an important
factor in girls' education. Two reasons can be cited for this result. In

families where income is unstable because of the absence of the father, girls'

education is more likely to suffer than boys'. And, since the mother may be the

family's primary breadwinner, daughters are needed to substitute at home.

The family's wealth and standard of .iving, as measured by whether
the home has electricity and the number of rooms in the house, are positively

and significantly associated with school enrollment, although these factors

affect daughters more than sons. For example, if the household uses electricity,

daughters are 2.2 times more likely to be enrolled than not, while sons are 1.8

times more likely. These results indicate that wealthier families are more
likely to send their daughters to school.
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Table 11: Determinants of school nrollment: Logistic regression
results for youth sample, males and females

IATIOLLAUL

Females Males
Beta s.e. Beta s.e.

Years of schooling 0.426 0.31 0.584 0.32

Age splines:
8 to 10 -0.070 0.13 -0.052 0.14

11 to 13 -0.448 0.08 -0.185 0.09

14 to 16 -0.543 0.06 -0.527 0.07

17 to 19 -0.497 0.06 -0.610 0.06

Mother's years of rchooling 0.077 0.02 0.021 0.02

Father's years of schooling 0.054 0.02 0.095 0.02

Lived with mother at age 10 0.087 0.20 0.049 0.20

Lived with father at age 10 0.286 0.14 0.249 0.14

Has electricity at home 0.76 0.15 0.602 0.16

Number of rooms in home 0.141 0.03 0.075 0.04

Dry land farmed by household 0.001 0.00 0.000 0.00

Wet land farmed by household 0.025 0.02 0.016 0.02

Resides in other urban area (Dummyr -0.304 0.15 -0.320 0.16

Resides in rural area (Dummy) -0.641 0.19 -0.296 0.21

Had reading and/or math book(s) 0.277 0.14 -0.005 0.15

Number of grades in school 0.282 0.06 0.278 0.06

School had furniture -0.062 0.22 0.045 0.21

School served free food 0.116 0.11 -0.048 0.11

Number of teachers in school 0.109 0.04 0.087 0.04

4-6 Teachers -0.109 0.06 0.047 0.06

6+ -0.105 0.05 -0.079 0.05

-2 Log-likelihood 1445.5 1065.46

Sample size 3855 3960

Note: Data is for youths aged 8 to 19.
Omitted category is Resides in Lima.

When expressed as percentages of urban children in school, rural

percentages are lower for both boys and girls (74 and 55 percent, respectively).

The amount of land farmed by the household does not appear to affect enrollment.

Children in urban areas outside Lima are also less likely to be enrolled thaa

children in Lima, but not to the same extent as in rural areas.

Finally, the logit coefficient estimates for the school-related

variables indicate that schools and textbooks are more important factors in

girls' than in boys' enrollment probability. If the primary school attended

supplies a free textbook, girle are 1.3 times more likely to be enrolled, whereas

it has no effect on boys' enrollment. Whether the school serves a free lunch
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has no significant impact. A complete primary school increases the likelihood
of enrollment by 28 percent for both girls and boys. The number of teachers,

which is another measure of school availability, school size, and the number of
school places" has a larger positive effect on girls' enrollment, thus

emphasizing the tmportance of the number of places and quality of schools in
increasing girls' enrollment.

44 Nonschool Activities of Females

To understand how families choose their chiliren's schools, it is
important to consider what these children do in addition to, or in place of,
e.oing to school. The amount of time girls spend either working or out of the
household indicates that the opportunity cost of their time in school may be
quite high and thus may explain why fewer girls than boys attend school. Of

those not in school during the survey week, many reported working (table 12).
Thirty percent of girls aged 5-7 and 50 percent of those aged 8-10 reported
positive hours in the market, constituting slightly higher percentages than for

boys of similar ages. In the group aged 11-13, a greater proportion of girls
than boys reported market work, and only 26 percent of girls had zero market
hours, compared to 35 percent of boys. Of those working, girls had longer market

hours as well. Most girls, especially in the oldest group, were employed as
unpaid workers on or off the farm. About 8 percent of the youngest girls were
employed as paid workers in family enterprises or domestic work. In the teenage

groups, a higher fraction of out-of-school boys were working in the labor market

than girls. At these ages, matriage and motherhood are likely to be the reason
for girls being both out cf school and outside the labor force.

Table 12 shows that even girls in school were working; 11, 25, and
34 percent of those aged 5-7, 8-10, and 11-13, respectively. These rates are

e few percentage points lower than for boys. In older age groups, there is a
much wider spread, and teenage boys aged 14-19 are more likely to have positive

work hours.

In addition to market work, girls from age 8, in school or not, work
many more hours at home than boys (table 13). Thirty-eight percent of girls aged

8-10 who were out of school worked at least 15 hours a week in the market and
23 percent worked at least the same number of hours at home. In comparison the
corresponding percentages for boys of the same age are 41 and 15 percent,

respectively.

We control for nu.aber of students in the school only roughly through
the inclusion of number of grades offered. If this sufficiently distinguishes
schools by class size, then number of teachers could be interpreted as an

indicator of school quality.

2 10
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Table 12: Labor participation and weekly work hours, All Peru

Weekl Hours Worked
Femal s Males

AIAL_ 0 1-14 15-28 29-42 42+ 0 1- 4 '5-28 29-42 42+

(In-school youths)

5- 7 89.4 5.8 3.0 0.9 0.9 81.0 10.9 5.7 1.4 1.1

8-10 75.4 12.7 7.5 2.8 1.6 72.3 12.8 8.3 3.6 2.9

11-13 66.4 14.8 11.1 3.9 3.7 61.9 15.7 1'..8 5.7 4.8

14-16 68.0 17.3 8.1 3.3 3.3 53.6 14.9 14.0 8.4 9.1

17-19 71.7 12.2 7.5 3.9 4.7 52.7 15.6 9.8 6.5 15.4

All 73.4 13.0 7.9 3.0 2.7 64.8 14.1 10.2 5.2 5.8

(Out-of-school youths)

5- 7 69.6 5.4 8.1 9.5 7.4 71.5 9.3 7.0 7.6 4.7

8-10 50.4 10.4 12.2 13.9 13.0 51.6 7.5 9.7 11.8 19.4

11-13 25.6 17.4 12.4 16.5 28.1 34,7 16.7 16.7 12.5 19.4

14-16 32.0 13.2 13.9 15.0 25.9 17.1 6.3 10.8 25.3 40.5

17-19 38.9 11.8 11.5 16.6 21.2 29.3 4.8 10.6 15.4 39.9

All 41.2 11.7 11.8 14.9 20.4 38.2 7.2 10.3 15.0 29.2

Table 13: Hours a Week Spent By Youths in Household Work, All Peru

Weekly Hours Worked
Females Males

A e 0 1-14 15-28 29-42 42+ 0 1-14 15-28 29-42 42+

(In-school youths)

5- 7 45.7 49.1 4.5 0.6 0.2 45.6 49.3 4.6 0.5 0.0

8-10 18.0 67.3 11.7 2.2 u.8 28.0 62.5 8.0 1.2 0.3

11-13 9.0 64.4 20.4 4.7 1.5 19.0 66.4 12.2 1.9 0.5

14-16 7.7 54.9 26.7 8.0 2.7 21.2 66.2 11.1 1.4 0.1

17-19 8.3 44.2 29.4 14.3 3.9 30.2 56.7 10.7 1.9 0.5

All 16.9 58.7 17.8 5.1 1.6 27.1 61.7 9.6 1.4 0.3

(Out-of-school youths)

5- 7 37.8 53.4 6.1 2.0 0.7 37.2 55.8 7.0 0.0 0 0

8-10 9.6 67.8 13.9 5.2 3.5 13.8 74.5 9.6 2.1 0.0

11-13 8.1 54.5 21.1 12.2 4.1 15.3 69.4 15.3 0.0 0.0

14-16 9.3 34.3 28.7 19.8 7.8 31.0 61.4 7.0 0.6 0.0

17-19 6.9 27.0 30.5 19.8 15.8 41.0 45.7 9.6 2.9 0.8

All 12.2 40.0 23.9 14.9 9.0 33.4 55.6 9.1 1.6 0 3
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These work patcarns differ across regions. Youths in Lima are the
least likely to be employed in the labor market, followed by those in other urban

areas and in rural areas. Seventeen percent of girls in Lima aged 8-10 who were

not in school were employed in the labor market, compared to 27 and 59 percent

of girls living in other cities and rural areas, respectively (table 14). Of

rural girls in this age group, 48 percent worked at least 15 hours in the week

prior to the survey. Regional differences, though not as large, are also evident

in the number of hours spent in household work (table 15). Twenty-five percent

of rural girls out of school, aged 8-10, worked 15 hours or more a week in the

household, compared to 19 percent of girls in other cities.

Table 14: Labor pazticipation of females and
weekly work hours, by region

Weekl Hours Worked

In-school _Youths Out-of-school youths

ARO 0 1-14 15-28 29-42 42+ 0 1-14 15-28 29-42 42+

5- 7 100.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0

8-10 92.8 5.9 0.8 0.0 0.4 83.3 16.7 0.0 0.0 0.0

11-13 87.2 8.8 1.8 0.9 1.3 40.0 20.0 0.0 0.0 40.0

14-16 83.0 10.1 2.3 1.8 2.8 53.3 6.7 6.7 0.0 33.3

17-19 79.7 8.2 3.8 2.5 5.7 66.7 7.7 5.1 5.1 15.4

Lima 88.2 7.1 1.7 1.0 1.9 67.0 8.0 4.5 3.6 17.0

5- 7 91.8 5.2 2.6 0.4 0.0 83.3 0.0 8.3 5.6 2.8

8-10 84.8 9.2 4.6 1.1 0.3 73.1 7.7 7.7 3.8 7.7

11-13 75.2 13.0 6.5 3.5 1.8 44.4 18.5 0.0 7.4 2,.6

14-16 70.6 16.7 7.7 2.0 3.0 47.3 16.4 10.9 9.1 16.4

17-19 75.1 10.2 7.9 3.4 3.4 47.8 10.9 10.1 12.3 18.8

Other urban
areas 79.4 11.2 5.8 2.1 1.6 54.3 11.0 8.9 9.6 16.3

5- 7 77.2 11.4 6.0 2.4 3.0 62.5 7.7 8.7 11.5 9.6

8-10 55.7 20.3 14.4 6.1 3.5 41.0 10.8 14.5 18.1 15.7

11-13 42.6 21.0 22.5 6.5 7.4 19.1 16.9 16.9 20.2 27.0

14-16 42.4 28.5 17.1 7.6 4.4 26.0 12.8 15.3 17.9 28.1

17-19 34.0 32.0 18.0 10.0 6.0 22.0 14.0 15.0 24.0 25.0

Rural 52.1 20.9 16.1 6.1 4.8 31.4 12.6 14.3 19.0 22.6
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Table 15: Hours a week spent by females in household work
by region

Weekly

In-school_yolhs Out-of-school youths

42+ 0 1-14 15-28 29-42 42+

5- 7 56.1 42.4 1.4 0.0 0.0 50.0 25.0 25.0 0.0 0.0

8-10 23.4 69.0 5.9 0.8 0.8 16.7 83.3 0.0 0.0 0.0

11-13 11.0 64.3 22..0 1.8 0.9 16.7 83.3 0.0 0.0 0.0

14-16 9.1 55.9 26.4 5.0 3.6 6.7 60.0 13.3 0.0 20.0

17-19 6.3 46.8 29.1 15.2 2.5 9.0 26.9 25.6 17.9 20.5

Lima 19.2 57.7 17.3 4.2 1.6 12.4 37.2 21.2 12.4 16.8

5- 7 49.1 46.1 3.9 0.9 0.0 36.1 55.6 5.6 2.8 0.0

8-10 20.1 65.9 11.7 2.0 0.3 11.5 69.2 11.5 3.8 3.8

11-13 9.7 66.1 17.7 5.6 0.9 18.5 55.6 18.5 0.0 7.4

14-16 6.7 52.5 29.4 9.7 1.7 8.8 28.1 26.3 24.6 12.3

17-19 9.6 38.4 31.6 14.7 5.6 5.8 27.3 25.2 20.9 20.9

Other urban
areas 18.2 56.3 18.2 5.9 1.4 11.9 37.5 21.1 15.8 13.7

5- 7 32.3 58.7 7.8 0.6 0.6 37.5 54.8 4.8 1.9 1.0

8-10 12.5 67.5 15.5 3.2 1.3 8.4 66.3 15.7 6.0 3.6

11-13 6.8 62.7 22.2 5.9 2.5 4.4 52.2 23.3 16.7 3.3

14-16 7.6 58.2 22.2 8.9 3.2 9.7 34.2 30.6 19.9 5.6

17-19 10.0 56.0 22.0 10.0 2.0 6.9 26.7 36.1 19.8 10.4

Rural
areas 13.0 62.8 17.6 4.7 1.9 12.3 41.5 25.5 15.0 5.8

5. Conclusions

Since the mid-50s the gyvernment of Peru's education policies have

bean designed to raise skill levels and make education available to broader

segments of the population. Those policies rested primarily on expanding the

number of schools. A4 a result school enrollment rates and attainment levels

rose. But an apparent preference to educate sons more than daughters meant that

male schooling levels rose more quickly than female schooling levels. For

females, especially those in rural areas, these policies were not sufficient to
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bring girls' schooling even with male levels. This was particularly true in

rural areas. Better provision of such school inputs as textbooks, as well as

a change in attitudes and better economic opportunities for educatedwomen appear

to have been important in strengthening the demand for educating rural giTls.

Parents' years of schooling and their occupations were significant
determinants of educational levels. The impact of these soz,theconomic factors
lessened over time as the number of schools expanded and primai4 education became

more available. The relative effect of narents' education differed for

daughters' and sons' schooling. In our adult sample, both parents' education
had strong positive effects on daughters; for sons, the father's education had

twice as large an effect as the mother's education. In the youth sample, the
mothers' education had a stronger effect on their daughters' education. These
differential effects reflect a preference on _he part of fathers tu send their

sons to school, while mothers partly counterbalanced this preference.

Educational policies in Peru have reduced the direct costs apsociated

with going to school. Time allocation patterns reveal, howevsr, that the
opportunity cost of school attendance to the family could be an effective barrier

to further improvements in school enrollment and continuation rates. Even at

a young age, girls, especially I- rural families, participate in labor market
activities and also contribute substantially to productive work at home. School
quality, measured crudely by the supply of textbooks and the number of teachers,

appears to have a positive effect on the schooling of females. These findings

suggest the direction of future intervention programs.

Textbooks at the primary level contributed to raising enrollment and
schooling levels. In our adult sample women who had a textbook for their awn
use in primary school attained over half a year more schooling than those who

did not. This positive effect is noted among young students as well.

2.14
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ADDendix A

Table A.1: Trends In Peruvian education: selected indicators, 1950-1980 (in

thousands)

1950 1955 1960 1965 1970 1975 1980

Primary
Schools 10.5 11.2 14.2 18.5 18.4 19.7 20.8

Teachers 23.2 28.2 38.5 53.1 66.0 72.6 84.4

Student enrolled 1,010 1,128 1,358 1,901 2,341 2,841 3,161

Percent female 40 41 44 45 46 47 48

IARDIAAIM
Teachers 5.4 A- 9.0 15.8 22.3 31.6 34.1 45.1

Students enrolled 72.5 112.2 174.8 324.5 546.2 813.5 1,152

Percent female 35 37 40 41 43 44 45

Postsecondary
Universities a/ 8 9 10 27 31 33 43

Faculty 2.5 2.5 3.1 . 11.7 13.2 18.3

Students enrolled 17.4 20.2 35.0 80.1 133.6 216.5 290.8

Percent female 23 17 29 34 34 32 35

Enrollment Ratios
Primary enrollment as a percent

of population aged 6-11

Males 100 95 98 111 114 119 117

Females 69 65 77 93 99 108 111

Secondary enrollment as a percent
of population aged 7-12

Males 9 12 16 25 34 42 53

Females 5 7 11 18 27 35 46

Tertiary enrollment as a percent

of population aged 18-22

Males 4 4 6 10 14 20 22

Females 1 1 2 5 8 10 12

Sources: Ministerio de Planification; World Bank 1988.

a/ Figure includes private and state universities only. Faculty and student

totals include all postsecondary institutions.
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Table A.2s Sample distribution by gander, cohort, and region

Females

Birth year 1925-39 1940-44 1945-49 1950-54 1955-59 1960-66 All

All Number 1,306 619 715 808 907 1,289 5,i44
regions Raw % 23.1 11.0 12.7 4.3 16.1 22.8 100

Lima Number 343 193 205 252 316 431 1,740

Row 2 19.7 11.1 11.8 4.5 18.2 24.8 100

Column % 26.3 31.2 28.7 1.2 34.8 33.4 30.8

Other Number 380 150 221 246 293 406 1,696

urban Row 2 22.4 8.8 13.0 4.5 17.3 23.9 100

areas Column % 29.1 24.2 30.9 0.4 32.3 31.5 30.0

Rural Number 583 276 289 310 298 452 2,208
areas Row % 26.4 :2.5 13.1 4.0 13.5 20.5 100

Column % 44.6 44.6 40.4 8.4 32.9 35.1 39.1

Males

Birth year 1925-39 1940-44 1945-49 1950-54 1955-59 1960-66 All

All Number 1,265 582 654 712 812 1,216 5,241

regions Row % 24.1 11.1 12.5 13.6 15.5 23.2 100

Lima Number 323 165 180 241 286 405 1,600

Row 2 20.2 10.3 11.3 15.1 17.9 25.3 100

Column % 25.5 28.4 27.5 33.8 35.2 33.3 30.5

Other Number 359 147 188 219 253 392 1,558

urban Row % 23.0 9.4 12.1 14.1 16.2 25.2 100

areas Column % 28.4 25.3 28.7 30.8 31.2 32.2 29.7

Rural Number 583 270 286 252 273 419 2,083

areas Row 2 28.0 13.0 13.7 12.1 13.1 20.1 100

Column 2 46.1 46.4 43.7 35.4 33.6 34.5 39.7



Table A.3: Means and standard deviations of variables: adult females

Birth cohort:

Variable

1925-1939 1940-1944 1945-1949 1950-1954 1555-1959 1960-1966

"KW-7M

Years of schooling 3.123 3.83 3.667 4.19 4.815 4.59 6.006 4.92 6.977 4.58 7.603 3.98

Mother's years of schooling 1.532 2.65 1.683 2.85 2.006 2.95 2.593 3.28 2.839 3.39 3.100 3.43

Father's years of srhooling 2.560 3.62 2.767 3.44 3.249 3.69 3.926 3.83 4.342 3.78 4.777 4.11

Lived with mother at age 10 0.859 0.35 0.868 0.34 0.853 0.35 0.879 0.33 0.902 0.30 0.936 0.24

Lived with father at age 10 0.750 0.43 0.753 0.43 0.761 0.43 0.786 0.41 0.800 0.40 0.845 0.36

Mother is a white-collar worker 0.047 0.21 0.069 0.25 0.071 0.26 0.115 0.32 0.139 0.35 0.168 0.37

Mother is a blue-collar worker 0.089 0.28 0.095 0.29 0.074 0.26 0.093 0.29 0.109 0.31 0.147 0.35

Mother has no job 0.436 0.50 0.391 0.49 0.488 0.50 0.394 0.49 0.356 0.48 0.199 0.40

Mother's occupation is missing 0.054 0.23 0.060 0.24 0.073 0.26 0.089 0.29 0.108 0.31 0.160 0.37

Father is a white-collar worker 0.137 0.34 0.129 0.34 0.147 0.35 0.167 0.37 0.191 0.39 0.206 0.40

Father is a blue-collar worker 0.149 0.36 0.183 0.39 0.213 0.41 0.224 0.42 0.288 0.45 0.310 0.46

Father's occupation is missing 0.030 0.17 0.026 0.16 0.039 0.19 0.043 0.20 0.039 0.19 0.043 0.20

Lived in a cith at age 8 0.265 0.44 0.281 0.45 0.322 0.47 0.382 0.49 0.437 0.50 0.479 0.50

Lived in a city at age 13 0.281 0.45 0.315 0.46 0.362 0.48 0.436 0.50 0.477 0.50 0.504 0.50

Mad reading end/or math book(s) 0.384 0.49 0.459 0.50 0.534 0.50 0.632 0.48 0.723 0.45 0.793 0.41

Number of grades in school 4.918 0.60 4.872 0.61 4.920 0.46 4.902 0.48 4.947 0.37 4.972 0.27

School had furniture 0.502 0.50 0.582 0.49 0.662 0.47 0.754 0.43 0.819 0.39 0.867 0.34

School served free food 0.091 0.29 0.150 0.36 0.221 0.42 0.337 0.47 0.398 0.49 0.407 0.49

Number of teachers in school 3.472 6.22 3.911 5.07 4.599 5.05 6.006 5.94 7.020 6.28 8.263 7.12



Table A.4: Means and standard deviations of variables: adult males

Birth cohort:

Variable

1925-1939 1940-1944

IfeaThiEl
1945-1949 1950-1954 1955-1959 1960-1966

Mean std Mean std mean sta Ireer std igear sid

Years of schooling 4.838 4.18 5.897 4.63 6.784 4.55 8.257 4.46 8.707 4.01 8.248 3.37

Mother's years of schooling 1.558 2.75 1.735 2.72 1.959 3.02 2.617 3.42 2.835 3.44 3.059 3.39
Father's years of schooling 2.515 3.44 2.890 3.44 3.194 3.49 4.058 4.00 4.340 3.94 4.731 4.02
Lived with mother at age 10 0.843 0.36 0.835 0.37 0.856 0.35 0.914 0.28 0.925 0.26 0.940 0.24
Lived with father at age 10 0.743 0.44 0.741 0.44 0.755 0.43 0.803 0.39 0.841 0.36 0.863 0.34

Mother is a white-collar worker 0.053 0.22 0.077 0.27 0.090 0.29 0.121 0.32 0.128 0.33 0.171 0.38
Mother is 4 blue-collar worker 0.076 0.27 0.082 0.2R 0.087 0.28 0.096 0.29 0.090 0.28 0.124 0.33
Mother ha no job 0.469 0.50 0.469 0.50 0.448 0.49 0.389 0.48 0.331 0.47 0.187 0.39
Mother's occupation is missing 0.031 0.17 0.043 0.20 0.052 0.22 0.105 0.30 0.145 0.35 0.168 0.37
Father is a white-collar worker 0.128 0.33 0.155 0.36 0.149 0.36 0.192 0.39 0.192 0.39 0.209 0.41
Father is a blue-collar worker 0.169 0.38 0.201 0.40 0.215 0.41 0.270 0.44 0.302 0.45 0.325 0.47
Father's occupation is missing 0.022 0.15 0.036 0.19 0.024 0.16 0.043 0.20 0.045 0.20 0.040 0.20

Lived in a city at age 8 0.269 0.44 0.285 0.45 0.325 0.47 0.396 0.48 0.431 0.49 0.465 0.50
Lived in a city at age 13 0.309 0.46 0.339 0.47 0.383 0.49 0.445 0.49 0.474 0.50 0.493 0.50

Nad reading and/or math book(s) 0.540 0.50 0.596 0.49 0.642 0.48 0.742 0.44 0.815 0.39 0.846 0.36
Number of gradMs in school 4.770 0.93 4.723 0.84 4.841 0.65 4.919 0.46 4.931 0.41 4.948 0.37
School had furniture 0.693 0.46 0.761 0.43 0.803 0.40 0.869 0.34 0.893 0.31 0.915 0.28
School served free food 0.125 0.33 0.235 0.42 0.320 0.47 0.426 0.49 0.394 0.49 0.393 0.49
Number of teachers in school 4.402 5.06 5.227 5.96 6.083 6.64 6.954 6.00 8.139 6.97 8.706 7.31
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CHAPTER 7

DOES THE STRUCTURE OF PRODUCTION AFFECT DEMAND FOR SCHOOLING IN PERU?*

Indermit Gill

1. Introduction

Analyses of gender differences in investments in human capital
typically emphasize family resources as the determining factor. (See Schultz

and Rosenzweig (1982), Gertler and Alderman (1989) for investment in health,

and King and Bellew in Chapter 6 for investment in schooling.) These studies

approach the problem as one of investmcit by parents in the human capital of male

and female children. These studies usually find that investments in male
offspring are greater, that these differences narrow as the level of household

wealth increases, and that the composition of household wealth (proxied by either

the amount earned by the mother and/or her education level) affects equity as

well.
There are two major drawbacks in these analyses. First, the

enpirical segments confound the effects (a) of a gender bias inherent in the

utility function of parents, (b) of gender differences in market returns to human

capital, and (c) of gender differences in appropriability of returns to
investments by parents in children. This chapter does not address this issue.

Second, these analyses contain no explicit consideration of the factors

determining the demand for schooling and health, other than tastes, and why this

differs for males and females. It is the second shortcoming that this chapter

seeks to rectify.'

In this chapter I use the regional structure of the economy, proxied

by the shares of services and industry in regional gross domestic product (GDP),

as an indicator of the demand for educated workers. By examining whether the

level of schooling as a function of shares of services and industry differs for

men and women, we can detect gender bias in the demand for schooling.

Based on the theoretical framework developed in Gill and Khandker

(1990), I estimate schooling demand functions for males and females using data

for Peru in the 1980s. A separate estimate covers households and provinces
(called "departments" in Peru). Household data are fram the Peruvian Living
Standards Survey (PLSS); information on the provinces is based on census data.

'Mr. Gill is an assistant professor at the State University of New York

at Buffalo and is a consultant to the World Bank.

The author is grateful to Barbara Herz, Emmanuel Jimenez, Shahid

Khandker, Thomas Mroz, John Newman, Pats Pattabiraman, Maurice Schiff, T. Paul

Schultz and Jacques van der Gaag for helpful disucssions, and to Marcia

Schafgans and Ricardo Lego for help with the data.

' It should be mentioned here that the absence of explicit consideration

of demand-side factors in the market for labor is a weakness of much of

neoclassical labor economics.
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Findings confirm the results obtained in Gill and Khandker using country-level
data for about 100 countries in 1965 and 1987. The primary findings are:

AA services and industry increase their shares of GDP, relative to
the share of agriculture, the demand for schooliug of both males and
females increases.

A. the share of services in GDP increases compared to agriculture
(holding the share of industry constant), the demand for Jchooling
by women increases more than the demand for schooling by men.

An increase in the share of industry relative to ag-iculture (holding
the share of services constant), is more closely associated with an
increase in the demand for schooling of men than of women.

A decrease in the supply price of schooling increases the level of
schooling attained by both sexes, but the gain is larger for women.

Increases in wealth, ceteris paribus, are associated with increases
in the demand of both sexes for schooling.

The plan of the chapter is as follows. Section 2 introduces the basic
theory. A representative family is assumed that has an adult couple and one
female and one male child. The issue of fertility is thus entirely sidestepped.
Parents are assumed to be the decisionmakers regarding investments in human
capital of children. This role arises from their concern over the attained
utility of their children. Attained utility depends upon the income of children
when they become adults and such income in turn depends upon the human capital
that was invested in them by their parents. Thus, the demand for schooling of
children is focused upon. Schooling is demanded differentially in different
sectors of the economy: industry and services reward education more than
agriculture.2 Parents form expectations about the sector of the economy that
their children are likely to work in as adults, and choose levels of schooling
for each child accordingly.

In the basic model, parents use their awn time allocation as a proxy
for the time-allocation patterns that their children will choose. In section
3 this last assumption is amended. Parents form expectations of time-use of
children as adults based on both their awn work experience and the general
pattern in the region of residence, as well as the probability of migration to
other regions. Section 3 also discusses the implications of adding sector-
specific work experience (job ',raining) as an additional component of human

2 Schultz (1975) argues that this demand for education reflects the higher
rates of change in industry. Mincer and Higuchi (1988) and Gill (1989) find that
sectoral rates of technical change in the U.S. economy between 1960-1985, were
related positively to the rates of return to education. Welch (1970) found
similar relationships in U.S. agriculture. These results imply that the rates
of return to schooling, and therefore the demand for educated workers, would be
highest in industry (especially manufacturing), lower in trade and services, and
lowest in egriculture.

25M
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capital.

Section 4 uses household data from the PLSS to test the implications

of the theoretical framework developed in sections 2 and 3. The advantages of

using household data are that the schooling attainment of children is directly

observed, and the effects of intrahousehold factors on the demand for schooling

cf boys and girls can be accounted for by including household information such

as the education and occupation of parents.

In section 5, I test the implications of the theory using provincial

data for 25 departments in Peru in the 1980s. Illiteracy retch' are used as a

proxy for investment in schooling. I conduct tests to ensure that department

illiteracy rates are satisfactory measures of department schooling attainment.

The findings confirm the main implications of the theory, and add to the evidence

from household analysis.

Section 6 discusses the policy implications of the study. The policy

implications are of two types: supply-related and demand-related. Supply-related

policy prescriptions are those targeted towards lowering the supply price of

schooling, such as improving the access to secondary schooling. Demand-related

policies aim at increasing tha demand for education. The main policy

recommendation entails the expaasion of the services sector. This contradicts

policy advice given by the World Bank and the IMF that developing countries

foster the growth of tradables to service their external debt. Another policy

implication emphasizes the importance of information about the rates of return

to schooling in the market and the home sector.

2. The Theoretical Framework

Human capital is assumed to consist of two components: schooling

and health.' Parents value only their awn consumption and the attainable utility

-- that is, the full income -- of their children as adults. Assume that a couple

has only one female and one male child.' The parents' utility function is

U U (CI Itr, R.) . (1)

where C is the quantity of a general consumption good consumed by the parents,

and R, and lc are the "full" incomes of the girl and boy respectively when they

are adults.

R depends on the human capital of children and gender based

opportunities. Human capital has several observable components, e.g., schooling,

3 The theoretical framework for thie paper departs considerably from

previous theoretical attempts to analyze gender differences in investments in

human capitcl, such as Gertler and Alderman's (1989) analysis of investments in

health.

'The issue of fertility is ignored here. See Becker and Tomes (1976) for

a theoretical discussion of fertility and quality-quantity tradeoffs, and Chapter

5 of this book for an empirical treatment by Schafgans using Peruvian data.
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health and job training. I assume here that schooling (S) is the only form of

human capital. The terms human capital and schooling will be used

interchangeably unless otherwise indicated. Thus the returns to human capital

functions for the girl and the boy are

R(S) (2a)

R. R.(S.) (2h)

The budget constraint of the household is

Y C + P.(St+ S.) (3)

where P. represents the price of schooling, and the price of the consumption

good has been normalized to equal 1.

There are two main sectors of employment: home and the market. The

rates of return to human capital are sector-specific. Thus overall returns to
schooling depend upon the extent to which time is allotted between the household
and the market (all nonhousehold) activities. In this chapter market activities

are subdivided into agriculture, services, and industry, identified as follows

0 Household
1 Agriculture
2 u. Services
3 Industry

Total returns to human capital are a time-weighted sum of returns in
each sector. I assume Cobb-Douglas return functions

Rf- t r +(tr (4a)
f0 f fl f f2 f f3 f

t + ( t Sig + t S7 + t S$ ) (4b)
m0 m ml m m2 m m3 m

where to and t is the fraction of time devoted to activity i by female and male
children respectively when they art adu/ts,' and

3 3

E tft E t4 1.
iO

(5)

The following-assumptions are made:

(i) tm > to : Everybody gets married and has children, and women spend more
time at home than men. This could be because bearing and rearing children
is more demanding of woman's time. (See, for related examples, Becker
1985). This raises the issue of endogeneity, since women may choose not

s Alternatively, tican be interpreted as the probability of the child being
employed in sector i as an adult.
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to have children. In that case, from the viewpoint of this theory, the
difference between men and women disappears. Alternatively, it can be
explained as a cultural or institutional constraint. In any case, because

of time constraint (5), women generally have less time for market
activities than men.

(ii) 0 < 7 < 6 : The rates of return to cahooling are high in the industrial
and service sectors and law in the atricultural sector.' However, these
rates of return do not depend upon the sex of the workers: there is no sex
discrimination in the marketplace.' Since the productivity of schooling
at home, a, is not easily or directly observable, nothing is assumed about
the magnitude of a relative to fi, 7, and 6.

It is important to remember that tft and t are not choice variables
for the parents. These are time-allocation deaisions by children when they
become adults.' The only choice variables in the current framework are So S.,
and C. Parents may impute the values of tfi and ti.d from their awn experiences
and expectations of market conditions when their children will work. This point

will be discussed later.'

Parents maximize their (one-period) utility functior given in
equation (1) subject to the budget constraint (3). The firat order conditions
for maximization are :

8U
.[ ttctif sc" + t s0-1 + + tt6 Sid] - AP N. 0

fl f

8U
. t + ( t B sP-, + t -t S74 + t 6 S")] AP 0

inT a az a m3 m s

(6a)

(6b)

'Although I do not have measures of the rates of return to schooling in
agriculture compared to the other two sectors, there is strong evidence for Pc2ru
that supports this assumption. In Chapter 1, Schafgans finds that labor force
participation of both men and women in agriculture declines with education, and
participation in the nonagricultural wage sector (sectors 2 and 3 in this
chapter) increases as the education of workers increases.

7 The point is not that there is in fact no discrimination against women.
The rationale for this assumption is simply the ".scrimination (either at home

or in the market) is a very difficult concept to quantify. Since the focus of
this chspter is empirical, I abstract from assertions that are unverifiable
either in principle or in practice

'This assumes that there is no bargaining about transform from the children
to the parents. Suppose instead that contracts bind children to support their
parents when they are old. Then parents may in fact decide tfi and tr. as well.

'Notice that there is a self-fulfilling nature to the p-rents' decision.
If parents choose the schooling levels under the assumption of a set of tsani
trno and if they are correct about the rates of return to schooling in each
sector, children cannot do better than allocate their time exactly as their

parents expected.
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A 0 (6c)

Y - C - Po(St+ S.) 0 (6d)

We can solve for the demand functions for S., S. and C. The schooling

demand functions will be of the form

ftws

Si all S 269 t09 t19 t211 t3)

S. S ('Y, Ps, to, t19 t2, t3)

(7a)

(lb)

where to i 0,1,2,3, are combinations of tit and t for each i. Note that sinue
both parents have the same utility function, only aggregate ti enters the
schooling demand functions. These can be 'smitten as

Sf Sf(Y, Ps, to t29 t3) (8a)

- Sm(Y, Ps, t, ts, ts) . (8b)him

Equations (8a) and (8b) incorporate the additional constraint faced by women,
to t to (that they must spend at least a fixed fraction to ortheir time at home),
in the functional form, M.). Since females are expected to marry and become
mothers, the functional form of schooling demand will differ from that of males.
Other than this restriction, however, there is no difference between boys and
girls.

The signs of 88; /8P3 and as; in (and 8S: Ws and as: /ay) are
predicted by standard consumer theory as being negative and positive
respectively, if quality of children is a normal good. Assuming that parents
value the happiness of male and female children equally,° the theory predicts
that these coefficients will be roughly equal in magnitude if the curvature in
the utility function is small. That is, if the second derivatives, 82s1 / aP

and B2S; / 8Y2 (and 82S/ 8P and 82S: / 814) are close to zero. If these
coefficients are different for males and females, and since we know that mean
levels of Sr are small compared to S., this is indicative of curvature in the
utility function.

However, the theory as it stands contains no predictions regarding
the magnitudes of aid 8; , 8rd 8t2and as;/ 8t3relative to ay./ 8ti, 8T,./ at,
and 8SU 8t3 respectively. More structure is needed to determine whether, for
example, an increase in the time spent by parents in sectors 2 and 3 (relative
to sector 0 and/or 1) increases or decreases the demand for children's education
and whether these magnitudes of response are different for females than for
males.

* Following Becker (1981), parents are altruistic toward their children.
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3A_Some Theoretical Extensions

The theory predicts that within a region, as a sector with a
relatively high rate of return to education increases its share in total
employment, demand for the education of children in that region will rise."
The limitations of the framework are:

(1) The theory contains no implications for the gender composition of this
increase in demand for schooling: It assumes that if an education-
intensive sector (say, industry) increases in importance, the demand for
schooling of boys and girls will rise symmetrically. The theory is now
extended to allow for systematic differences across sex to such shifts
in the demand curve for schooling.

(2) The theory assumes that the local structure of the economy (to tv and
t3 of the parents) determines the demand for education. This raises the
question of haw parents form expectations regarding their children's
future. Issues such as the likelihood and ease of migration may be
significant, and these factors may not be gender-neutral. Also, since the
rate of return to schooling in the home sector, a, is not observed
directly (that is, in terms of wages), perceptions regarding a may be
related to household attributes such as the education of the mother.

lAiAggerience as a Factor ot Production

The only distinction between men and women is that, in general

3 3

tri < (9)

since top. t > to); women must spend more time at home than men. Suppose now that
experience in sector 3 (time allocated to sector 3 activities) adds to the
returns to schooling in that sector, but the other sectors' rates of return to
schooling are not dependent on the time spent. That is

6 6 (t3), 6' > 0 (10)

So the returns to schooling functions (equations (4a) and (4b) ) ure rewritten

as

iaf3)
tf1S1 tfiSf tf2Sf tf3Sf (11a)

" If the industrial sector increases in importance, relative to services
and/or agriculture, we expect schooling to rise. Similarly, if the service
sector's share rises relative to agriculture, with no change in the share of the
industrial sector, then the demand for education will unambiguously increase.
However, if the share of industry declines at the same time that the share of

services rises, the effect on aggregate schooling demand is ambiguous.
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0 7 Cif3)

t.0S. + ( çs + S + ta3S. 3 (11b)

Combined with restriction (9), equations (11a) and (11b) imply that males will
allocate more time to the industry sector than equally schooled females because,
holding educational attainment constant, women spend less time in market

activities than males. This implies that man have a comparative advantage in
working in market sectors where the returns to schooling increase with time
spent."

For example, assume there are two levels of education: high and law.
Industry and services use only workers with high levels of education, while
agriculture uses workers with low levels of education (regardless of sex). Assume
that experience is rewarded in industry and not in services (a simplification).
More schooled workers with higher amounts of allocable market time (males) will

be employed in industry. More schooled females will work in the services sector,
where the returns to sfthooling do not depend on experience.

One consequence is that an increase in the industrial sector's share
of GDP will raise the demand for education by both males and females, but more
for males. Conversely, a rise in the service sector's share in total employment
will increase the demand for schooling by both male and females, but more for
females. These are test...ble implications of the theory.

3.2 Forming of Exoectations

The model assumes that parents, in decning haw to educate their
offspring, base the decision on the amount of time the parents spend on four
areas (household activities, agriculture, services, and industry) and the rates

of return to schooling in each of these sectors. For example, they expect
daughters to allocate time the same way as the mother, and sons to follow their
father's patterns. They further expect that the relative ra es of return to
schooling in each sector will remain unchanged. In the context of Peru in the
1980. this assumption is likely to be incorrect, since a large flow of migrants
moves between rural and urban areas.

This sub-section modifies the theory to allow for migration. Parents
have some information about potential work opportunities for their children
(other than their awn occupations) and incorporate this information into the
decision on their children's education. So, for example, parents may use the
average levels of tn and tw in the region or country to determine the probability

of employment of female and male children in sector i. Parents may use ti
(averaged aver both sexes) in deciding how much to educate their children. This
may entail migration by children when they are adults; this migration may or may
not be gender-neutral.

12 Alternatively, the comparative advantage of women in services may simply
be due to the fact that services provide more opportunities to work close to home
than does industry (Smith and Stelcner 1990).
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Vector Z is added as an argument in the two schooling equations

Sf I° St (Y 11 Ps11 t1 f t29 t31 Z ) (12a)

S. . S.(Y, Ps, to 't" t3, 2) (12b)

whp-e 2 represents both "infrastructural" variables (2) that represent the
6. ty of adults to migrate, and household-specific variables (22) that

represent the ability of the parents to decode information regarding potential
opportunities for children. 2 includee both factors that determine the degree
to which employment in each sector is perceived as possible (ts and t, for i
0,1,2,3) and factors that determine the accuracy with which parents observe the
true rates of return to schooling (a, fi, / and 6).

In the empirical sections, both equations (8) and (12) will be
estimated to see whether or not these variables Z have independent and
gender-variant effects on investment in schooling. These equations were
estimated both by ordinary least squares (OLS) and two-stage least squares (TSLS)
techniques to eacount for possible endogeneity of household income. The results

were very similar. In this chapter only the TSLS results are reported.

4. Household Level Empirical Evidence

Analysis at the household level has several advantages. First, since
the theoretical model is one of household decisions, empirical testing should
be done at the household level. Second, it is possible to quantify the effect
of intrahousehold distribution of potential or actual earnings (for instance,
the education or earnings of the mother compared to the father's) on investment
in the human capital of children. Third, the measure of investment is more
reliable for the households than the illiteracy rates used in Section 5 of this
chapter, and the primary and secondary school enrollment rates used in Gill and
Khandker (1990).

The sample should ideally consist of households in the PLSS that have

at least one male and one female child of school age. But when the sample was

restricted to such households, the number of observations dropped significantly.

4.1 Definition of De_pendent Variable: Schooling Shortfalls

TIA problems in comparing schooling levels of boys and girls are:

Each boy and girl is likely to have different levels of access to
schooling, such as household income, distance from school, quality
of schools available, and so on.

The boy and girl being compared are likely to differ in age, and
hence on this account alone would differ in years of completed
schooling. Thus we need to use a measure of educational attainment

adjusted for age.
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A related complication is that time or cohort effects will be
confused with the true schooling differentials. Suppose, for

example, that the government makes primary school attendance
compulsory for all children between 5 to 10 years of age in year t.
Then comparing the adjusted schooling attainment of a girl who is
10 years old in year t+5 with a boy who is 15 in the same year is
likely to understate the actual difference in the schooling of girls.
Conversely, comparing boy who is 10 in year t+5 with a girl who
is 15 in the same year will overstate this difference. It is
important to wed out these cohort-specific effects.

To resolve the first problem, we have included family
characteristics in the regression. Regarding the second problem, the comparison
is not between attained schooling but shortfalls in schooling attainment of boys
and girls. This shortfall, for a child j, is defined as

(4431 - 5) - (Schooling in Years)1 (Schooling Shortfall)j, for j - f,m.

That is, the shortfall is equal to potential schooling (age - 5) minus actual
schooling (alternatively, the highest grade completed)." The nice thing about
this measure is that it is a familiar one: it is identical to Mincer's (1974)
definition of potential work experience for adults. The only difference is in
its: application. We deal with the third problem by estimating cohort-specific
schooling equations, estimating separately for each of five age groups: 6-15
years, 16-25 years, 26-35 years, 36-45 years and 46-65 years."

" Within the household, it is also possible to compare the quality of
schools attended by male children varsus the quality of schools attended by
female children. For example, in the PLSS, it is possible to determine whether
the child attended a private or a public school. Indices of quality of schooling

of and school-related expenditure on male and female offspring can be
incorporated to make the schooling differential variable better approximate
differential investment in schooling rather than differential schooling
attainment.

4 Ideally, to purge cohort effects from the comparison of male and female
schooling levels, the following procedure should be adop 1. The average
schooling shortfall for male children in each cohort group is first calculated.
Then the difference of the schooling shortfall of each child i, male and female,
from the average schooling shortfall of male children in the cohort that child
i belongs to, is defined as

(Schooling Shortfall) - E (Male Schooling Shortfall) / M(t) S ,

j

j - m, f; and k . 1,2, , Mit)

where j denotes the male children in the cohort, t, that i belonG.-. co, and M
(t) is the number of males in cohort t.
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4.2 Definitions of Independent Variables

Y: Household income is proxied by using total (food and nonfood) expenditures

in the household. The advantages of using expenditures rather than income

are that: (a) expenditures are less subject to errors in reporting, since

they are reported by component. Each component (food, clothing, and so

on) is less likely to be systematically under- or over-reported; and (b)

total expenditures are a better proxy for permanent income, which is

generally the relevant budget constraint.
The disadvantages are that: (a) since expenditures on schooling are a

component of the total, the issue of endogeneity of a right-hand side
variable becomes a problem; and (b) schooling levels and household income

may be jointly determined by other variables, and this results in

simultaneous equations bias. (See Schultz 1989 for a diszussion of this

problem for fertility decisions.)
To overcome these problems, the estimation is done in two stages. The

first stage consists of estimating household expenditures per adult from

the following regression

Expenditures/Adult e + elAge + e2Age2 + esSchooling

+ e4Schooling2 + esTraining + e6Public School?

+ e7Landholding + esUnearned Income

+ eslaural + (13)

Age, Schooling and Training are the age, education, and training of

the head of the household and the spouse, Public School? is a binary

variable that asks whether the head and spouse attended a private or a
public school, Rural is a region dummy which equals 1 if the region of

residence is rural, and 0 otherwise, Landholding is the total area of

land sawn or rented out by the household, and Unearned Income is the sum

of all income other than wage and salaries. The fitted values used are

from a regression that excludes Landholding, because the sample was reduced

to one-third of its size when landholding was included. The full

regression results are in Appendix I.

The structure of the economy, or the time spent in each of the three market

sectors, ti, t2, and to is proxied by their Share in Departmental GDP.

ti Share of agriculture (farming, fishing and forestry),

t2 Share of services (personal and business services, health care,
hotels, tourism, and so on),

ts Share of industry (manufacturing, mining, construction, and so

on),

averaged over 1979-85. Ideally, I would also have experimented with the
share of each sector in department employment, but data were not available.

It may be more appropriate to use sector shares in income, since it is the

earning power of childrel that parents are concerned about, not hours

worked. Using pectoral shares in departmental GDP as proxies for ti assumes

that within each sector, the labor intensity of production does not change

as aectoral output changes.

Changes in Ps are proxied by a rural-urban dummy variable. I assume that

the price of schooling is lower in urban than in rural regions. This

Q
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could be because the average distance to school in rural regions is greater

than that in urban regions." Thus within each department, the parameter
Ps varies wlth region of residence.

Z2: The estimation in this section uses household data from the PLSS for subset

Z2 variables, as follows:
(1) Highest level of education completed by Mother
(2) Bighest level of education completed by Father
(3) Mother's Longest Occupation
(4) Father's Longest Occupation

The level of education of the parents is measured as follows:
-1 Never attended, 0 None, 1 Initial, 2 Primary, 3 Regular

secondary, 4 Technical secondary, 5 Postsecondary Non-univeriaity,

6 University.
The occupation of the parents is measured as follows:

1 Did not work, 2 Missing and not elsewhere classified, 3
Agriculture, Fishing and Forestry, 4 Sales vendors, 5 Service

workers, 6 Production & Transportation, 7 Clerical, 8

Professional and Gc/ernment.
The education levels of the mother and father are included to capture
informacion-processing abilities of the household. Educated pareLts are
likely to be better informed about the true rates of return to tIteir
children's education. The occupation of each parent is included to test
whether parents base their expectations for their children on own

experiences, or whether the crucial determinant is the general structure
of production in the region of residence (as proxied by province ti

ratios)."

4.3 Results of the Schooling Regressions

The general form of the estimated equations is

"Alternatively, it could be because rural areas are generally agricultural,
and urban areas are more industrial. If children's labor is more valuable in

agrarian economies, then the price of schooling would include the higher

opportunity cost in rural areas. This effect confounds the structure of the
economy with the rural-urban decomposition, and is ignored here.

" The education of the mother relative to that of the father, when their
wages or incomes are not included, may also indicate the extent of female control

of the household budget 7. Occupations of the mother and father are more likely

to proxy share in actual earned income of the household. Education, when

occupation is included, better proxies potentia/ earned income. To the extent

that the "bargaining position" of females depends on the income-earning

capability of the mother, and not income actually earned, the mother's schooling
will have an independent effect on gender equity in child investments. Studies

have also found that the father's education has significant positive effects on
the schooling of children. (See for example, Moock and Leslie 1986.) The

education of both parents is hypothesized to have a positive effect on the

schooling of both sons and daughters.
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St um MY, Po to to to Z) for females, (14a)

S. S.(Y, Ps, to to to Z) for males, (14b)

Since the ti as measured add up to I, only two of the three shares can be

included in a regression. The aim is to examine the relative increases in the

demand for schooling as education-intensive sectors grow in importance, and

particularly whether industrial growth raises the demand for boys' education

more than girls'. To hold the share of services constant while increasing the

share of industry, we must include both the high education sectors in the

regression, and omit the law education sector.

Another aspect of the problem of multicollinearity is that the share

of agriculture in GDP (the omitted class) and the degree of urbanization are

highly (negatively) correlated. Since the share of agriculture is equal to 1

minus the sum of the shares of services and industry, this leads to a high degree

of multicollinearity in the above regressions. To overcome this problem, I use

a four-way classification, with government services as the fourth category. The

results below are computed with two classes, industry and nongovernment services ,

and mo omitted classes, agriculture and government services. Since the share

of government services is about .07, it is not a very important category
quantitatively, but it helps to overcome the multicollinearity problem."

The regressions estimated for females are:

Sf 00 + 01Household- Inc ome + 02Share - of -Industry

03Share-of-Services + 04Urbanization

+ 05Father's Education + Ostiother's Education

+ OiFather's Occupation + OsMother's Occupation + (15a)

and for males are:

S. pi + jAlHousehold Income + A2Share-of -Industry

+ a3Share-of-Services + p.Urbanization

+ issFather's Education + p6Mother's Education

+ Wather's Occupation + psMother's Occupation + (15b)

The primary hypotheses to be tested are:

Hl. 01 < 0, pl < 0 Schooling of the girl and the boy are Llorwal goods.

" To test whether multicollinearity was severe, I used the singular value

decomposition technique advocated by Belsley and c,ners (1980). This test is

essentially &measure of the sensitivity of coefficients to changes in the matrix

of independent variables. This sensitivity is summarized as (square root of)

the ratio of the largest eigenvalue of the X'X matrix to the smallest, and is

called a "condition index." Condition indices of less than 30 are considered

good, and those between 30 to 100 are considered to be indicative of moderate

to strong multicollinearity (see Judge and others 1985). The largest condition

index for the regression in this paper was about 26.
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H2. 01 < pl t Since levels of schooling of girls are lower to begin with,
this would imply that equity in human capital investments across sexes
is a normal good.

H3. 02 < 09 A2 < 0 Demand for schooling increases as the share of industry
increases at the expense of agriculture, while holding the share of
services constant.

H4. 02 > 02 : Men have a comparative advantage in industry, since it rewards

work experience as well as schooling. So when the share of industry rises
holding the share of services constant, the demand for male schooling rises
by more than the demand for female schooling.

H5. 03 < 09 p3 < 0 : Demand for schooling increases as the share of services
rises at the expense of agriculture, holding the share of industry
constant.

H6. 03 < A3 : Women have a comparative advantage in services, since the

rate of return to schooling in the services sector is independent of the

time spent working in this sector. So when the share of services rises,
holding the share of industry constant, the demand for female schooling
rises by more than the demand for male schooling.

H7. 04 < 0, At< 0 A fall in the supply price of schooling associated with
greater urbanization, holding the demand schedule for schooling constant,
will raise schooling investments in both girls and boys.

H8. 04 * p4 : The theory has no predictions about the relative magnitudes of
the responses of male and female schooling to changes in the supply price
of schooling.

Table 2 &bows the results for the entire sample and separately for
each of five age-groups: 6-15 years, 16-25 years, 26-35 years, 36-45 years, and
46-65 years. Schooling decisions of those who are more than 35 years old were
made when the structure of the province's economy was different. We expect to
find the strongest results for groups that are finishing school (16-25 years)
and that have just finished school (26-35 years).

The results indicate that for the sample as a whole, increases in
the share of services are significantly and negatively correlatedwith schooling
shortfall for females, but not for males. The share coefficient in the female
regressions is greater in magnitude for the services sector than for industry.
For males, on the other hand, it is the share of industry that is significant
(at the 5 or 10 percent level). This is exactly what our theory predicted.

Results by age group show that coefficients for the snares of
services and industry are insignificant for the age groups 6-15, 36-45, and
46-65 years. For the group 16-25 years old, the coefficient for the share of
services is significant at the 1 or 5 percent level. For the group 26-35 years

old, the share of industry and services show strong results. Reassuringly, the

correlation between the share of services and schooling seems to be stronger

262



-247-

for females than for males. However, the magnitude is greater for the services

sector for both sexes -- a contradiction of the theory. For each of the age

groups, the coefficient for the share of industry is never significant for

females. However, for males in the age groups 26-35 and 36-45 years, the

coefficient of the share of industry is significantly negative at the 10 percent

level of significance.

For the age-specific estimates, the degree of urbanization decreases

the schooling shortfall of females, but not necessarily that of males.

Surprisingly, urbanization has a strong unfavorable influence on the schooling

shortfall for males in the pooled regressions. In the context of our model,

where the rural dummy proxies the price of schooling, this implies that lowering

the price of schooling increases the schooling of females more than males.

The education of both father and mother have significant positive

effects on schooling. The education of the mother is more closely associated

with the schooling of daughters, and the education of the father wtth the

schooling of sons. The occupation of the mother never matters, while the

occupation of the father seldom matters, with higher occupation implying a lower

schooling shortfall for both female and male offspring. Household income has

a strong beneficial effect on all groups except children aged 6-15 years.' A

surprising finding was that household income has a stronger effect on schooling

of male children than female children. Thus while investment in education is

a normal good, the data reject the view that gender equity is a normal good when

demand-side factors are included. That is, increases in household income per

se will not lower the gender gap in schooling.
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Table 1. Means and standard deviations of variables by households

Variables

Department-level RHS variables:

Share of industry in Dept. GDP
Share of agriculture in Dept. GDP
Share of services etc.in Dept. GDP
Share of govt. services in Dept. GDP
Degree of urbanization

Household-level RHS variables:

Predicted household income
Place of residence (Dummy: 1.4tural, 0-Urban)
Household size
Total landholding (Acres)

Individual-level RHS variables:

Father's education level
Mother's education Level
Father's occupation
Mother's occupation

Individual-level LHS variables:

Female: education in years
Male education in years
Female: highest level of education completed
Male highest level of education completed
Female: age in years
Male : age in years
Female schooling shortfall: 6-15 years
Male schooling shortfall: 6-15 years
Female schooling shortfall: 16-25 years
Male schooling shortfall: 16-25 years
Female schooling chortfall: 26-35 years
Male schooling shortfall: 26-35 years
Female schooling shortfall: 36-45 years
Male schooling shortfall: 36-45 years
Female schoolinG shortfall: 46-65 years
Male schooling shortfall: 46-05 years

.111017170i.

Mean Standard
deviations

0.36 0.14
0.18 0.13
0.39 0.13
0.07 0.03

66.99 25.49

787.26 385.13
0.43 0.49
6.48 2.75

9.21 76.01

1.48 1.76

0.48 1.68

4.28 1.67

2.98 1.63

4.59 4.10

5.49 4.13

1.94 1.69

2.43 1.50

26.70 16.04

26.12 16.13

2.76 1.92

2.57 1.73

7.89 4.35

7.34 3.75

18.76 5.84
16.89 5.28

31.01 5.67

29.02 5.76

46.33 7.03

44.54 7.13
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Table 2. Household-level schooling regressions

Independent
Variables

Equation 1
Female Male

Equation 2
Female Male

Equation 3
Female Male

All age groups

*** ***
Constant -5.043 -3.841

(0.64) (0.62)
** **

Industry share -1.640 -1.310

(0.68) (0.67)
***

Services share -3.215 -1.281

(0.83) (0.82)
*** ***

Rural dummy 0.836 -0.527

(0.20) (0.20)
*** ***

Household income -0.007 -0.010

(0.00) (0.00)

Father's education

Mother's education

Father's occupation

Mother's occupation

Age group

Adjusted R
2

Sample size

*** ***
11.251 11.181

(0.06) (0.06)

0.885 0.899

4281 4024

*** *** *** ***
-5.342 -3.665 -5.031 -3.899

(0.62) (0.62) (0.64) (0.64)
* * *

-1.002 -1.166 -0.943 -1.172

(0.67) (0.67) (0.67) (0.07)
*** ***

-2.251 -1.112 -2.165 -1.216

(0.81) (0.81) (0.82) (0.82)
*** ***

0.233 -0.678 0.197 -0.715

(0.20) (0.21)
*** ***

-0.006 -0.010

(0.00) (0.00)
*** ***

-0.419 -0.304

(0.06) ;0.06)
***

-0.574 0.007

(0.06) (0.06)

(0.21) (0.21)
*** ***

-0.006 -0.010
(0.00) (0.00)

*** ***
-0.388 -0.302
(0.06) (0.06)

***
- 0.556 -0.005

(0.06) (0.06)
***

- 0.129 0.022

(0.06) (0.06)

-0.015 0.085

(0.05) (0.05)

*** *** *** ***
11.091 11.116 11.096 11.120

(0.07) (0.07) (0.07) (0.07)

0.892 0.900 0.892 0.900

4281 4024 4281 4024
.11Cia:ZeGINCIIII712:1=1:11111=CNIS

Note: Dependent variable is schooling shortfall age - schooling - 5

*
** ***

Significant at 10 percent, at 5 percent level, at 1 percent level.

Standard errors in parentheses.
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Table 2. (Continued) Household-level schooling regressions

Independent Equation 1
variables Female Male

Equation 2
Female Male

Equation 3
Female Male

Population aged 6 to 15 years

** *** ***
Constant 0.765 2.768 1.448 3.378 1.595 3.209

(1.40) (1.41) (1.38) (1.00) (1.39) (1.03)

Industry share 2.474 1.201 2.047 1.152 2.518 1.106

(1.58) (1.31) (1.52) (1.24) (1.56) (1.24)

Services share 1.680 -0.297 3.101 0.179 3.827 0.071

(2.00) (1.65) (1.92) (1.57) (2.05) (1.60)
*** *** ***

Rural dummy 1.928 0.168 1.383 0.142 1.424 0.125

(0.49) (0.40) (0.49) (0.38) (0.49) (0.38)

Household income 0.001 -0.000 0.000 0.000 0.000 -0.000

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
** ***

Father's education -0.042 -0.309 -0.010 -0.335
(0.14) (0.12) (0.14) (0.13)

*** ***
Mother's education -0.465 -0.163 -0.433 -0.193

(0.12) (0.10) (0.13) (0.11)

Father's occupation -0.129 0.027
(0.11) (0.11)

Mother's occupation -0.056 0.109
(0.10) (0.09)

Adjusted R2 0.092 -0.009 0.191 0.102 0.189 0.101

Sample size 156 170 156 170 156 170

Note: Dependent variable is schooling shortfall age - schooling - 5

* ** ***
Significant at 10 percent, at 5 percent level, at 1 percent level.
Standard errors in parentheses.
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Table 2. (Continued) Household-level schooling regressions

Independent
variables

Equation 1
Female Male

Equation 2
Female Male

Equation 3
Female Male

Constant

Industry share

Services share

Rural dummy

Household income

Father's education

Mother's education

Father's occupt...ion

Mother's occupation

Population aged 16 to 25 years

**t ***

14.305 14.296
(1.13) (1.26)

-1.173 -0.866

(1.n) (1.57)
*** ***

-5.117 -4.939
(1.61) (1.70)

2.333 1.927
(0.41) (0.45)

*** ***
-0.003 -0.004
(0.00) (0.00)

Adjusted R
2

Sample size

*** ***

14.038 14.353
(1.08) (1.24)

-0.912 -0.355

(1.21) (1.52)
*** ***

-4.479 -4.084
(1.52) (1.66)

*** ***
1.828 1.383

(0.39) (0.45)
*** ***

-0.002 -0.004
(0.00) (0.00)

*** ***
-0.404 -0.416

(0.11) (0.12)
*** **

-0.616 -0.282
(0.10) (0.12)

*** ***

14.689 14.039
(1.11) (1.31)

-0.813 -0.388
(1.21) (1.52)

*** ***
-4.106 -4.243
(1.53) (1.66)

*** ***
1.685 1.336

(0.39) (0.45)
*** ***

-0.001 -0.003
(0.00) (0.00)

*** ***
-0.340 -0.420
(0.11) (0.13)

*** ***
-0.573 -0.304
(0.11) (0.12)

***
-0.328 0.031

(0.11, (0.11)

0.123 0.117

(0.08) (0.09)

0.286 0.359 0.366 0.399 0.374 0.399

645 445 645 445 645 445

Note: Dependent variable is schooling shortfall ... age - g.chool1ng - 5

*
** ***

Significant at 10 percent, at 5 percent level, 0: 1 percent level.

Standard errors in parentheses.
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Table 2. (Continued) Houtehold-level schooling regressiona

Independent
variables

Equation 1
Female Male

Equation 2
Female Male

Equation 3
Female Male

Constant

Industry share

Services share

Rural dummy

Household income

Fether's education

Mother's education

Father's occupation

Mother's occupation

Adjusted R2 0.404

Population aged 26 to 35 years

*** *** *** ***
26.685 26.601 25.919 26.117

(0.99) (0.93) (0.95) (0.92)
* *

- 1.384 -1.733 -0.542 -1.590

(1.12) (1.01)
*** **

- 3.845 -2.639
(1.38) (1.32)

***
1.862 0.525
(0.35) (0.33)

*** ***
- 0.006 -0.008
(0.00)

(1.07) (1.00)
***

- 3.233 -2.170
(1.30) (1.30)

***
1.130 0.305
(0.34) (0.33)

*** ***
- 0.004 -0.007

(0.00) (0.00) (0.00)
*** ***

- 0.538 -0.303

(0.10) (0.09)
*** ***

-0.606 -0.262

(0.10) (0.09)

*** ***
26.662 26.230
(1.00) (0.97)

-0.470 -1.384
(1.07) (1.00)

***
-3.311 -2.124
(1.31) (1.31)

***
1.029 0.226

(0.34) (0.34)
*** ***

-0.004 -0.007
(0.00) (0.00)

*** ***
-0.471 -0.272
(0.10) (0.09)

*** ***
-0.576 -0.261

(0.10) (0.09)
** ***

-0.245 -0.121

(0.10) (0.09)

0.031 0.093

(0.07) (0.07)

0.500 0.462 0.515 0.464 0.515

Sample size 1148 957
411EMEINEINNIMMINIIRMISINIMINWOLIMIS

1148 957 1148 957

Notes Dependent variable is schooling shortfall . age - schooli-,g - 5

* ** ***
Significant at 10 percent, at 5 percent level, at 1 percent level.

Standard errors in paranthesee.
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Table 2. (Continued) Household-level schooling regressions

Independent Equation 1

Variables Female Male
Equation 2

Female Male
Equation 3

Female Male

Population aged 36 to 45 years

*** *** *** *** *** ***

Constant 38.049 39.942 36.471 39.570 36.795 39.437

(0.97) (0.84) (0.93) (0.85) (0.97) (0.89)
** *

Industry share -0.730 -1.850 0.073 -1.404 0.074 -1.448

(1.13) (0.94) (1.10) (0.94) (1.10) (0.93)

Services share -0.005 -1.650 1.033 -1.360 1.136 -1.407

(1.36) (1.18) (1.29) (1.17) (1.30) (1.18)

*** **
Rural dummy 0.930 -0.547 0.346 -0.738 0.2/2 -0.734

(0.35) (0.30) (0.34) (0.31) (0.34) (0..'1)

*** *** *** *** *** ***

Household income -0.009 -0.011 -0.006 -0.010 -0.006 -0.010

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
*** *** *** ***

Father's education -0.382 -0.294 -0.339 -0.303

(0.09) (0.09) (0.09) (0.09)
*** ***

Mother's education -0.778 -0.095 -0.756 -0.102

(0.10) (0.09) (0.10) (0.09)

Father's occupation -0.174
*

0.044

(0.10) (0.09)

Mother's occupation 0.088 0.010
(0.08) (0.07)

Adjusted R
2

0.435 0.610 0.493 0.617 0.494 0.616

Sample size 1064 1030 1064 1030 1064 1030

Note: Dependent variable is schooling shortfall .. age - schooling - 5

* ** ***
Significant at 10 perc.nt, at 5 percent level, at 1 percent level.

Standard errors in parentheses.

269



- 254 -

Table 2. (Concluded) Household-level schooling regressions

Independent Equation 1 Equation 2

variables Female Male Female Male

Population aged 46 to 65 years

Equation 3
Female Male

Constant 54.175
***

54.047
*** ***

52.687 54.174
***

52./31
***

53.386
***

(1.29) (1.14) (1.28) (1.15) (1.36) (1.22)

**
Industry share -3.200 -1.246 -2.321 -1.227 -2.353 -1.282

(1.56) (1.36) (1.55) (1.36) (1.55) (1.36)
**

Services share -4.428 1.215 -2.814 1.153 -2.696 0.910

(1.91) (1.66) (1.89) (1.66) (1.90) (1.67)
** **

Rural dummy 0.093 -0.947 -0.498 -0.993 -0.430 -0.996

(0.45) (0.40) (0.45) (0.40) (0.46) (0.40)

*** *** *** *** *** ***
Household income -0.008 -0.013 -0.006 -0.012 -0.006 -0.013

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
*** ** ** **

Father's education -0.307 -0.233 -0.331 -0.257

(0.13) (0.11) (0.13) (0.12)
*** ***

Mother's education -0.636 0.176 -0.647 0.151

(0.16) (0.13) (0.16) (0.13)

Father's occupation 0.091 0.191
(0.14) (0.13)

Mother's occupation -0.146 0.127
(0.11) (0.10)

Adjusted R2 0.201 0.381 0.227 0.382 0.227 0.383

Sample size 1264 1418 1264 1418 1264 1418

Note. Dependent variable is schooling shortfall . age - schooling - 5
* ** ***
Significant at 10 percent, at 5 percent level, at 1 percent level.

Standard errors in parentheses.
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5. Province Level Emmirical Evidence_

Evidence from provincial data confirms the findings of the previous
section. Because literacy and income data are based on the census, the results
do not reflect any sampling bias in the PLSS. In the last section the focus
was on household level variables (the subset ZO. In this section I experiment
with various infrastructural parameters (Z), indicating the degree of

development of transport and communications in each province or department.

Using data from the department level is tantamount to assuming that
households within a department are identical with respect to the parameters they
face: income (Y), the rates of return to schooling in the three sectors (fi, 7,
and 6), and the time-allocation parameters (t1). However, each department has
two regions, rural and urban. As in the previous section I assume that the price
of schooling (Ps) is lower in urban than in rural regions.

5.1 Definitions of Dependent Variable: Illiteracy Rates

S : The census data do not provide gender-specific schooling attainment or
ton

enrollment by age group for each di,artment. Since illiteracy rates are
available at the required level of disaggregation, I use cohort-specific
illiteracy rates as a proxy for investment in schooling in the department.
Clearly, literacy rates are a gross approximation for schoollng levels.
There are two defenses for this procedure. First, the study focuses on the
differences in human capital between males and females. Even though
illiteracy rates do not reflect absolute levels of human capital of each
sex, they may provide reliable estimates of relative levels. Second,

total illiteracy rates are highly negatively correlated with initial,
secondary, postsecondary, and vocational enrollment ratios across

departments (see Table 3). University level enrollment ratios are weakly
negatively correlated with illiteracy rates, but this is not surprising.
Somewhat puzzling is the finding that primary school enrollment ratios are
positively correlated with illiteracy rates. This is probably due to the
fact that high actual primary school enrollment relative to the number
that should be enrolled may indicate that students have fallen behind in
the curriculum.

5.2 Definitions of Independent Variables

Y: Departmental gross domestic product per capita is used as the measure for
household income.

The structure of the economy, or the time spent in each of the three market
sectors, to t2, and t3, is proxied by their Share in departmental GDP.
These variables are defined as in the previous section:
tl Share of Agriculture (farming, fishing and forestry),
t2 . Share of Services (personal and business services, health care,

hotels, tourism, and so on),
t3 Share of Industry (manufacturing, mining, construction, and so on),
averaged over 1979-85.
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Table 3. Correlation between EnrolIment Ratios and Illiteracy Rates: Peru,

1985-86

Enrollment Ratio Total

OZNCII=C===I==C

Cohort Group (in years)

(by school group) 15-19 20-24 25-29 30-34 35-37 40+

Initial -.596 -.538 -.552 -.460 -.597 -.616 -.587

Primary .694 .694 .691 .327 .691 .711 .691

Secondary -.815 -.881 -.847 -.639 -.829 -.851 -.812

Postsecondary -.669 -.696 -.672 -.516 -.682 -.714 -.658

University -.402 -.444 -.439 -.332 -.394 -.406 -.412

Other -.725 -.663 -.689 -.483 -.731 -.751 -.736

Motes: 1. All correlations except those marked by an asterisk are significant

at the 5 percent level. All correlations are significant at the 10

percent level. The tst used to determine statistical significance

of the correlation is the t-ecatistic :

t ((n-20/(1-r2W.5.
n is the number of obser .ions, r is the computed correlation

coefficient, and (n-2) is the number of degrees of freedom.

2. The number of observations is 23. Lima and Callao, and Loreto and

Ucayali are aggregated to maintain conformity with available GDP

accounts.
S. Enrollment Ratios are calculated as ratios of total enrollment in

the department to total population.

Sources: For illiterztcy rates, enrollment and population, Peru: Compendio

Estadistico 1987, Systeme Estadistico Nacional, Instituto Nacional

de Estadistics-

Ps: Changes in Ps are proxied by the Degree of Urbanization (percentage of

total department population living in urban a,ess) in 1985. The degree

of urbanization is a continuous variable. Therefore Ps (0 s Ps:5 100) iS

41 continuous variable. I also experimented with a rural-urban dummy

variable (Ps rout where r and u are the price of schoo.,ing for a child

in rural and in urban areas respectively). This is done by estimating male

and female schooling regressions separately for rural and urban bchooling
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levels across departments. However, income per capita, Y, and the

potential work opportunities by sector, are still department-level:
department GDP figures are not available separately for each region. Thus

it is assumed that ti do not vary across regions within a department, but

Ps does. This assumes that, within a department, it is costless for an
adult to migrate from rural to urban regions (or vice versa), but the cost

of sending a child to school from rural to urban regions is very high.

Z : The vector of department-level infrastructural variables Z1 include Roads

per Square Kilometer, and Post Offices per Square Kilometer. I also

experimented with Telegraph Offices per Square Kilometer, Telephone Lines

per Capita, and some other variables. Since household specific variables

.4 22 are only available in a household-level survey, this soction only
employs department-level infrastructural variables (subset 2) in the
schooling regressions.

.4

5.3 Description of the Data

Table 4 shows the means and standard deviations of the dependent and

all the independant variables used in the illiteracy regressions. Industry's

share is the largest, but is also relatively more variable across departments

than the share of services (as evidenced by values of the coefficients of

variation of 0.54 and 0.36 respectively). The share of agriculture in GDP (CV

0.61) is also highly variable across sectors. It seems that the share of
industry increases most rapidly at the expense of the share of agriculture.

Average illiteracy rates for all ages and for both sexes are higher

in rural areas. The aggregate gender differential (female illiteracy divided

by male illiteracy) is lower for rural (2.52) than for urban areas (3.54). Given

the values of the standard deviations, this differenca appears to be

statistically significant. A plausible (demend-side) explanation of this finding

is that agricultural activities are less education-intensive for women and men.

That is, the predominance of a sector with low education intensity in a region

will result in low demand for education in that region, but, under reasonable

assumptions, in higher equity across sexes in investment in schooling. Since

the supply price of education is probably lower in urban areas, and if the lower

price prompts a greater response from girls than boys, the ratio betmeen male

and female illiteracy rates should be lawer in urban areas. This points out a

weakness of studies that facus only on shifts in supply of schooling, and

highlights tbe importance of studying the determinants of shifts in the schcoling

demand cu:,I.

When we examine the patterns across cohorts, we find a small

difference for the younger age groups (15 to 29 years) in this ratio across

regions, and a significantly larger difference for people 30 years and older.

One Ltterpretation of this findinc is that over time, the gender differences in

urbea areas have narrowed more rapidly in rural areas. Again, a demand side

explaaaaion seems plausible. The rapid growth of services in urban areas can

account for greater equity even if the supply price of schoolil ,ie constant over

time, if women have a cowparative advantage over men in working in services (see
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section 3)." It is difficult to rule out a supply-side explanation here. It
may be that the supply price of schooling has fallen relatively more in urban
than in rural areas over time, and that female schooling has a higher price
elasticity than male schooling, analogous to Gertler and Alderman's (1989)
arguments for health.

Table 4. Means and standard deviations of variables by department, 1981-82

Variables Means and Standard deviations

RHS Variables:
Mean S.D.

Per capita GDP (cuvrent prices) 174.46 148.65
Share of industry in dept. GDP 0.37 0.20
Share of ag:'culture in dept. GDP 0.23 0.14
Share o etc.in dept. GDP 0.33 0.12
Share of gov-.. emrvices in dept. GDP 0.07 0.03
Degree of ur)anIza-Lion 55.66 21.76
Roads per 1060 square kilometers 785.06 2258.45
Post offices plr 1000 Sq. Rm. 2.82 1.92

Urban Rural
Mean S.D. Mean S.D.

LHS Variables:
Female illiteracy rete: All ages 18.67 10.84 46.22 16.76
Male illiteracy rate: All ages 5.44 3.12 19.43 9.09
Female/Male illiteracy ratio: All 3.54 0.87 2.52 0.51
Female illiteracy rate: 15-19 years 3.80 2.24 18.42 11.20
Male illiteracy rate: 15-19 years 1.62 0.74 6.96 3.55

Female/Male illiteracy ratio: 15-19 2.45 0.83 2.55 0.63
Female illiteracy rate: 20-24 years 5.85 3.99 26.19 14.42
Male illiteracy rate: 20-24 years 1.62 0.89 7.58 4.47

Female/Male illiteracy ratio: 20-24 3.81 1.47 3.93 1.44

Female illiteracy rate: k5-29 years 8.75 5.67 34.50 17.13

Male illiteracy rate: 15-19 years 1.95 1.09 10.25 5.93
Female/Male illiteracy ratio: 25-29 4.96 2.31 3.84 1.42

Female illiteracy rate: 30-34 years 13.88 9.04 44.94 18.56
Male illiteracy rate: 30-34 years 3.04 1.83 14.40 8.22
Female/Male illiteracy ratio: 30-34 5.01 2.30 3.72 1.77

Female illiteracy rate: 35-39 years 22.08 12.77 55.89 17.56

Male illiteracy rate: 35-39 years 4.52 2.54 19.83 9.93
Female/Male illiteracy ratio: 35-39 5.27 2.07 3.23 1.17

Female illiteracy rate: 40+ years 37.72 17.76 49.69 17.04
Male illiteracy rate: 40+ years 12.00 6.54 34.01 12.95

Female/Male illiteracy ratio: 401- 3.34 0.88 2.17 0.44

" Note that men may still have an absolute advantage in both induatry and
services.
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Motes: Means are unweighted averages.
5.3 Results of the Schooling Regression*

The general form of the estimated equations for females and males

respectively is

Sr 00 4 491Per-Capita-GDP + 02Share-of-Industry
4S3Share-of-Servicas + 44Urbanization +

S. , + p1Per-Capita-GDP + ;4:Share-of-Int' istry

+ p3Share-of-Services + pprbanizat ion +

The first three slope coefficients in each equation measure demand

.4 shifts, while the last coefficient measures supply price effects. Since S stands

for illiteracy rates, a negative coefficient implies a favorable effect on
ducation levels. In this section, I refer to the absolute magnitudes of the

coefficients when using the phrases "greater than" or "less than."

Table 5 reports the results of the regressions. The first two rows

report the results of the regressions (16a) and (16b). The results for the

sample as a whole indicate no significant support for hypotheses HI to H6 listed

in section 4. The only significant variable is urbanization, although tha signs

of the other coefficients conform with the theory.

The insignificance of results using a sample of all ages is not

surprising. Schooling decisions of age groups 35 years and above were made two

decades ago. The structure of the department's economy and hence the demand for

schooling is likely to have changed since then. It is more sensible to look at

the relationship between the illiteracy of younger cohorts and department income,

demand structure, and degree of urbanization. The relationships are likely to

be strong for the youngest cohort group, and to diminish as the age of the cohort

increases.

Pssults support this argument: for all but the oldest groups (35-39

years and 40 i,ars and above) there is reasonably strong evidence that a rise

in the vLare of the services sector, holding the share of industry constant,

raises the schooling levels of females and males. As predicted by the theory,

the coefficient for females is (2.5 to 5 times) larger in magnitude, and

intermittently signiftcant at the 1U percent level of significance for a
.1 one-tailed test. The coefficient for industry's share is always greater in

magnitude for females but never significant. This evidence, combined with the

fact that the variance of the share of industry is in fact larger t'-n that of

the service sector is evidence consistent with the view that a rise in the share

of services in GDP leads to greater increases in the education of women than an

equivalent increase in the share of industry. The coefficient for the degree

of urbanization is always negative for both females and males, always greater

in magnitude for females, and statistically significant at the 5 percent level

for a one-tailed test.

Given the high degree of multicollinearity between the share of

industry and the rate of urbanization, the high standard errors of the

coefficients are not surprising. To increase the degrees of freedom (a common
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solution for multiccllinearity), the female and male schooling equations are
estimated separately for rural and urban regions, thus allowing the omission of
the urbanization variable. This is roughly equivalent to treating the
urbanizatIon variable as a binary variable. It is a test of the alternative
view that, within a departumnt, it is costless for an adult to migrate from
rural to urban regions (or vice versa), but the cost of sending a child for
schooling from rural to urban regions is very high. The estimated equations
for urban areas are

Urban St 00 + eiPer-Capita-GDP + 02Share- of-Industry

03 Share-of-Services + (17a)

Urban S., po + Ayer-Capita-GDP + p2Share-of-Industry
+ 143 Share-of-Services + e.. (17b)

and for rural areas

Rural Sf Ug 00 Oyer-Capita-GDP + O2Share-of-Industry
03 Share-of-Services + ee (18a)

Rural S. + 141Per-Capita-GDP + A2Share-of-Industry
+ ;43 Share-of-Services + 6 (18b)

The results for urban areas are rows 3 and 4; for rural areas, rows
5 and 6 in Table 5.

Regressions for groups aged 15-19, 20-24, and 25-29 years confirm
the theory. The coefficients for the share of services in GDP are significant
and larger in magnitude for females than for males, and larger in rural than in
urban areas. The coefficients for the share of industry in GDP are generally
insignificant for female schooling, and generally significant for urban male
schooling. This seems to confirm the hypothesis that industry rewards schooling
:sore than the main omitted class, agriculture, and that men have a comparative
advantage in industry. Women, on ths other hand, have a comparative advsntage
in services. The sign and magnitude of the coefficient for GDP indicate that
female schooling increases by more than malu schooling when income increases,
and that the increases are larger for both females and males in rural areas.

Regressions that include variables proxying Zo roads per square
kilometer, telephone lines per capita, and post offices per square kilometer,
were also estimated. The coefficients were insignificant, and the coefficients
for per capita GDP, shares of services and industry, and urbanization were left
largely unchanged.°

The major limitation of this analysis is that the shares of each
sector in a departmei may be jointly determined with education levels of men
and women. For example, services may require more educated women than educated
men, so provinces that have relatively more educated women will tend to have a
larger share of services in GDP. The issue of causality between share of

'These results, which are not reported Lere, are available from the author.
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services and the demand for education of women is left unresolved. This is a

crippling limitation for purposes of deciding policy.

address this issue by estimating regressions by cohorts. Assuming

that the sectors' shares in GDP are relatively stable across departments, the

correlation between schooling and sectoral share should be stronger for younger

cohorts if a higher share of services and industry leads to a higher demand for

education. On the other hand, if education intensive activities are concentrated

in areas wtth high exogenous education levels, this would imply uniformly strong

%. correlations between education levels and structure of the economy across all

age groups. The regressions discussed above indicate that the correlations are

weak for older cohorts, implying support for the view that causality runs from

.4 economy structure to schooling levels, and not vice versa.

The results in this section are similar to those found in Gill and

Khandker (1990) for a sample of about 100 countries in 1965 and 1987. Migration

is likely to be more frequent within a country than across national boundaries.

The similarity of results by country and by province implies that the possibility

of cross-department migration does not seem to be a significant factor in

schooling decisions. This issue needs more examination, though, before any

conclusive statement can be made on the effects of migration on the rates of

return to human capital.
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Table 5. Cross-section schooling regressions

Dependent
variable

1.Female total
illiteracy rate

2.Male total
illiteracy rate

3.Female urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural
illiteracy rate

Independent variables
Constant Per Cap.

GDP
Industry
Share

Services
Share

Degree of
Urbanizn.

Unadj.
R-Sqr

All ages

***
73.713 -0.019 9.196 -13.378 -0.647 .817

(0.02) (17.61) (31.28) (0.15)

***
33.479 -0.013 -0.584 -13.979 -0.239 .714

(0.01) (10.42) (18.49) (0.09)

*** ***
50.189 -0.040 -8.892 -60.113 .545

(0.02) (13.72) (17.42)
*** ***

15.010 -0.012 -4.410 -16.739 .587

(0.00) (3.76) (4.77)
***

86.408 -0.049 -3.506 -80.723 .354

(0.03) (25.73) (32.67)

* ***
42.407 -0.030 -4.380 -44.040 .362

(0.02) (14.61) (18.56)

Note: Sample consists of 23 departments in Peru
* ** ***

Significant at 10 percent, at 5 percent level, at 1 percent level.
Standard errors in parentheses.

27S



- 263 -

Table 5. (Continued) Cross-section Schooling Regreesions

Dependent
Variable

Independent Variables

Constant Per Cap. Industry Services Degree of Unadj.

GDP Share Share Urbanizn. R-Sqr

1.Female total
illiteracy rate

.1

2.Male total
illiteracy rate

3.Ferale urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural
illiteracy rate

1.Female total
illiteracy rate

2.Male total
illiteracy rate

31remale urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural

Population aged 15-19 years

38.562

11.364

10.943

3.687

54.960

15.962

-0.012 -7.420

(0.01) (10.10)

-0.004 0.618

(0.01) (4.04)
***

-0.009 -2.472

(0.00) (2.65)

- 0.002 -0.947

(0.00) (1.42)
**

- 0.040 -14.039

(0.02) (15.80)
**

-0.015 0.583

(0.01) (6.02)

***
-26.313 -0.237 .774

(17.94) (0.09)
***

-5.171 -0.083 .658

(7.18) (0.03)
***

-13.242 .623

(3.36)
***

-3.786
(1.80)

***
-69.955
(20.06)

**
-18.415
(7.64)

Population aged 20-24 years

55.657

14.941

20.624

4.951

72.187

18.686

-0.013 -13.596

(0.01) (12.65)

-0.006 -2.693

(0.01) (4.54)
** **

-0.012 -9.157

(0.01) (4.52)
**

- 0.002 -2.873

(0.00) (1.14)
**

-0.048 -19.606
(0.02) (19.98)

**
-0.019 0.037

-37.260
(22.46)

-11.878
(8.07)

***
-27.038
(5.74)

***
-5.568
(1.45)

***
- 86.341

(25.36)
**

- 21.900

.280

.524

.396

***
-0.237 .816

(0.11)

-0.073 .691

(0.04)

.655

.576

.511

.387

illitlIcEy rate ...T.T.7ss.12.u..g4)..sys.22==
Note: giEge consists o 3 apartments in eru

* ** ***
Significant at 10 percent, at 5 percent level, at 1 percent level.

Standard errors in parentheses.
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Table 5. (Continued) Cross-section schooling regressions

Dependent
Variabla

1.Female total
illiteracy rate

2.Male total
illiteracy rate

3.Female urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural
illiteracy rate

1.Female total
illiteracy rate

2.Male total
illiteracy rate

3.Female urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural
illiteracy rate

Independent Variables
Constant Per Cap. Industry Services

GDP Share Share
Degree of
Urbanizn.

Unadj.
R-Sqr

Population aged 25-29 years

***
65.174 -0.017 -7.644 -29.348 -0.488 .825

(0.02) (15.14) (26.88) (0.13)

19.725 -0.010 -2.674 -15.610 -0.096 .718

(0.01) (5.77) (10.24) (0.05)
*** ***

26.485 -0.021 -7.588 -32.347 .585

(0.01) (6.93) (8.79)
*** ** ***

6.026 -0.004 -2.351 -7.235 .734

(0.00) (1.08) (1.37)
** ***

85.822 -0.056 -18.634 -97.214 .483

(0.03) (23.83) (30.26)
** **

25.492 -0.027 0.314 -29.957 .452

(0.01) (9.25) (11.74)

Population aged 30-34 years

**
84.684 -0.021 -18.090 -62.375 -0.451 .724

(0.03) (22.99) (40.83) (0.20)
**

28.882 -0.011 -6.516 -20.340 -0.156 .738

(0.01) (8.03) (14.26) (0.07)
** ***

40.319 -0.031 -10.513 -48.771 .509

(0.01) (12.05) (15.30)
*** *** ***

10.001 -0.005 -5.422 -11.570 .738

(0.00) (1.78) (2.25)
***

93.902 -0.059 -11.044 -94.348 .397

(0.03) (27.84) (35.35)
** ***

37.853 -0.033 -6.396 -43.207 .470

(0.01) (12.29) (15.60)

Note: Sample consists of 23 departments in Peru
* ** ***

Significant at 10 percent, at 5 percent level, at 1 percent level.
Standard errors in parentheses.
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Table 5. (Continued) Cross-section schooling ragressioe.ia

Dependent
Variable

1.Female total
illiteracy rate

2.Male total
illiteracy rata

3.Female urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural
illiteracy rate

1.Female total
illiteracy rate

2.Male total
illiteracy rate

3.Female urban
illiteracy rate

4.Male urban
illiteracy rate

5.Female rural
illiteracy rate

6.Male rural

illiteracy rate

Independent Variables

Constant Per Cap.
GDP

Industry
Share

Services Degree of
Shure Urbanizn.

Unadj.
R-Sqr

Population aged 35-39 years ***
81.797 -0.015 17.634 4.990 -0.845 .855

(0.02) (17.97) (31.91) (0.15)

36.829 -0.012 -5.359 -19.729 -0.235
***

.744

(0.01) (10.29) (18.28) (0.09)

55.197
**

-0.046 -8.302 -61.856
***

.463

(0.02) (17.42) (22.11)

12.569
***

-0.010 -4.472 -13.281
***

.667

(0.00) (2.71) (3.44)

* **
94.333 -0.057 1.534 -74.458 .294

(0.03) (29.64) (37.63)

47.133 -0.038
**

-7.004
**

-49.919 .416

(0.02) (15.87) (20.15)

Population aged 40 & more years

***
87.159 -0.018 41.269 18.442 -0.885 .792

(0.02) (21.93) (38.94) (0.19)
**

51.328 -0.017 8.004 -5.877 -0.442 .698

(0.02) (16.89) ;30.00) (0.15)

** ***
80.244 -0.068 2.073 -86.466 .487

(0.03) (23.09) (29.32)
** **

27.812 -0.025 -4.198 -27.254 .459

(0.01) (8.87) (11.27)

94.272 -0.056 26.476 -56.789 .265

(0.03) (30.11) (38.23)
**

62.652 -0.044 -0.332 -54.795 .308

(0.02) (21.75) (27.61)

Note: Sample consists of 23 departments in Peru

* ** ***
Significant at 10 percent, at 5 percent level, at 1 percent level.

Standard errors in parenthePas.
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6,Conclusione end Poliey_lowlicetione

The main question addressed in this chapter is: Do parents consider
future labor activities when making schooling decisions for their children? To

the extent that current demand for labor and remuneration reflect economic
patterns in the future, the answer seems to be that they do.

The main new policy implication that emerges free this chapter and
from Gill and Khandker (1990) is that tha expancion of the service sector raises
the levels of schooling of both men and women, but has a larger effect on women.
That is, both increased human capital g.nd equity between the sexes are aseeeiated
with an increase in the service not.tor'e share in GDP, at the expense of
agriculture. This is probably an intamodista stage. AA this structural
transformation continues, the share e.lf the ;1Aldustrial sector begine to play the

role that services played at the earl:el: step.

This is in marked contrast to ?olicy that emerges from well-known
theories of economic growth, including Rostow (1960), Rosenstein-Rodan (1961),
and others. It has been argued that in the proLess of growth, agriculture is
the primary stage, industry the aeaondary stage, and 4erVices the tertiary stage.
But two poents should be kept in mind. First, the policies recommended here are
not aimed at economic growth pex. me, but econmic growth with increases in equity
across gender. Second, the natula or the services sector is very different in
low-income countries.

This policy also contradicts the World Bank's advice that developing
countries need to increase the production of tradables. But at lesst as far as
gender equity in earnings potential is concerned, it would be better to enceueage
the expansion of sectors pvotiucing nontradables. Another implication of the
findings in this chapter is that extending schooling facilities significantly
raises investment in schooling, and lowers the gender gap as well. The third
implication is that information about the rates of return to schooling in tome
activities will raisv. .:ne schooling levels of females by more than these of
males.
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Appendix I: Results uf household expenditure regressions

Independent
Variables

Equation 1 Equation 2

Constant 86.043 -179.871

(184.04) (223.50)
***

Age of Household Head 27.226 24.423

(8.25) (13.28)

2 ***
Age of Household Head -0.325 -0.276

(0.09) (0.15)
***

Schooling of Household Head -8.889 -29.887

(11.66) (14.13)

Schooling of Household Head 5.459
*** ***

4.941

(0.70) (0.82)
**

Training of Household Head 75.001 61.105

(33.51) (36.97)

Did Household Head Attend -16.308 35.729

Public School T (36.20) (41.78)

Age of Spouse 10.090
(11.69)

Age
2
of Spouse -0.141

(0.14)
***

Schooling of Spouse 47.378
(15.14)

Schooling
2

of Spouse 0.351
(0.97)

k**
Training of Spouse 108.219

(38.99)
***

Did Spouse Attend -113.510

Public School? (41.23)
*** ***

Unearned Income 0.008 0.006

(0.00) (0.00)
***

Rural Dummy -153.257 -44.299

(30.07) (35.87)

Adjusted R
2

0.192 0.244

Sample Size 4377 3325

Note: Dependent variable is total household expenditure per adult

* ** ***
Signifit it at 10 percent, at 5 percent, at 1 percent level.

Standard t ors in parentheses.
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