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Abstract

A TECHNIQUE FOR PRODUCING A DOUBLE-ENTRY EXPECTANCY NOMOGRAPH
FROM OBSERVED PROPORTIONS WITHOUT DISTRIBUTIONAL ASSUMPTIONS

A procedure for smoothing the proportions of a double-entry expectancy
table is described. The product of the procedure is a nomograph from which can
be read expectancies from combinations of values of two predictor variables.
The nomograph might be used in admissions advising or in establishing standards
for the admission of freshman students. The procedure is used to construct
nomographs for predicting proportioné of freshman year grade point averages 2
2.0 and for proportions 2 3.0 from high school class percentile ranks and ACT
Composite scores for a sample of first-time freshmen. Effects of sample size
and of the minimum size of groups of students used in estimating nomograph
curves on the stability of the curves are examined. Suggestions for additional

work on deriving expectancy nomographs are given.



A TECHNIQUE FOR PRODUCING A DOUBLE-ENTRY EXPECTANCY NOMOGRAPE
FROM OBSERVED PROPORTIONS WITHOUT DISTRIBUTIONAL ASSUMPTIONS®

An expectancy table is composed of proportions or probabilities which
portray the predictive relationship between one or more, rarely more than two,
predictor variables and a criterion variable (Schrader, 1965). Single-entry
tables involve one predictor variable and double-entry tables are based upon
two predictor variables. Expectancy tables may be constructed on the basis of
distributional assumptions or on the basis of observed frequencies without

distributional assumptions (Schrader, 1965; Morsgan, 1988).

A common type of expectancy table displays the relationship between one or
more predictors of success in college, e.g., high school class percentile rank
and admissions test score, and a measure of success in college, e.g., first-
term or first-year grade point average. Such tables may be used (a) in
counseling prospective or iewly admitted students, {(b) in interpreting the
relationship between the predictor and criterion variables and (¢) in setting

sliding-scale admission standards.

Expectancy tables constructed using distributional assumptions, e.g.,
bivariate or multivariate normality, have the advantage that the series of
proportions are smoothed and can be extrapolated beyond regions in which
appreciable numbers of observations fall (Morgan, 1988). Perrin and Whitney
(1976) have shown that smoothing enhances the validity of expectancy table
values. Of course, if the distributional assumptions are wrong, the expectancy
values are likely to be invalid. Tables built directly from observed
frequencies are likely to include irregularities (reversals) in the series of
proportions. On the other hand. tables developed directly from observed

frequencies are not dependent on distributional assumptions.

Normally, directly-derived expectancy tables cannot be smoothed without
invoking distributional assumptions. Isotonic procedures can be used to remove
reversals (Perrin and Whitney, 1976), but these procedures do not enable
extrapolation. The purposes of this paper are (a) to introduce a procedure for
smoothing the directly-derived proportions of a double-entry expectancy table

without imposing distributional assumptions and (b) to investigate the
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stabiiity of the smoothed expectancies under several conditions. The product
of the smoothing procedure is a nomograph from which can be read expectancies.
The nomograph is a "user-friendly" medium for displaying expectancies and it
provides for reading expectancies from pairs of individual values of the two
predictor variables rather than for pairs of ranges, as in the usual expectancy
table.

The Data

The smoothing procedure is illustrated using the high school class
percentile ranks (HSCPR), ACT Composite scores (ACT) and freshman year grade
point averages (GPA) of the first-time freshmen of five conseci.tive entering
classes for a large mid-western university. There were 12,835 students in the
five classes who had complete data nn the three variables. Table 1 is the
directly-derived expectancy table showing proportions of these students,

classified by HSCPR and ACT score ranges. who earned 8 GPA of at least 2.0.

Table 1. Unsmoothed Expectarncy Table, Proportions of Students
whose GPA 2 2.0 (N = 12.335)

chgg HIGH SCHOOJ CLAS JERCENTILE RANK RANGE
RANGE 0-39 40-49 ,0-59 6u-69 70-79 80-89 90-99 TOTAL
29-36 0.58 1.00 0.90 0.61 0.86 0.90 0.97 0.94
27-28 0.55 0.74 0.79 0.68 0.82 0.88 0.96 0.8°
25-26 0.57 0.62 0.65 0.69 0.83 0.87 0.95 0.85
23-24 0.38 0.59 0.63 0.72 0.84 0.86 0.94 0.80
21-22 0.46 0.61 0.53 0.63 0.73 0.83 0.93 0.73
19-20 0.42 0.50 0.48 0.69 0.72 0.83 0.90 0.69
16-18 0.33 0.45 0.44 0.59 0.70 0.79 0.83 0.61
1-15 0.29 0.32 0.45 0.49 0.59 0.61 0.7¢6 0.48
TOTAL 0.40 0.52 0.53 0.64 0.74 0.84 0.94 0.75
-6



wWhile the pattern of the proportions, generally, is as expected, with the
smallest values in the lower left corner and the highest in the upper right
corner, there as reversals at several points in the table, mainly towards the
upper .eft corner of the table where the numbers of students are small. The
smoothing procedures described here are used to convert the proportions of

Table 1 into a nomograph.

The Procedure

The steps of the procedure used to construct an expectancy nomograph are

as follows:

1. Starting in the upper right corner of the bivariate, HSCPR and ACT score,
distribution of students and moving down and to the left, successive groups
of students are formed. 1In the initial application of the procedure the

minimum group size was set at fifty.

The bivariate distribution is first divided into regions defined by HSCPR
ranges. The ranges are narrow, but each must include an acceptable number
of students. The HSCPR ranges overlap in order to make maximum use of the
available data. The ranges used with the present data are: 0-39, 35-44,
40-49, 45-54, 50-59, 55-64, 60-69, 65-74, 70-79, 75-84, 80-89, 85-94, 90-99
and 95-99.

The students in the highest HSCPR range with the highest ACT score are
counted. If the count is 50 or greater, a group is defined. If not, the
students with the next lower ACT score are added and if 50 or more students

are now included, the first group has been formed.

When a group has been formed, the procedure moves to the next lower ACT
score and the process is repeated until a second group is formed. This
process is repeated until the lowest ACT score for the HSCPR range is
reached. 1f, after that ACT score is included, at least 25 students have
been counted, then those students define a group. If less than 25 students
have been counted, these students are added to the last previously defined

group.
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This process is repeated with the next lower HSCPR range and continues
through all HSCPR ranges until the lowest ACT score in the lowest HSCPR

range is reached. At this point all of groups have been formed.

. The mean HSCPR, the mean ACT score and the proportion of students who were

successful (PS), e.g. had a GPA 2 2.0, are calculated for each group.

Pairs of groups are used to define points for which PS values are stated as
even-tenth values, i.e., .90, .80, .70, ..., .10, The even-tenth value of
the PS for a point is an estimate of the proportion of students with the

HSCPR and ACT score of the point who are successful, e.g.. earn a GPA of at

least 2.7. Points are developed as follows:

The groups are sorted from high to low on the basis of PS values and the PS

values are divided into ranges which are separated by even-tenth values.

The group with the highest PS is paired with a group in the next lower range
of PS values. Assuming the first group is in the PS 2 .90 range, this group
is paired with each of the groups vith .80 € PS < .90 and the distance
between the first group and each of the groups with which it is paired is
calculsted,

D = SQRT[(mnR, - mnR;)? + (mnA, - mnAz)?],
where mnR; and mnR2 are the mean HSCPRs and mnA, and mnA. are the mean ACT
scores for the two groups. The pair of groups which has the smallest

distance is selected.

The group with the next lower PS is then paired with the remaining groups in
the .80 € PS < .90 range and a second pair is identified using the smallest
distance criterion. This process is continued until all groups with PS 2
.90 have been matched with groups in the .80 £ PS <« .90 range. If there are
more groups in the higher range, groups in the lower range cannot be reused
antil all of the groups in that range have been used; after all have been
used, then all are candidates for the next match. Xo group in the lower

range can be used mor2 than twice until all have been uscd twice.



when all groups in the PS 2 .90 rane~ have been paired. the pairing process
continues with groups in the .80 < PS <.90 range being paired with groups in
the .70 € PS < .80 range. The process continues until groups in the .10 £
PS < .20 range are paired with those in the PS < .10 range or until there

are no more groups to pair.

Bach pair of groups then defines a point #1ich has the following three
values:

PS is the even-tenth value spanned by the PS values of the two groups.

R = onRy - {(mnR. - anRz) x [(PS. PS)/(PS, - PS2)]}.

A = mnA: - {(mnA, - mnA3) x [(PSa - PS)/(PS, - PSa)1}.
R and A are estimates of the mean HSCPR and mean ACT score for the combined

group of students with the even even-tenth PS.

4. A curve is then fitted to the scatter diagram of points (R,A) for each
even-tenth value of PS. The curve specifies those pairs of HSCPR and ACT

score values which predict the given proportion successful.

Observatiocn of a number of scatter diagrams of points (R,A) generated by the
process described here suggested that a curve which decreases at an
increasing rate would, in most cases, better fit the points than a straight
line. Consequently, the curve that is fitted for each even-tenth value of
PS is

A' = a + bR2.
Also, because the curve should pass through the geometric center of the
points of the scatter diagram rather than through the means of either the
vertical or horizontal arrays. the curve which minimizgs the perpendicular
deviations of points from the line is used (Ehrenberg, 1984). 1In order to
remove the influence of the standard deviations of A and R?, the values oi
R? are converted to values which have the same standard deviation as A
before the perpendicular deviation fitting is carried out. It turns out
that the parameters of the line fitted in this manner are

b

a

-(salsm2) and
[(salsn2) x mnR?] + mnA.




In Calculating mnA, mnR?, sa (sd of A) and s=2 (sd of R?), each value of A
and R® is weighted by the sum of the numbers of students in the pair of
groups which defined the point (R,A).

5. The iesulting curve for each even-tenth proportion is drawn on a bivariate
diagram which has HSCPR as the horizontal scale and ACT Composite score as

the vertical scale. The result is the desired expectancy nomograph.

These five steps were carried out as follows in developing the expectancy
nomographs discussed in this paper. Steps 1, 2 and 3 were accomplished by
means of a PL/I program which runs on an 1BM mainframe computer. The
coordinates -~ PS, R and A -~ of the points produced in step 3 are the output
of the PL/I routine. These coordinates were then input into a SAS program
which produces the means and sums of squares required to calculate the
parameters, a and b, of the curves which are fitted to the several sets of
points. The means and sums of squares were entered to a pc spreadsheet which
includes formulas for calculating parameters a and b for each value of PS and

which also calculates points of the fitted curves.

This set of procedures May be more cumbersome than necessary. It was
developed, before the perpendicular deviation, curve fitting approach was
adopted. In retrospect, it might have been more efficient to extend the PL/I
program to carry out step 4 calculations, rather than using SAS and the
spreadsheet. On the other hand, the SAS routine alsc produces, for each PS, r?
for R? and A and scatterdiagrams which are useful in interpreting the goodness

of fit of the resulting curve.
The GPA 2 2.00 Nomograph and Solution Parameters

The expectancy nomograph for freshman year GPA 2 2.0 produced for the
12,835 students using the five steps just described is shown in Figure 1. The
numbers on a nomograph curve are the "chances in ten" of ezrning a freshman
year GPA of at leasi 2.0 for the values of HSCPR and ACT score which lie on the
curve. The nomograph indicates that the student who has a high schocl class
percentile rank of 50 and an ACT score of 16 has & chances in 10 or a

probability of .40 of earning a freshman year GPA of at least 2.0. For the
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student with a HSCPR of 50 and an ACT score of 20 the probability of earning at
least a 2.0 is .50.

£ SCORE

o
»

ACT COMPOSI

. \
. . . . N
C’-All'AlllllllllllllllllllllllJJll‘lllllljlllllll‘_*

~ sz 20 30 40 50 B0 70 80 S0 100
HGH SCHOOL CLASS PERCENTILE RAINK

Figure 1. Expectancy Nomograph for GPA 2 2.0

Nomograph curves for PS = .30 and PS = .20 were calculated (see Table 3).
but did not follow the pattern of the other nomograph curves, so are not

plottéd on the nomograph of Figure 1.

Parameters of the nomograph sclution which are indicative of the validity
of the solution are characteristics of the fitting of each nomograph curve.
Table 2 displays these parameters. For each curve, the number of points
generated in step 3 of the procedure, the number of students involved in
defining these points and the average size of the groups (step 1 of the

procedure) are included and reflect the amount of data involved in generating
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Taple 2. Parameters of Solution for Nomograph for GPA 2 2.0)

Numb. Total Avg Grp
Propb. Points Students Size r b a
0.90 37 13,584 183.6 -0.70 -0.0061 73.94
0.80 36 10,684 148.4 -0.80 -0.0029 40,38
0.70 27 5,749 106.5 -0.83 -0.0027 34.00
0.60 33 5,810 88.0 -0.81 -0.0024 29.06
0.50 32 5,187 81.1 -0.80 -0.0026 26.27
0.40 24 3,272 68.2 -0.86 -0.0030 23.64
0.30 17 1,665 =~ 29.0 -0.75 -0.0021 19.41
0.20 4 279 34.9 -0.92 -0.0010 15.14
0.10 2 80 20.0 - -- --

the curve. Clearly the 12,835 students are clustered toward the upper ranges
of ACT scores and HSCPRs. Notice also that the average group size for PS = .30
and .20 fall below 50 indicating that groups involved in defining the points
for these curves come from the lowest ACT score ranges. This may explain why

the curves for these PS values were atypical.

Also showa in Table 2 for each nomograph curve is the correlation between
A and R? and the parameters of the regression line, A' = a + bR%. The
typically high correlations are indicative of the validity of the resulting
curves. The generally regular progression of the intercept parameter., a. for
the several curves also suggests a solution that appropriately fits the data,
The coefficients, b, of the several curves do not exhibit a regular pattern or
a regular progressicn from one to the next. This absence of regularity in
values of b is apparent in the differences between adjacent points at which the
curves cross HSCPR = 100 in Figure 1. Even with these ditfferences the overall

symmetry of the nomograph curves suggests a satisfactory solution for the

curves plotted.



A step which might be added to the procedure would smooth the values of a
and, particularly, b as shown in Table 2 in order to remove irregularities from
the nomograph. 1n the present case, the values of a mayv need very little
adjustment, but some smoothing of the values of b might r»>t only increase the
regularity of the curves now plotted, but might also allow the curve for PS =
.30 or even the one for PS = .20 to be become symmetrical with the others and
plotted on the nomograph. The extension of the procedure to smoothing values

of a and b was not pursued in the present project.
Effects of Varying Sample Size and Minimum Group Size

The number of students, 12,835, available for developing the expectancy
nomograph shown ir Figure 1 is quite large. 1If it is concluded the nomograph
solution is satisfactory for that sample size, the question, For what smaller
sample sizes will it produce acceptable results?, can be raised. Similarly the
ainimum group size of 50, used in step 1 of the procedure, was set arbitrarily.
Will the procedure work for smaller minimum group sizes?, is another question

that can be asked.

Sample Size. First, the procedure was applied to two random halves of the

original sample.? Points of the curves which resulted for each random half, as
well as the corresponding points calculated for the total sample are shown in
Table 3. (A blank row in the table indicates that two or fewer points were
generated by the procedure and that, consequently., a curve could not be fitted
to the data.) The correspondence of the three curves seems to be quite good for
PS = .40, .50, .70 and .80. The three curves for PS = .90 differ appreciably
only at the extremes. For PS =.60 the total sample and second half sample
curves are nearly the same, but the curve generated from the first half sample
differs from the other two PS = .60 curves Ly up to & ACT score points.
Smoothing of the parameters a and b might reduce or eliminate the discrepancy
for PS = .60. The parameters of the curves fitted from the half samples were

not remarkably different from those of the total sample.
. Next, expectancy nomographs curves were generated for random samples which

were created to be one-fourth, one-eighth and one-sixteenth the size of the

original sample. These samples turned out to include 3,219, 1,601 and 818
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Tahle 3. ACT Scores Which Determine Nomograph Peints for the GPR 2 2.0 Womsgraph, total Sample azd
Randos Ralves of Total Sample

PROP. WITE RIGE SCEOOL CLASS PRERCIFRTILE RANRE
6PA 2 2.0 SANPLE 6 5 10 15 20 25 30 3% 4C 45 50 55 60 &5 70 75 82 85 90 99 10
90 Total 3% 030 4 19 13
1st Half 3300 25 2 1t
20d Ralf W uun
80 Total 3 034 033 032030 8 26 0 2 1IN U
1st Half 39 034 033 31 30 28 26 4 21911
20d Half 39 030033 3231 2900 2 u 2 WU
J0 fotal 34 34 % 33 33 32 32031 o 2927 6 WU N W T
st Half 33 33 33 33 32 31 31 3 % 28 27 25 4 22 20 19 16 W 12 10 7

d Balf 35 35 35 35 3 3% 33 3z o329 028 27 25 4 U OBOITOLSOQY O8O
N1 Total 2 29 23 25 28 6027 26 25 4 23 22 21 16 18 16 4 12 10 6 6
st Balf 33 33 33 32 32 3% 30 25 28 27 25 M 22 0 18 16 M 11 9§ b i
2nd Half 29 029 29 2 26 27 21 2 2% M 23 22 2019 17 16 M 1210 8 %
S Total 2 26 26 2 25 25 M 22 2 o2 20 18 1715 w121 8 5 o0
15t falf 2 26 26 o4 29 2% 2 23 20 20 181715 w3 1210 7?7 3
2nd malf 2 027 27 % 26 % W i3 o o 20 18 16 35 12 i 8 6 3 O
AL Total MW 3B W oo oW o1 1615 1319 1 A
Ist Half 91023 23 23 022 01 0 26 1817 16 14 1210 8 6 4 1
md Balf 240 23 2323 22 2 2 4 19 18 16 15 13 12 10 8 S 3 1
it Total 19019 19 1% 19 18 1717 16 1% W oi3 12 0 9 7 6 4 1 €
15t Balf 15 16 18 17 1) 1T 16 ¢ W13 10N i o8 :
2od dalf 17 17 16 16 16 %6 15 15 o4 .- .2 13 121016 9 ¢ 7 6 § 2
e Total 15 15 15 15 15 35 M M 4 13 1312199 8 7 6
- st Half
nd Half

students respectively. The nomograph points produced for these three sample.
as well as for the original sample, are shown in Table 4. For the sample of
3,219 the curves for PS = .50, .60 and .90 were quite similar to the total
sample curves. For the sample of 1,601 the curves for PS = .60 .70 and .80 are
quite similar to the corresponding curves for the total sample. The curves for
PS = .40 were unsatisfactory for each of the three smaller samples and ncne of
the curves for the sample of 818 were similar to the corr ‘sponding total sample

curves.
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Table 4. ACT Scores Which Determice Nomograph Points for the GEA 2 2.0 Momsoraph for Varying Sample
Sizes, Minimum Group Size = §¢

PROP. WITH  SANPLE §I1G8 SCHOOL CLASS PRERCENTILE RANK
GEA 2 2.0 SItE 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 35 80 85 80 95 16
30 12,835 I U191
3,9 O30 025 216
1,601 (LI S B E IR L IR Y
818 330 26 2 17
80 12,835 36 34 33 32 30 28 2 4 21917 W1
3,9 5 33 31 28 2% 2219 16 12 8
1,601 35 33 31 29 26 24 21 18 15 11 8
818 LI 1 {2 U D P
0 12,835 30 3 3 33 13 32 32 031 30 2 0 W w2 ou UL NN 7
3,8 35 0346 3209 7 % 21w ooy 8o
1,600 33 33 33 33 32 32 31.30 29 28 27 26 w 23 2 09115 1311 8
818 3% 34 32 31 28 26 24021 B 1Y 5
.60 12,835 29 29 29 29 28 28 27 26 25 24 23 2 0 9 18 16 WMO12 10 B 6
3,09 29 29 29 29 28 28 27 26 26 25 23 22 21 19 17 16 W 12 10 s
1,601 30 30 29 29 28 28 27 26 25 4 23 2 20 18 16 W 1216 7 % ¢
81¢ 36 35 35 3 33 31 (0 28 26 A 21 19 16 12 10§ 2
.50 12,838 26 26 26 26 25 2% 24 23 22 1 W 18 17 15 M 12 10 8 5 3 ¢
3,9 21 20 27 27 6 5 4 23 021 19 1816 M 12 9 71 4 1
1,600 22 22 22 22 21 21 20 19 18 18 17 16 15 i3 1211 9 & 6 o
818 23 23 23 2 22 272 2 20 20 19 18 17 17 16 M 13 12 11 ¢
A0 12,835 24 20 23 23 22 22 020 20 1% 16 16 15 33 11 9 T 4 2
3,09 20 26 20 20 19 13 19 18 17 17 16 15 M 13 12 1 9 8 6 % %
1,600 20 20 20 20 19 19 18 18 17 16 15 M 13 1010 % 7 5 3 1
818 18 15 18 16 17 17 17 18 16 15 13 M M 13 12 11 18 9 8 7 ¢
30 12,83 19 19 19 19 19 18 17 17 16 15 W4 13 12 10 9 7 6 4 2 O
3,215
1,601
818
20 1,83 15 1519 15 15 U5 W 131y ity 8 8 7 o6 %
5,98
1,601
818

Except, of course, for the paramcters a and b, there was no identifiable
relationship between parameters of the nomograph solutions for samples of 3,219
and 1,601 and whether or not the curve matched the curve for the original

sample of 12,835. Satisfactory curves resulted when only 4 and 9 points were

15
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produced and unsatisfactory curves resulted from fitting curves to 14 and 27
points. Similarly, satisfactory curves were produced when the correlation
between A and R? was as low as -.48 and unsatisfactory curves resulted when a

correlation was as high as -.92,

It appears that samples smaller than 12,000 can produce satisfactory
expectancy nomographs, but that the smallest sample for which a satisfactory
nomograph might be produced, using the procedure described here, way lie
somewhere between 1,000 or 1,500 and 3,000. With the smaller samples, it may
be particularly important to adopt procedures to smooth the progressions of

parameters a and b.

Group Size. To investigate effects of minimum group size, step 1 of the
procedure for producing the expectancy nomograph was modified to make the
minimum group size 30 and again to make the minimum size 10. Nomographs were
produced by applying the modified procedures to the original sample. The
nomographs curves produced by specifying minimum group sizes of 30 and 10 were,
with very few exceptions, quite similar to the curves produced with the minimum
group size set at 50. It turns out that by virtue of the large numbers of
students in the original sample and the manner in which groups are formed,
specifically the larger number of students with a given ACT score within a
HSCPR range, the sizes of the groups created did not decline appreciably, even
though minimum group size was lowered. The average sizes of the groups
involved in fitting curves when the minimum group size was S0 for PS = .40 to
.90 ranged from 68qq.2 to 183.6 (see Table 2); the average sizes decreased only
to 46.8 to 146.9 when the minimum group size was set at 10. Thus, it is not
surprising that altering the minimum group size had little effect on the

nomograph curves produced.

Consequently, expectancy nomographs produced from samples of varying sizes
when the minimum groups size was set at 10 were investigated. In addition to
the original sample and the three smaller samples already described, a random
sample of 404 students, approximately one~thirty second the size of the
original sample was used. Poiuats for all of the resulting nomograph curves,
including the original sample curves with minimum group size = 50, are shown in
Table 5.

1
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For most PS values nomograph curves produced from the sample of 6,443
students with minimum groups size = 10 closely matched the original sample,
minimum group size = 50, curves. In four cases (PS = .90, .70, .50 and .40)
the curves developed from the sample of 3.218 seem satisfactory and in three
cases (PS = .70, .60, and .50) satisfactory curves were produced from the
sample of 1,601. Most of curves produced from even the smaller samples, 818
and 404, with minimum group size set at 10, did not depart greatly from the
corresponding curves resulting from the larger samples and the larger minimum

group size.

The parameters of the nomograph curves shown in Table 5 are of some
interest. As the sample size decreases the numbers of points generated, the
average group sizes and the correlations between A and R? decrease. Of course,
minimum group sizes of 10 result in larger numbers of points than minimum
groups sizes of 50. Apparently the larger numbers of proups and points oifsets
the effects of lower correlations between A and R?2 and result in generally

accurate nomograph curves.
A Nomograph for GPA 2 3.0

An additional illustration of the expectancy nomograph is provided by
Figure 2 which was produced froa the original sample, minimum group size = 50,
by changing the definition of success in step 2 of the procedure from GPS 2 2.0
to GPA 2 3.0. Curves for PS = .40, .60 and .80 are not plotted to avoid
clutter in the nomograph (and also because the curve for PS =.40 lacked

symmetry with the other curves). No points for PS =.90 were produced.

while this nomograph would seem to be satisfactory, it might be improved
by smoothing parameters a and b in order to increase the regularity of the
distances between nomograph curves when HSCPR = 100. Nomographs for GPA 2 3.0
were also produced from the two random halves of the original sample. The
resulting two cutves for each value of PS were essentially identical to each
other and to the corresponding curve plotted in Figure 2, thus providing

further support to the validity of the expectancy nomograph.
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Figure 2. Expectancy Nomograph for GPA 2 3.0

Conclusions

Valid expectancy nomographs can be produced from large samples using
minimum group size = 50 and these nomographs may be easier to use than the
expectancy tables for which they are intended to substitute. However,
additional work on the development of procedures for producing expectancy
nomographs is needed. First, procedures for smoothing progressions of curve
fitting parameters a and b over the several PS values are needed. It should be
possible to accomplish the suggested smoothing without decreasing the accuracy
of the curves, particularly at those points in the bivariate distribution where
appreciable numbers of observations occur. Secondly, further exploration of
the use, in the nomograph development procedure, of minimum group sizes of less

than 50 and of the minimum numbers of observations needed to produce
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satisfactory nomographs is needed. Results reported here suggest that setting
the minimum group size at 10 can produce ancurate nomographs with considerably
fewer than the 12.835 cases used in this study. Finally, a close examination
of the nature of the individual groups formed in step 1 of the parocedure might
lead to a reduction in the length of the HSCPR intervals. This variation in
tha procedure might be particularly beneficial with smaller samples and smaller

minimum group sizes.
Notes

1. The assistance of Dr. Jon Maatta, who suggested the perpendicular deviation
curve-fitting procedure, Mr. Michael prth. who wrote the PL/I program and
integrated it with the SAS and spreadsheet processing. and Mr. Gary Moss,
who ran the computer jobs which produced the data used in this paper, is

gratefully acknowledged.

2. The SAS-produced "random halves" include numbers of cases, 6,443 and 6,399,
which are not quite equal and which include a total number of students,
12,842, which exceeds that, 12,835, of the original sample. The reason for
these discrepancies is not clear, but they are not believed to have harmed

the data analysis reported in the paper.
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